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The present paper investigates the cause of the experimentally well-known reduction of
impurity activation (ionization) energies in the intermediate doping range. It is shown that
this many-body problem can be reasonably approximated by a one-electron screened-impu-
rity approach. Application of this result to literature data on GaP(Zn) gives agreement with
the experimental results provided that screening by ionized impurities is included: screen-
ing by free carriers alone is insufficient. The inclusion of the ionized impurity screening
thus for the first time provides a quantitative explanation for the observed reductions in ac-
tivation energies. A corollary of the screening effect is that the activation energy decreases
with increasing temperature; use of this temperature dependence clarifies previous discrep-
ancies between Hall and neutron activation values for the Zn concentration in GaP.

I. INTRODUCTION

It has been known since the work of Pearson and
Bardeen' in 1949 that impurity activation energies
decrease at high impurity concentrations, i. e. , the
average separation between the impurity levels and
the band decreases with increasing impurity con-

centration. In the present paper, we shall consider
only the case of "intermediate" doping, where this
separation has not decreased too far, i. e. , the im-
purity band has not yet appreciably merged with the
conduction band. (The high doping range is already
reasonably well understood. '

) In the intermediate
range, it has been shown by Fritzsche that, in
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fact, the conductivity (o) cannot be described by a
single-impurity activation energy (e), but has at
least three separate and distinct contributions:

3
6( jar

The energy which dominates at the higher tempera-
tures is referred to ' as &, and is attributed to
activation from the impurity level to the band. The
other two energies have been attributed, ' respec-
tively, to activation to a band with two carriers per
impurity and to hopping between ionized impurities
in compensated material.

Here we consider only the problem of calculating
a&, i. e. , the activation between the impurity level
and the conduction (or valence) band. A first-prin-
ciples calculation of e& involves complicated many-
body effects. Even for a hypothetical array of per-
fectly ordered impurities, one has to consider inter-
action among positive, negative, and neutral im-
purities and free carriers. Moreover, in the fre-
quently encountered case of "substantial" compen-
sation ( & 10/~), all these species are generally
present in comparable numbers. In addition, for
any real system the impurities will not form a reg-
ular array, but a random one. It is thus not sur-
prising that extensive early work in the 1950's (see,
for example, Debye and Conwell ) never fully ex-
plained the observed reductions in activation en-
ergy. However, the situation has since been im-
proved by the availability of more advanced many-
body techniques. Use of these techniques has de-
fined conditions for appropriate simplification of
the complex many-body situation, but the results
have not yet been applied to the problem of deter-
mining &y.

Essentially, Bonch-Bruevich has derived condi-
tions under which the many-body problem can be
reduced, approximately, to a far simpler one-elec-
tron screened-impurity approach. Moreover, these
conditions apply in the range of present interest.
In fact, free carrier scree-ning has already been
suggested as the cause of the reduction in activation
energy. ' However, it was then realized that (for
Ge) this type of screening alone does not account
for the magnitude of the observed reductions in &&.
This latter conclusion has been confirmed in the
present work also for GaP (Sec. IIIC). We show
here that this discrepancy can be resolved, and
that screening does give a dominant contribution
to the reduction of cq. This follows provided one
includes screening, not only by free carriers, but
also that caused by ionized impurities. Such ionic
screening has previously been included by Harvey
in a thermodynamic analysis of activation energies
in Ge and by Morgan in an analysis of line shapes
in GaAs, and has given good results in both cases.
In addition, we reexamine the conditions for ap-

plicability of ionic screening, and consequently pro-
pose a somewhat different formulation from that
given by either Harvey or Morgan. Of further
interest, and importance, is the result that screen-
ing causes the activation energy to decrease with
inc reasing temperature.

The results of our analysis are applied to p-type
GaP (Zn) doped in the 10 —10 -cm range. The
electronic properties of this material are currently
of prime interest for injection-luminescence appli-
cations, and recent detailed Hall measurements
have shown that this doping range exhibits the
aforementioned concentration dependence of activa-
tion energies. Moreover, the work of Casey et al. 11

gives both the usual Hall determination of impurity
concentration and neutron-activation data for the
Zn concentration. It thus provides a check on the
reliability of the Hall method in determining im-
purity concentrations. Such a check was not avail-
able from prior work on Ge and Si. In fact, the
neutron data is used to confirm the prediction that
the activation energy decreases with temperature;
satisfactory agreement can then be obtained with
the Hall results provided this temperature depen-
dence is included.

The reduction of the many-electron approach to
the one-electron screened-impurity case is given
in Sec. IIA, and the screening by ionized impurities
is discussed in Sec. IIB. The comparison to ex-
perimental data" on GaP (Zn) is given in Sec. III.
A discussion of the results, and of their signifi-
cance as regards Hall analyses, is given in Sec.
IV.

II. DERIVATION OF EQUATIONS

A. Simplification of Many-Body Problem

The first assumption in most ' treatments of the
semiconductor-impurity problem is the validity of
the effective-mass approximation. It has in the
past been suggested' that the concentration de-
pendence of activation energy may be caused by a
lowering of the band edge due to a higher dielectric
constant in impure material. This change in di-
electric constant results from the large orbits of
carriers bound to impurities. Since this effect is
not included in the effective-mass formalism, we
carried out a separate test of its importance. We
found that for the GaP case (N„„„„~10 cm ) it
is negligible: Carrying out the calculation analo-
gously to Castellan and Seitz, one obtains a re-
duction in activation energy of & 1 meV; moreover,
an extension using an expression for the change in
dielectric constant derived by Hanamura' by the
random-phase-approximation (RPA) method gave
the same result. Since these conclusions correlate
with those of Debye and Conwell on Ge, we assume
that this effect is generally negligible, i. e. , that the
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effective-mass approach is applicable.
The many-body impurity treatment, within the

effective-mass approximation, is defined by the
Hamiltonian

at high temperatures, whereas low temperatures
are of interest for the evaluation of &&. We will,
therefore, evaluate Eq. (8) assuming (Nr —N„)» n.
With this condition and use of Eq. (7), one obta, ins
the requirement

(4pe n/zkT) ~ ~ 3(ND —N~) ~ (Sa)

(2)

where the Hs are the electron coordinates, the

R,'s are the impurity positions, ~ is the dielectric
constant, p is the momentum, and ng* is the ef-
fective mass. Randomness effects are implicitly
included, provided the R,'s are distributed at ran-
dom.

A simplification of Eq. (2) has been achieved by
Bonch-Bruevich, who uses Green's-function tech-
niques to show that for nondegenerate statistics and
low electron concentration (n) such that

(e'/~kT)n" '«1, (3)

4w(he) n
~ (kT)'m* (6)

the screening is given by the Debye approximation.
The result for screening only by free electrons (no
ionized impurities) is well known':

q = (4ve'n/~sr)"' .
It can be noted that Eq. (4) still retains electron—

many-impurity interactions (and also the effects of
a random impurity distribution, provided RI is
random). It is readily apparent, and has already
been pointed out by Bonch-Bruevich, that the sum-
mation over impurities can be eliminated if the
screening radius (1/q) is small compared to the
average interimpurity distance. In compensated
material this requirement refers to neutral im-
purities and in n-type material leads to the condi-
tion

(ND —N„—n) ~ «q, (8)

where ND is the donor and N„ the acceptor concen-
tration. It can be seen that Eq. (8) will be satisfied
as n- (N~ —N„), but this situation will preva, il only

one obtains a one-electron many-impurity equation

II= (P'/2m*)+ ~, V(~ —Il,),
where V(y) is a screened potential,

V(~) = —(e'/~r)e '",
with q the inverse screening length. This result
shows that the electron-electron interactions ef-
fectively cancel the unscreened part of the elec-
tron-impurity interactions. Moreover, it has been
shown by Glasko and Mironov ' that for nondegener-
ate statistics and under the condition

Ranges of validity of Eqs. (3), (6), and (Sa) a,re
given in Table I for typical semiconductor param-
eters. It is apparent that Eq. (Sa) is the most re-
strictive. Although inclusion of ionized-impurity
screening will relax the requirement of Eq. (Sa)
somewhat, this condition is still frequently not
satisfied (in fact, it is not satisfied for the GaP
situation which we consider in Sec. III). Thus an
accurate treatment requires use of both scxeened-
impurity potentials and also a surnnzation over such
potentials.

There have in fact already been a number of pa-
pers" which use a sum of potentials. Three cases
have been treated: (i) abrupt" (square-well or 5-
function) potentials; (ii) unscreened Coulomb elec-
tron-impurity potentials' ' [the second right-hand
term of Eq. (2)]; (iii) a sum of the unscreened elec-
tron-impurity potentials plus a constant electron-
electron potential' [the second and third right-hand
terms of Eq. (2) but with the latter term constant].
Qualitatively all these papers give a similar result:
With increasing impurity concentration the impurity
band broadens and its peak shifts, first moving
closer to the band and then merging with the band.
Quantitatively the agreement for the broadening
and peak shift derived from the different potentials
is not good, which precludes direct application of
these results to the screened potential. However,
if we assume that case (i) above (i. e. , the short-
range 5 potential) is more relevant to the relatively
short-range screened Coulomb potential than cases
(ii) and (iii) of unscreened Coulomb potentials, one
then obtains a rough measure of the importance of
summing over potentials, from the results of this
case (i). The work of the related papers" of I.ax
and Phillips and of Frisch and Lloyd provides an
exact analysis for a one-dimensional 5-function
potential in terms of the product [N(1/Ko)] of im-
purity density per cm (N) and the reciprocal of the
bound-state wave-function range (Ko). For three-
dimensional hydrogenic impurities, this product
corresponds, approximately, to ao I ND —N~ i

where ao is the Bohr radius. The results" show
a totally negligible shift of the maximum of the dis-
tribution towards the band (& 10 /o) and only rela-
tively slight broadening, up to (N/Ko) = 0. 1, and in
fact only a slight shift (~ 5%) up to (N/Ko) = 0. 25.
On the other hand, calculations for GaP (Zn) based
on the data of Casey et al. and for Ge(As) based
on the data of Debye and Conwell show a 50% re-
duction in activation energy at ao I ND —N& I
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TABLE I. Concentration limits (cm"3) obtained from
Eqs. (3), (6), (8a), and (8b) (using ~=11).

T =300'K T =50'K

Upper limit on g

Eq. (3)
[using n —3 (Kk Tje ) ]

Eq, (6)

2. 6x10"
2, 1xlp~~
1.1x 10~9

1.2 X10«
5. Bx 10"
3.Ox 10"

Lower limit on g

ND -Ng ——1017

Eq (8a) 1018ND -Ng =10
[Eq. (8a) not
applicable]

5.3 x 10«
2, 5 x 10"

Eq. (8b) (up= 11 A)

Upper limit on N~-N~

x 1018

a = (p'/2m*) —(e'/~~)e '" . (9)

We thus use Eq. (8b) as a replacement for the more
restrictive inequality (8a); validity limits of Eq.
(8b) are also given in Table I.

It can still be noted that as a consequence of the
random impurity location there will be a range of

q values, leading to a broadening of the energy-
level distribution. We neglect any such effect in
the quantitative treatment; as discussed in Sec.
IV, this appears reasonably justified.

B. Screened-Single-Impurity Problem

The solution for the screened hydrogenic Hamil-
tonian, Eq. (9), gives the impurity activation energy
(—= E„) as a function of the inverse screening length
q. Here it is to be noted that the activation energy
will depend on temperature Isince E„=f(q), q =f(n),
and n=f(T)]. We thus use E„to denote the activa-
tion energy at any one temperature; the quantity
&& is being used to denote experimentally deter-
mined activation energies which have been as-
sumed independent of temperature.

The ground state of the Hamiltonian, Eq. (9),
has been evaluated in a convenient dimensionless
form by Krieger: The ratio (E„/Eo) is given as
a function of aoq, where Eo is the energy and ao
the Bohr radius of the unscreened impurity [i.e,
for q= 0 in Eq. (9)]. By carrying out an empirical
fit to Krieger's results (as presented in his Fig.
1), one obtains

-0. 1-0.2. Thus the effect of suynrning over po-
tentials is unable to account for observed reductions
in activation energies. It thus seems plausible to
assume that for the range

&o
I
&a -&~

I

'O. 2 (8b)

the main energy reduction is due to screening, i. e. ,
to first order it is not necessary to sum over
potentials, and

Ez/Eo = 1.00 —1. 81aoq+ 0. 81(aoq) (lo)

2 47re g N~ N~+ Pg
2

Kk T T~ T~

The first term is the contribution of the free car-
riers, the second is from the acceptors, all of
which are ionized, and the third term corresponds
to the ionized donors. It can be noted that Eq. (11)
also follows if one assumes additivity of electron
and ion screening lengths, with the ions screening
as if they were at a temperature T

The second approximate treatment is that given

valid to b(E&/Eo) ~+0. 02.
Evaluation of Eq. (10) with q given by Eq. (7) and

appropriate values of ao and E, (Sec. III) shows that
for the GaP (Zn) case of interest the screening by
free carriers alone gives a negligible contribution
at low temperatures (see Sec. III, Fig. 2). The
same conclusion has also been reached by Debye
and Conwell' for Ge. However, it is well known,
for instance from the usual Debye' treatment,
that screening is determined by an appropriate
sum over all ionized species.

The difficulty in applying ionized-impurity
screening to semiconductors is that the problem
now deviates from the usual Debye theory in which
the charged species are implicitly assumed to be
mobile; in semiconductors the charge carriers
satisfy this condition, but at the usual measure-
ment temperatures the ions are spatially fixed.
In the earlier" work, Harvey' discussed the prob-
lem of this ionic mobility, but proceeded with the
calculations as if the ions were mobile at the mea-
surement temperature. Morgan assumed that due
to the lack of mobility the closest distance between
the ions was given by the average interionic sepa-
ration, and used this distance as the ionic "radius"
in the standard Debye' formulation for ions large
compared to the screening radius. In the present
work, we assume standard screening to apply above
the temperature (= T ) at which the majority ion
is still mobile, and consider two alternate approxi-
mate treatments at lower temperatures. Both these
approximations use fixed ionic positions (not done
by Harvey') and preferential neutralization of ap-
propriately located donors (for n-type material)
once the carriers start freezing out (not used in
the Morgan approach). Moreover, both give
screening intermediate between Harvey's and
Morgan' s.

The first treatment, discussed in more detail in
the Appendix, assumes that the ions screen as long
as the majority ion is still mobile (to the tempera-
ture T„), and that, subsequently, the free carriers
neutralize the ions such as to maintain a self-con-
sistent potential, The result for n-type material
is



412 NEUMARK

by Falicov and Cuevas in a calculation of ionized-
impurity scattering. Here it is assumed that the
electrons preferentially neutralize donors which
are far from acceptor sites, such that the remain-
ing donor ions are preferentially close to the ac-
ceptor sites, i. e. , the system tends to the config-
uration of minimum electrostatic energy. For an
exponential fall-off in the resultant ion-pair cor-

qFc ——[8m(N~ —Ng)] ~ (12)

Combination of Eqs. (11) and (12) with Eq. (10)
gives the respective energy changes for n material:

relation, and for an electron concentration negli-
gible compared to the ionized-acceptor concentra-
tion, one obtains [Falicov and Cuevas, Eq. (2. 11)]

pp y 8 y
1Te

p 8 ] (13)

=1.00 —11.4ao(N~ —Ng) i + 32. Oao(ND —Ng)~ ~ ~ ~

Eo EC
(14)

For p-type material, n is replaced by the hole con-
centration p, and N„by ND. It can be noted that at
low temperatures the condition

(n/T) «(2N„/T„) (15)

will in general apply, and it then follows from Eq.
(13) that in this range the activation energy is in-
dependent of temperature. As the temperature in-
creases and Eq. (15) is no longer valid, the activa-
tion energy will decrease as n increases. (There
will also be some high-temperature increase in E~
once n saturates, but this is not of interest in the
usual measurement range of Hall data. ) No such
temperature dependence of activation energy is
shown by Eq. (14); however, as stated earlier, this
equation is valid only under the condition

n«N„. (16)

III. COMPARISON TO EXPERIMENT

A. Reevaluation of Hall Data

Here, we are interested in a comparison to
data ' on p-type Gap (Zn). It is apparent from
Eqs. (13) and (14) that for a comparison to experi-
mental result, .

" (in p-type material) one requires
values of E„,ND, N„, and of hole concentration p,
all as a function of temperature. These quantities
are most frequently obtained from Hall measure-
ments. An analysis of such data gives the quantity

p directly [to within the Hall factor r which is the
ratio of Hall mobility (p„) to drift mobility (p.D), and
which is of order unity], but E„,ND, and N„must

At higher temperatures, beyond the validity range
of Eq. (16), one would expect an improved Falicov-
Cuevas treatment toalso give a decreasing activation
energy. Thus, the present treatment predicts an
activation energy which is independent of tempera-
ture at low temperatures, but which subsequently
decreases at higher temperatures.

be obtained by analysis of p as a function of tem-
perature, via the standard'"' equation:

P(P+N )

Ng -ND -p
N, (rm*/m)"' -@g/ kT

where No= 2(2vmk/h )3~, g is the degeneracy fac-
tor, and m is the free-electron mass.

For E„ independent of temperature, i. e. , at low
temperatures, within the validity range of Eqs. (15)
and (16), and with the additional (low-temperature)
condition of

(18)p « NJ) —ND,

Eq. (17) gives a linear plot of log (p/T ~) (or,
approximately, log p) vs 1/T, with a slope of
(E„/k) The slop.e of such a plot gives E„, and

N„/N~ can be obtained from the intercept I in terms
of g and m*:

I= [(N„/ND) —1] [No(m*) /g] . (19)

For acceptors in GaP, g is customarily taken as
4, but m* is less well known. We have therefore
used two values ' in our analysis: m*/m = 0. 6 and
m*/m=O. 9.

In attempting to apply this analyis to measured' '
samples, we found that there was only one sample
which is sufficiently impure to give a reduction in

Eo greater than 10%%uq, and which simultaneously gave
a long linear low-temperature plot. {It must be
noted that the activation energies &2 and e, [Eq. (1)]
become important at low temperatures. ) This
was sample No. 3 of Casey et al. '~ (hence re-
ferred to as CEW), and we have reanalyzed this
sample. The low-temperature part of the curve
gave E„=28 meV, and N~/N„= 0. 2'I and 0. 39 for
m*/m = 0. 6 and 0. 9, respectively.

A complete evaluation of sample parameters also
requires a value of N„[or equivalently, (N„—N~)].
Usually this is derived by curve fitting with the as-
sumption of a temperature-independent activation
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activation results of (0. 7-1.0) x 10 cm ' than the
value of 3. 5&10 cm obtained from their Hall
analysis, which assumed EA independent of T.
These N„results are summarized in Table II.
That the present values are closer to the neutron
values is not surprising, since with a reduced
high-temperature activation energy, a lower value
of X~ will give the same value of p. As to the
residual discrepancy between our values andtheneu-
tron data, we feel that this is within error limits,
considering the following three factors: (i) Thefirst
is possible errors in the neutron activation. (ii) The
Hall factor (p, „/gL) is unknown. As already pointed
out by CEW, the value for p-type GaP may well be
lower than the assumed value of unity, possibly
closer to 0. 7 as in p-type Ge. Such a value would
reduce the hole concentrations, and consequently
N„, by a corresponding factor. (iii) There may
be additional deep acceptors, as indicated, for
instance, for CEW sample No. 1 (see their Fig. 5).

C. Screening Calculations

)0 l5

I I

l2 l6
I

20

i' X io-') ( K)-'
FIG. 1. Plot of hole concentration vs reciprocal tem-

perature on a semilogarithmic scale. The solid line is
the data for CEW (Ref. 11) sample No. 3, and the points
are calculated by Eq. (14) with g = 4, (m*/m) = 0.9, N~
=1.6x10 cm, ND=6x10 cm, and E~ as given in the
figure.

B. Comparison to Neutron-Activation AA Value

energy, However, as discussed in Sec. IIB, this
assumption is invalid except at low temperatures,
within the validity range of Eqs. (15) and (16). We
have therefore reanalyzed the data, with E„=F(T),
as follows: (i) The values of (N„—ND) are esti-
mated using the high-temperature part of the
curves, assuming these to be close to saturation.
Reasonable values were found to be N„- N~=l. l x 10"

, N~ —No= 1.0x10 cm for m*/m=0. 6 and
0. 9, respectively. [A slightly higher value is re-
quired for lower m*, as follows from E~'I. (17).j
(ii) With N~ and ND now determined, E~ at any one
temperature is obtained from the observed hole
concentration [by Eq. (17)]. The results of the
above analysis are shown in Fig. 1 for m*/m= 0.9.
The results for m*/m = 0. 6 are similar.

TABLE II. N~ of CEW (Ref. 11) sample No. 3.

N„(cm-')

3.5 x10«CEW Hall analysis

CEW neutron activation;
nondestructive
destructive

x 10«
0. 7x 10«

Evaluation of the reduction in activation energy
via Eqs. (13) and (14) requires values of a number
of parameters of two classes: (i) those which de-
pend on the particular sample (N„, ND, p) and (ii)
those which are independent of the sample
(z, Eo, ao, T„). For the first class, the impurity
concentrations N„and ND have been evaluated in
Sec. IIIA, with the hole concentration p known
from the CEW Hall data. As for the remaining
parameters, we used g= 11.1 (Ref. 27), ED=64
meV (Ref. 28), and a0=10-12 A (Ref. 29). For
T, the lower bound on the temperature range over
which the Zn ion is still mobile, it is known ~ that
Zn-0 pairs can form at temperatures as low as
770-870 'K, so T = 800 'K appears as a conserva-
tive estimate.

The activation energy E„has been calculated
from Eqs. (13) and (14) using the above parameter
values. The results, in terms of the reduction in
activation energy (Eo —E„), are given in Table III.
Values of (Eo —E„)obtained from the analysis of
the Hall data (Sec. IIIA) are also given. The re-
sults for one case (m*/m = 0. 9, a, = 12 A) are show~

The analysis discussed in the Sec. IIIA has given
a zinc concentration (N„) of (1. 5 —1.6) x 10' cm
These values are much closer to the CEW neutron-

Present reanalysis of CEW data
m+/m =0. 6
m+/m =0. e

] 5 x]0«
l. 6 x lo«
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TABLE III. Activation energies for CEW (Ref. 11) sample No. 3 (Ep-E~) (mev).

I+/~ =0. 6

N& ——1.5xl0'8 cm 3

ND ——4x10 cm '

~*/~ =0. 9
N~ ——1.6x10~8 cm 3

ND ——6x10 cm

50
71

100
125
167

16
17
20
23
27. 5

Calculated from Eq. (14)

35. 5

Calculated from Eq. (13)
gp ——10 A gp ——12 A

19
20
23
27
32

Reanalysis of
CEW data

36
36. 5
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Calculated from Eq. (13)
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22
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Calculated from Eq. (14)

30

Reanalysis of
CEW data

36
36
36. 5

38
42

T = ~ K corresponding to screening by only free
carriers. These results are also shown in Fig.
2. It can be seen that free-carrier screening is
indeed negligible at low temperatures, whereas if
the Zn ions do have some mobility down to 400 K,
Eq. (13) also gives very good agreement.

IV. DISCUSSION AND CONCLUSIONS

The theoretical treatment of Sec. II has predicted
a number of features connected with the impurity
activation energy in the intermediate doping range,
with these predictions checked against experimental
results in Sec. III. To gauge the extent of the agree-
ment, we enumerate the following points: (i) The
dominant effect on the reduction of activation ener-
gy with impurity concentration is electrostatic
screening, i. e. , the effective Hamiltonian is ap-
proximately given by Eq. (9); (ii) the screening
due to ionized impurities must be added to that of
the free carriers; (iii) although it is well known

that there will be some distribution in activation
energies (a broadening), due to a summation over
potentials and due to the randomness in the screen-
ing effect, this broadening is assumed relatively
slight in the parameter range of interest; (iv) the
screening results in an activation energy which
decreases with increasing temperature over an ap-
preciable temperature range for usual temperatures
used in Hall measurements; (v) the "intermediate"
doping range is considered to extend from impurity
concentrations such that the activation energy is de-
creased from its value at infinite dilution (Ep)
through a range limited at the upper end by the
most restrictive of inequalities (3), (6), or (8b)
(Table I).

In interpreting the comparison to the experimen-
tal data, it should first be pointed out that the ana-
lyzed sample (CEW No. 3) does satisfy the criteria
of the intermediate doping range (point (v), above].

The quantitative evaluation of screening with in-
clusion of ionic screening (Sec. IIIC, Fig. 2) shows

I I

THEORETICAL

———CASEY et al DATA
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FIG. 2. Plot of the reduction in activation energy
(Ep-E~) vs temperature. The dashed line is obtained
from E~ as given by the data of CEW (Ref. 11) sample
No. 3, assuming m*/m=0. 9, and using the analysis
given in Sec. II A (i. e. , using the EJ, values of Fig. 1).
The solid lines are theoretical, evaluated for pp=12 A,
and the other parameters are as discussed in the text;
curve 1 is obtained from Eq. (14), and curves 2-4 from
Eq. (13) with T~=400, 800, and ~'K, respectively. The
last curve 4 corresponds to screening by only free car-
riers.

as well in Fig. 2. It can be seen that the theoretical
results of Eq. (14) give very good agreement, within

their validity range, with the data. The results
of Eq. (13), with T„=800 K, are somewhat less
satisfactory, but even so can account for 50-80%
of the observed reduction.

For comparison, two further calculations were
carried out with Eq. (13): (i) the m*/m = 0. 9,
ap= 12 A case with T = 400'K, and (ii) the case
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that the Falicov-Cuevas approach [Eqs. (12) and

(14)] gives quite satisfactory agreement with the
observed activation energies, and even the more
conservative approach of Eqs. (11) and (13) with

T„=800 ' K can account for 50-80/q of the observed
reduction in activation energy. Moreover, if ionic
mobility sufficient for screening (where only slight
motion is required) does persist to lower tempera-
tures (e. g. , 400'K —see Fig. 2), both screening
approaches give roughly equally good agreement.
This thus confirms the applicability of the approxi-
mations leading to Eq. (9) [point (i), above]. It
can also be seen that screening by free carriers
alone is negligible at low temperatures (curve 4 of
Fig. 2, T„=~ 'K), and that satisfactory agreement
is obtained only with inclusion of ionic screening
[point (ii)]. And, since good agreement is obtained
without consideration of broadening effects, their
neglect appears justified [point (iii)].

The results discussed in Sec. IIIB show that use
of an activation energy which decreases with in-
creasing temperature [point (iv)] clears up an an-
noying discrepancy between the Hall and neutron-
activation data on CEW sample No. 3. Moreover,
any broadening of the distribution would give the
inverse dependence, i. e. , an activation energy
which increases with temperature (the shallow
levels empty first). It can thus again be concluded
that broadening effects are relatively minor [point
(iii)].

It can also be noted that, as mentioned in Sec.
IIIA, only one sample with Eo& &&&0 out of all those
measured by CEW ' and van der Does de Bye and

Peters (a total of 10) showed a long (greater
than about one order of magnitude in p) linear range
of log p vs 1/T. This somewhat puzzling fact can
easily be accounted for by a temperature-dependent
activation energy [point (iv)].

Over-all, one can thus conclude that a shift in the
center of the level distribution due to screening
provides the main contribution to the decrease of
activation energy with concentration in the inter-
mediate doping range, provided that ionic species
are included in the screening, and also that a con-
sequent temperature dependence of the activation
energy gives an improved understanding of experi-
mental results.

Finally, in view of the dependence of activation
energy on temperature, some comments on the
reliability of analyses of Hall data as a function of
temperature appear in order. (a) For eq=EO, the

usual approach [Eq. (17) with Ez constant] is ex-
pected to be fully valid. (b) For c, &EO, but for
samples showing long linear regions, an analysis
such as carried out in Sec. IIIA should be quite
satisfactory. However, in this case E„(T) is not
constant. From this it also follows that now one
cannot determine m* by a least-squares fit to the

carrier -concentration-vs-temperature data, as
has sometimes been done in the literature. (c) For
&& & Eo and short linear regions, we doubt that much
reliable information, other than the carrier concen-
tration, can be obtained.

Note added in proof. Recent pair emission re-
sults of J.A. W. van der Does de Bye, A. T. Vink,
A. J. Bosman, and R. C. Peters, J. Luminescence
3, 185 (1970), give a0=15 A, i. e. , a value larger
than the 10-12 A assumed here. Such a value would
lead to improved agreement with experiment for
the theoretical values of E„as given by Eq. (13),
and a slight overestimate by Eq. (14).
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V= —4'/z,
p= e(N, —N —n),

(Al)

(A2)

(N„n ) = (N, n) e" ~' =(N, n) [1+(eV/kT)],
(A3)

where p is the net charge, N, is the excess positive
ions (ionized donors), N is the excess negative
ions (ionized acceptors), n is the excess electrons,
and N is the average concentration of appropriate
ionic species. (Note that NI = N„ for n-type semi-
conductors. )

Combination of Eqs. (A1)-(A3) gives

V V= —(4me /tckT) (N~+N~+n) V, (A4)

with the solution

V= (e/vr) e '",
q = (4ve /~k T) (N~~+ N„+n) .

(A5)

(A8)

We now deviate from the standard approach, and
assume that ionic mobility ceases at some tempera-
ture T (see below for an analysis of this assump-
tion). Since T„will generally be high, we also as-
sume that all impurities are ionized at T = T„[i.e.
N ~ (T ) = N~ ], and remain so down to some tem-
perature T, . For T & T& T, , one then obtains
from Eq. (A3)

(N, —N ) =(ND —N„) —(ND+N„) (eV„/kT„),
(A7)

where V is the potential at T= T, and this leads
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F. K. du Pre, and Dr. P. J. Price.

APPENDIX

In order to derive Eq. (11), we will first sum-
marize the standard Debye-Huckel approach in

a form appropriate to n-type semiconductors. In

our case these equations are unmodified for
T-T
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to a modified Eq. (A4)

v V= —(41Te /Kk) ((Nv+N„) (V„/T )+n(V/T)] .
(A8)

For temperatures below T, , carrier capture
takes place, and we assume that at some tempera-
ture close to T,. this is sufficient to modify the
average ionic potential such that V approaches the
potential (V) required to satisfy Eq. (A3) for the
free carriers, i. e. , such that Eq. (A8) becomes

& V= —(4me /vk) [(Nv+N„)/T +n/T]V . (A9)

This equation has the same functional dependence
on voltage a,s the standard equation (A4) and with
use of N~~= (N„+n). gives the screening of Eq. (11).

As to the approximation that ionic mobility ceases
abruptly at T= T, this depends on use of an acti-
vated process for diffusion, with the concomitant
rapid decrease in mobility. As a specific example,
we again consider GaP (Zn) (similar qualitative be-
havior would, of course, be expected for other
cases). Reliable values of the parameters required
for the drift velocity (v„) of Zn in GaP are not yet
available; however, approximate values can be esti-
mated from the literature, assuming that the rel-
evant drift velocity is that of interstitial Zn (and
using v~ = p, E, p, = eD/kT):

diffusion coefficient (D) = 107 e ' I' cm /sec

(Ref. 31),

internal fields (E)= 10 V/cm

(from estimates of Ref. 32).

Results for the diffusion coefficient and for the Zn

drift velocity are as follows:

600
550
500

Diff. coeff.
(cm /sec)

1x10 ~4

lx10 "
Gx 10

v, (A/h)

VOQ

8
0. 05

Since it seems unreasonable that a sample could
equilibrate with v„ 1 A/h, effective ionic mobility
for these parameters ceases between - 550 and
-525'K, i. e. , within a quite narrow temperature
interval. Slightly different parameters (but in a
reasonable range) would be expected to give a sim-
ilar narrow temperature interval for no further
motion, thus justifying use of an arbitrary param-
eter T„. [Such slightly different values could,
however, easily lead to values of T as given in the
text as examples (400, 800'K). ]
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Identification of I' Transitions in the Eo Region of Germanium by Piezoreflectance
Measurements
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The reflectance of germanium and its logarithmic derivative (dB/dE)/R in the 2. 8- to 4. 0-eV
spectral region have been reexamined as a function of temperature (2 to 300 K) and uniaxial
stress. Two relatively sharp structures at 3. 00 and 3. 19 eV are seen in the unstressed deriv-
ative data at 2 K. The observed splittings and polarizations of these two structures for large
uniaxial stress along [001I or [111]directions agree well with the behavior calculated for I'8

I
&

and I'8 I 8 transitions, respectively. The data are incompatible with a 6 symmetry
assignment for these two structures. A third broader structure is seen near 3.5 eV, the ex-
pected energy for a I"7 I"8 transition; however, the temperature independence and strength
of this structure indicate that it is not a I transition.

I. INTRODUCTION

Structures commonly denoted as Ep, Eg Ep,
and E, have been observed in a large number of
semiconductors in groups IV, III-V, and II-VI. '
Of these, the Eo (at I') and E, (along A) have been
studied extensively and are reasonably well under-
stood. In comparison, the Ep and E2 regions have
received relatively little attention and the nature
of these transitions has not been thoroughly estab-
lished. In this paper we are concerned with the

Ep region in germanium. Ep structure near 3. 1 eV
was seen in the early reflectance data of Philipp
and Taft~ and the transmission data of Cardona and
Harbeke. In later work Potter4 (oblique-angle
reflectance) and Ghoshs (electroreflectance) re-
ported additional structures in the 2. 6-3.2-eV
region. Zucca and Shen and Braunstein and Wel-
kowski7 studied the reflectance in this region by
the wavelength-modulation technique. In gener al,
the observed structure is weak and relatively dif-
ficult to study. The data obtained by the different
techniques, and the interpretations of these data,
are not completely compatible. These results do
not provide the evidence needed to identify the ob-
served structure with particular electronic transi-
tions. Band calculations associate the Ep structure
with transitions at, ' or near, 9 I' (I'," ~ I';) '0 or
possibly with &5 &, transitions along an extended
region of the &-symmetry l.ine. "'

Recently, Fischer and co-workers' have pre-

sented direct evidence from transverse electro-
reflectance and photoemission experiments which
identifies a portion of the Ep structure in germa-
nium as 1'", I"', transitions, Their results
prompted us to reexamine the reflectance in this
region at low temperatures as a function of large
uniaxial dc stress. The splittings and polariza-
tion behavior which we observe for [111]and [001]
stress provide conclusive proof that their assign-
ments are correct. At 2 K the 3.00- and 3. 19-eV
structures are I'," I", and I'," 1",' transitions,
respectively. Our data are incompatible with a
~-symmetry assignment for these transitions.

These results are important for two reasons:
First, the transition energy provides an additional
parameter for band calculations which determines
the position of the second conduction band at the
center of the zone. Second, in view of the simi-
larity of semiconductor spectra, our results for
germanium suggest that similar results may be
observed in other materials.

II. SYMMETRY ANALYSIS OF I TRANSITIONS FOR
[001] AND [111]STRESS

In this section we consider the polarization
selection rules for optical. transitions between
I', (P-like) states subjected to uniaxial stress along
the [001] or [111]crystallographic directions. At
first, this problem appears to be a rather trivial
extension of earlier stress studies' of Ep structure
(I', ~ I',). In fact, the problem of rotating from


