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A microscopic quantum theory of the scattering of an electron at metal-vacuum interfaces
is constructed. The interactions of the electron with the short-range electron-ion core poten-
tial, the bulk-density fluctuations (e.g. , plasmons), and the induced surface charge all are
incorporated into the theory in a systematic fashion. Models of the surface- and bulk-charge-
density fluctuations are catalogued as appropriate limiting eases of theory. The structure
and predictions of the various models are compared, and the suitability of the models as the
basis of a theory of electron-solid scattering is examined. The approximations required to
produce from the general theory the usual semiclassical description of bulk- and surface-
plasmon emission by keV electron transmission are displayed. Similarly, the theory is applied
to "derive" the model Hamiltonian recently used to construct a semiphenomenological quantum-
field theory of inelastic low-energy (10&E - 10 eV) electron diffraction. A distorted-wave-
scattering theory of elastic low-energy electron diffraction is proposed in which bulk- and
surface-plasmon inelastic processes appear as loss terms in a nonlocal complex optical po-
tential whose nature is examined in detail. In appropriate limits, the optical potential is shown
to lead both to the image force and to the empirical local-potential models which have been
used in calculating elastic low-energy electron diffraction. The pronounced differences be-
tween the empirical models and the predictions of the microscopic theory for the optical po-
tential are explored. Some of the consequences of these differences for the analysis of experi-
mental elastic-low-energy-electron-diffraction data are derived.

I. INTRODUCTION

Recent studies of both elastic 7 and inelastic
low-energy electron diffraction (ELEED and

ILEED, respectively) have improved the theoretical
description of these phenomena to the extent that
their applications to characterize the surface of a
solid are becoming quantitative in nature. The
ELEED data can be analyzed to determine the ge-
ometry of the surface atoms ' and the ILEED
data to determine the dispersion relation and damp-
ing of the loss modes excited by the scattered elec-
tron. '"' All of the models used in these analyses
embody essentially phenomenological descriptions
of the interaction of the electron with the excitations
of the solid. In particular, the effect of surface-
plasmon loss processes on ELEED cross sections,
althpugh lpng suspected tp be important, ' ' is
known' not to be described adequately (if at all) by
existing models. This fact leads to difficulties in
using these models to characterize quantitatively
the properties of a surface. For example, the
absolute intensities of different ELEED beams pre-
dicted by otherwise adequate model calculations
are in disagreement with existing data, ' and the
dependence on the angle of incidence and crystal
face of these intensities is not described quantita-

tively by current model calculations, 7' ' Similar
problems in describing the details of the data occur
in analyses of ILEED intensities, ' ' ' although
the model calculations of these processes are not
yet as refined as those of ELEED. The theory re-
ported in this paper is presented as a first step in
resolving such difficulties by virtue of constructing
as an appropriate basis for the theoretical data
analysis a model in which both surface and bulk loss
processes are incorporated a priori on an equal
footing. Although we have not yet carried our cal-
culations as far as those of the phenomenological
models, we are able to demonstrate that a micro-
scopic treatment of surface excitations provides
mechanisms of the proper nature and magnitude to
remove some of the discrepancies noted above.

Our description of electron-solid interactions is
based on the random-phase approximation (RPA) to
the linear response of the solid to the electrom3g-
netic field of the electron. Relativistic retardation
phenomena are neglected a priori. The literature
on the linear response of a semi-infinite medium to
an external electric field is substantial. We
adopt the formalism of Feibelman' because his use
of the spectral decomposition of the linear-response
operator is ideally suited for our calculations of
the electron-density-fluctuation vertex function for
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all of the independent density fluctuations of the
system. This formalism is specified, using a gen-
eralized state-vector notation appropriate for our
applications, in Sec. II.

Inspection of the considerable literature on sur-
face-plasmon phenomena ' quickly reveals the use
of a variety of models whose relationships with each
other are not apparent. Therefore, as one of our
main tasks is the evaluation within our quantum
theory of the electron-plasmon-interaction vertex,
in Sec. III we classify these n:odels, establish their
interrelations, and evaluate the density-fluctuation
excitation spectra and state vectors for two of
them. In particular, we develop the results for the
"step-density" model in detail (Sec. III 8) because
it provides the connecting link between the micro-
scopic quantum theory and the semiclassical phe-
nomenological models of electron-plasmon interac-
tions. This link subsequently is established in Sec.
IVA. Since one of the unique features of the for-
malism, the orthogonality and completeness of the
density-fluctuation modes, is to play a crucial role
in our evaluation of the electron-solid optical po-
tential, we verify in Sec. IV A that it leads to a di-
rectly observable phenomenon: the reduction of the
forward-scattering cross section for the bulk-
plasmon-assisted transmission of keV electrons
through thin films. The step-density model's pre-
diction of this effect is calculated and shown to
agree with both experimental data and the hydrody-
namical-model calculation of Ritchie. ' Therefore
we consider this important aspect of our microscop-
ic analysis to be firmly established.

In Sec. V we turn to our major task: the applica-
tion of the microscopic quantum analysis to describe
ELEED. The outline of an appropriate distorted-
wave multiple-scattering theory is given in Sec.
VA, together with our expression for the electron-
solid optical potential. As in the case of surface
plasmons, a sizable literature exists on alternative
schemes (mostly semiclassical) for evaluating such
a potential. Therefore in Sec. VB we classify
these procedures and relate them to the expression
predicted by our quantum theory. In Sec. VC we
show how to recover from our formalism the con-
ventional empirical descriptions' of the absorptive
part of the optical potential. A few previously
unnoticed consequences of such descriptions are
discussed in this subsection. In Sec. V D we cal-
culate the optical potential using the step-density
model and demonstrate that in the semiclassical
limit the model gives the image force outside the
metal and a short-range force inside the metal.
Finally, in Sec. V E we develop an approximate
solution of the Schrodinger equation which describes
electronic motion under the influence of the optical
potential associated with the step-density model
and demonstrate that, even in the quantum theory,
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far outside the metal an electron acts "as if" it
were under the influence of the classical image
force. However, due to the long-range nonlocality
of the optical potential predicted by the microscopic
theory, conventional methods do not enable us to
solve the associated Schrodinger equation in all of
coordinate space; i.e. , our approximate solution
is only valid sufficiently far from the surface. Con-
sequently the evaluation of elastic electron-solid
cross sections, even for a highly simplified model
of the solid, remains an interesting and open prob-
lem.

Because of the extensive nature both of our in-
ternal checks of the quantum theory and the estab-
lishment of its relation to substantial bodies of the
literature, we have endeavored to make each sec-
tion as self-contained as possible. By inspection
of the above outline the interested reader can isolate
and examine those sections of interest to him with-
out reading the whole paper. A synopsis of our new
results is given in Sec. VI.

II, REVIEW OF FORMALISM

Let us assume that an electron impinges on a
solid with sufficiently high energy that the Born
approximation is valid in describing its coupling
to the excitations of the solid. The inelastic elec-
tron-scattering cross section is then simply an
integral over the linear-response functions of the
solid. '

The earliest descriptions of the linear response
of a solid with a surface ~ ~ were based on a semi-
classical approach, which was basically hydrody-
namic. More recently, several authors have
employed the RPA, a fully quantum-mechanical
approach to linear -response theory. In this section
we discuss the linear response of a solid with a
surface from a point of view that is sufficiently
general to permit the codification of all previous
work on the problem. As illustrations, in Sec. II
we will discuss two model surfaces, the step-func-
tion -density model, and the infinite -square -bar-
rier model for which Beck and Heger and Wagner hav&

recently obtained numerically the surf ace component
of the exact RPA linear-response function. "

We restrict our description of the solid, for ease
of presentation, to the jellium model, in which the
(static) positive-charge background is isotropic in
the interior and falls to zero in some way at the
surface. We further assume our solid to have the
symmetry of a slab; the normal to the surface is
taken to be in the g direction. Under these condi-
tions, the response of the solid to a weak external
potential VzxT(q, z, &u) of wave vector g in the x-y
plane, and a frequency co, is given in the RPA as
the induced electron-number density,
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x[fdz"f, (z'-z") n"'(q, z", (u)+ V,„,(q, z', ~)],

where the two-dimensional Fourier transform of
the Coulomb interaction is denoted by

f,(z' —z")-=(2we'/q) e ' '

and the particle-hole propagator is

2

4(q z z' (u)=2 E
nn' '~ &A nn+ &An'

(2)

x ~P.(z)y.' (z)y„ (z )g". (z') (3)

2nl

d Pn (5)

In principle, the potential V(z) is to be derived
self-consistently by solving the Hartree equation

V(z) = V, (.) = —2«' J d. '
I
z z'

I
[n—,(z') —n, (.')],

(6)
where ne(z) is the assumed background positive-
density profile and no(z) is the self-consistent elec-
tron-number density

dk
no(z) = 2 „E'8,„Ig„(z) I

' . (7)

In pra, ctice, however, the Hartree equations are not
solved"; V(z) is chosen arbitrarily, and is used to
determine a set of single-particle wave functions
according to Eq. (5). In the work of Fedders, "and,
more recently, of Beck "' and collaborators,
V(z) is taken to be an infinite square barrier. Al-
though this choice is unrealistic, it has the advan-
tage of rendering Eq. (1) soluble with a minimum of
labor. In the work of Feibelman, ' "' an attempt
is made to search for properties of the solution to
Eq. (1) which depend only on the gross features of
the ground-state many-electron wave function, such
as the density profile given by Eq. (7). Quantities
such as the dispersion and attenuation of the surface
plasmon require a more detailed knowledge of the
ground-state wave function, however. Therefore it
is necessary to study realistic models of V(z) to ob-
tain reliable results.

In order to express the solution to Eq. (1) in a
general form, we rewrite the equation in operator
notation,

I..'.")=~,.[f,I.,".'&.
I v...(q ) &1,

In Eq. (3) we have defined 0,„=6(e~- &u,„), where cz
is the electron Fermi energy and 6(x) is the unit
step function. The energy ~„„is defined by

(dn = k /2m + (dn, (4)

k /2m being the energy of plane-wave state e'" * of
motion parallel to the slab surface and co„being
the energy associated with the single-particle wave
function g„(z), according to the Schrodinger equation

I
vr (q~) &

= &i(q~)
I v/(q~) & (12)

where 3',„is a Hermitian kernel for imaginary ru.

(Results for real &u are obtained by analytic exten-
tion. ) It follows that the I v&) form a, complete
orthogonal set, i. e. , that the identity operator I
may be written as

I g I v, (q&u) & (v, (q (u) I

&v, (q~)iv, (q~) &

(13)

and that the I v, (q&u)& corresponding to different
x, (q» satisfy

&v, (q &a)
I
v, ~ (q(u)& = fdz v,*(q z(u)v, (qz (u) = 5„.5I,(q &u),

(14)
where X, is a normalization constant. It also fol-
lows that the operator 3:,„has the expansion

( )
I v, (q(u)&&v, (q(u) i

Xn~= Xg q(U ~ ( )

At this point we have the tools necessary to solve
Eq. (8) formally. We expand

f!"In!.")=& c~(q»lv/(q~»
(16)i,'"I V.xT(q~)& =& V~(q~)

I
vi(q~» .

Substituting Eqs. (16) in Eq. (8), multiplying both
sides of the resulting equation by f,/, and using
Eq. (12), we obtain

~& ~, (q~)[c, (q~)+ v, (q~)] Iv, (q~)& =Z e, Iv, (q~)& .
l l

&17)

Making use of the orthogonality, Eq. (14), of the

where Z,„is the operator whose coordinate-space
representation &zl 4,„lz & is the particle-hole ker-
nel of Eq. (3), k(q; z, z; ~), and similarly f, is
the operator corresponding to the Coulomb interac-
tion, cf. Eq. (2). For m on the imaginary axis,

is a Hermitian operator, ~' and therefore Eq. (8)
may be solved for imaginary co by expansion in the
appropriate complete basis, the set of functions sat-
isfying

z,„/, Iu, (q~)&=~, (q~)l u, (q~)& .
To make correspondence with the ordinary theory
of integral equations with Hermitian kernels, we
must symmetrize Eq. (9). This is particularly
simple, since f, is a positive definite operator.
We define' the operator f, /z by

I1/2f I/z

Let

Iv, (q&u)&=f', /
I

u( q~) -&,

1/2 1/2
Xn~ =f, ~n~f n ~

Then Eq. (9) becomes
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le, &, we thus find

c&(q, &) = & &(q&)I'&(q~)/ll —&&(q~) J .
The second of Eqs. (16) implies that

I'&(q~) =&5&(q~)lf.'"I &ExT(q~)&

(18)
"surf. ch. (z)

Substituting Eq. (19) in Eq. (18), and substituting
the result in the first of Eqs. (16), we obtain the
formal solution to the RPA equation, Eq. (8),

». ~ (q~)
I "a~ —

st, (q(u) 1 —x, (q(o)

(b) "surf. dipole (z)

x f.'" I
~&(q~)&&~i(q~) I f,'"I &sxT(q~)& (20)

Returning to the u via the definition, Eq. (11), this
result may be rewritten

(g& ~)
1 X&(q(d)

c" st, (q(u) 1 —x, (q~)

(c}

n r n,V V g &J

u
bulk (z)

x Iu, (q&u) &{u, (q&u)
I

Vaxr(q&u)& . (21)

Equation (21) looks simpler than Eq. (20) because
it is written in terms of the lu, ), which have a
simply physical interpretation as the normal-mode
electron-density-fluctuation-state functions. In
terms of the lu, ), the mathematics is somewhat
messier, but in general, the physical interpretation
is more straightforward.

I et us now explore the meaning of Eq. (21).
Functional differentiation of Eq. (21) yields

6ng & ~ 1 & (q(u)

5VzxT(q(d) '", St, (q(d) 1 —A., (q(d)

X, (q(u) = 1 , (23)

and corresponds to the excitation of an electron-
number-density fluctuation (in coordinate space)

u, (qz(u) = {zlu, (q(u)& . (24)

In principle, the u, may be calculated by solving
the eigenvalue equation (9). To date, however, this
equation has only been solved for certain highly

xlu, (q~)&{u,(q~)I, (22)

where S,„is the "density-density response func-
tion" of the solid. The poles of S,„correspond to
the resonances of the solid, the modes of oscillation
which can be excited by a weak external probe.
Referring to Eq. (22), we see that the Ith mode oc-
curs at a frequency given by

(d)

FIG. 1. Schematic drawings of charge-density-fluctua-
tion profiles for the various modes of excitation. Curve
(a) represents a surface-charge or "surface-monopole"
fluctuation. Curve (b) represents a surface-dipole oscilla-
tion and curve (c) a bulk-charge mode. The ground-state
electron density +0(z) is shown in curve (d).

simplified models of the electron distribution at the
jellium surface, for which Z,„ in a fairly simple
operator. (These models are discussed in Sec. III. )
Nevertheless, we can guess what the approximate
forms of the various u, 's and values of the X&'s must
be. For example, the surface plasmon corresponds
to a u(z) which behaves like a f& function near the
solid surface (since it is a "surface-charge" fluc-
tuation, see Fig 1), and .a X, =&@~/2~ for long
wavelengths, where ~~ is the classical plasma fre-
quency. Similarly, we would expect the u, (z) cor-
responding to bulk plasmons to be sinusoidally
varying functions in the solid, with the index 3 cor-
responding to the wave number of the sinusoidal
variation. The corresponding X, should be equal to
&u~/&u plus dispersive corrections.

Given a u(z) guessed from physical considera-
tions, we may evaluate the corresponding X(q&u).

Using Eqs. (11), (12), (14), and (3), we obtain

»., (q&u)

p 2
= 2 z +~ '" "'"

I dzdz &t&*„(z)&1&„.(z)f,(z —z ')u, (qz '(u) dzdz'u, (qz(u) f,(z —z') u&(qz '(o) .» nn' ~ &%+an+ &An'
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Equation (25) may be utilized as the basis of a
variational calculation of the u, and X, . The func-
tional equation

5Z, (qu))/5u, (qz(u) = 0

is equivalent to Eq. (9). Since it is easy to guess
plausible forms of the u, the variational approach
may prove to be a useful calculational tool, despite

the fact that it requires the solution of the nontrivial
problem of analytic extension of the u, 's and X, 's
from the imaginary to the real ~ axis. In fact, a
surface-plasmon calculation which is based on Eq.
(26) is now in progress. "

The physical meaning of the dispersion relation
A(q&u) = 1, Eq. (23), is revealed by examining the
high-frequency limit. Using Eq. (25), we find that

2'

~, (q, ~- )-, dzno(z) q lyr(qz~)l +
1 dy, (qz~)

2w~ dz &
~

dzu, (qz~)P, (qz~) ~ (27)

where

y, (qz&u)= f d zf, ( z—z')ug(qz'(e) (28)

Tg(q(u) =-,'m fdzno(z) lw, (qz(u) l'. (29)

However, according to Euler's equation (Newton's
second law applied to hydrodynamics), again to
lowest order,

m ', ' = —Vy(xz, f),sw, (x, z, f)
(30)

where Q, (x, z, f) is the potential that drives the
electron motion. ' Fourier transforming Eq. (30)
in x and t, and squaring, we obtain

(31)
Substituting Eq. (31) in Eq. (29), we verify that the
numerator of Eq. (27) is the kinetic energy cor-
responding to the mode l. That the denominator of
Eq. (27) is the corresponding potential energy is
obvious by inspection, using the definitions Eqs.
(28) and (2).

Finally, let us take note of a useful consequence
of the orthogona. lity relation Eq. (14). Essentia, lly,

is the electron charge e times the potential associ-
ated with the electron-density fluctuation u, . In
deriving Eq. (27) we have used the completeness of
the P„and the definition of no(z) IEq. (7)t.

We now show that the numerator and denominator
in Eq. (27) are, respectively, the kinetic and po-
tential energies associated with the motion of the
electron that produces the density fluctuation u, .
Thus the dispersion relation A, (q~) = 1 is the condi-
tion for harmonic oscillation, namely, that the po-
tential energy associated with the electron-density
fluctuation equal the kinetic energy. The demon-
stration is based on a linearized hydrodynamic
picture. If, for a particular mode l, the local elec-
tron velocity and number density are given, re-
spectively, by w, (qz&u) and n, (q, z, ~) = no(z)
+u, (qz&u), then the kinetic energy of the mode, to
lowest order in fluctuating quantities, is

this relation tells us that the various u, (z)'s are
distinguished by their respective number of zeros;
that is, different u, 's must have different numbers
of zeros in order to satisfy Eq. (14). This result
is useful because it enables us to classify the u, 's
according to the respective ranges outside the solid
surface at which their fields may be felt.

There are two classes of u& for a semi-infinite
slab, those having a finite number of zeros and
those having an infinite number of them. The latter
class of u, (z) comprises a continuum, for which the
index l may be replaced by the wave number I(; this
class Lu„'(z)t corresponds to the bulk excitations
of the solid. The former class presumably com-
prises only a, small number of u, z'(z), for which the
index l may simply be taken to equal the number of
nodes. These g', ' are localized near the surface
and correspond to the surface excitations of the
solid.

Using Eq. (28) we may evaluate the potential
corresponding to a given u, (z). It is easy to see
that the potential due to uo '(z), the surface-charge
mode, has a longer-range potential than that as-
sociated with the surface-dipole mode uI '(z), and
so forth. The potential due to the bulk modes is
essentially zero outside the solid, since the bulk
u„' '(z) are orthogonal to a,ll the surface modes,
those which give rise to the longest-range poten-
tials. These remarks will be illustrated in the con-
text of specific models in Sec. III.

The fact that uo '(z) alone gives rise to the lon-
gest-range coupling between a charged particle and
a solid surface is important, because it provides a
basis for the microscopic theory of the corrections
to the image force, which is the only force acting
on such a particle at sufficiently large distances
from the. surface. This has been discussed pre-
viously in a formal way, and is dealt with below
in the context of a simple model (Sec. V).

III. APPLICATION TO MODELS

A. Model Classification

Our aim in this section is to discuss the two
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models for which the microscopic theory, developed
above, has been worked out in detail. In order to
permit an assessment of the relative significance
of these calculations, however, we begin by classi-
fying models according to the nature and degree of
approximation that they involve.

a. Eull RPA models. A full RPA model of col-
lective excitations at a surface involves the solution
of the eigenvalue equation (9). Different such mod-
els correspond to different choices of the potential
V(z). The word "full" is meant to distinguish mod-
els based on solving Eq. (9) directly from those
(see Sec. IIIAb) in which the kernel Z,„of Eq. (9)
is expanded in q and/or ~ befoxe the solution of
Eq. (9) is carried out. To date the only full RPA
model that has been solved" is that of the infinite
wall

Although this model is microscopic, it is not very
realistic. The comparison of its predictions with
experiment shows that, indeed, it must be im-
proved upon.

b. High fxequency -micxoscopic models. In view
of the fact that the surface- and bulk-plasmon en-
ergies are fairly high (-10 eV) compared to those
of typical particle-hole states (- 1 eV), one at-
tempts, befoxe solving Eq. (9), to expand Z,„about
its large-~ limit, retaining only the lowest-order
terms. In this way one obtains an approximate Z, „,
appropriate for determining the large-~ solutions
to Eq. (1), which has two desirable features: (i) It
is a differential rather than an integral operator;
(ii) it is specified by a few average ground-state
properties such as the electron-density profile and
stress tensor. It is found, however, that the high-
frequency approximation is internally consistent
(for a metal-vacuum interface) only if the electron-
density profile is taken to be a step function at the
jellium surface. Thus there is only one possible
high-frequency model of a metal-vacuum interface,
and not a very realistic one at that.

High-frequency models, by their very nature, do
not describe the small-~ solutions to Eq. (1). Thus
they are useless in the study of the interaction of
slow (v & vs) external probes with solid surfaces.
Full RPA calculations, on the other hand, are in
principle valid in any frequency range.

c. IIy&odynamic models. The simplest, and
historically the first, way of obtaining equations of
motion for a, bounded electron gas is to combine
hydrodynamics with Maxwell's equations. If the
electron gas is assumed to have a step-function
density profile, and if plasmon dispersion is ne-
glected, then the resulting equations are identical
to those of the RPA high-frequency model [keeping
terms up to O(1/~ ) in the latter].

In order to evaluate dispersive effects, however,
it is necessary to close the hydrodynamic equations
by the introduction of a "constitutive relation, "
which relates pressure to the density fluctuations
in the electron gas. (Neglecting dispersion cor-
responds to neglecting the term in Euler's equation
corresponding to the intexnal pressure gradient. )
Generally, the constitutive relation is chosen so
that the hydrodynamic and RPA values of the bulk-
plasmon dispersion agree. This choice does not,
however, guarantee that the two models also agree
on the value of the surface-plasmon dispersion.

Recently the hydrodynamic equations have been
applied to a, model surface more realistic than the
step-function density profile, namely, a density
profile with a linear dropoff. ' The interesting
result, in this case, is that under certain circum-
stances the surface plasmon can have negative dis-
persion at long wavelengths. Nevertheless, the
assumption of a hydrodynamic boundary condition
at the point where the electron density equals zero
is thought to be unwarranted. Thus, the hydrody-
namic model like the high-frequency model prob-
ably should be applied only in the case of a step-
function density.

The hydrodynamic model cannot be used to esti-
mate surface collective-mode damping, although a
viscosity parameter may be introduced to describe
this effect g posteriori.

B. Solution of High-Frequency Step-Density Model

Ultimately, for any model surface, our aim is to
determine the complete set of X's and u's (i.e. , the
dispersion relations and coupling constants) for all
values of q and ~. But if we are satisfied to limit
our study to that of collective effects, it is appro-
priate to restrict our attention to the limits of long
wavelengths (q «kz, the Fermi wave number) and
high frequencies ((c» "typical" particle-hole fre-
quencies). The question then arises: Must we first
solve Eq. (9) and only then allow &u to become large,
or is it possible to let ~- ~ first and then solve for
the dispersion relations of the collective modes?
The idea of first expanding Z(q; z, z; (d) in powers
of I/(v is an attractive one, since [see Eq. (3)] once
the expansion is made formally, the completeness
of the lp„may be used to reduce the expression for
2 to one involving only average properties of the
unperturbed surface, such as the electron-density
profile n, (z). However, Feibelman recently has
shown that the neglect of particle-hole energies
compared to typical collective-mode energies S~,
the assumption which is necessary if we are to ex-
pand 2, is consistent only if no(z) is chosen to be
a step-function, i.e. , n, (z) =n 8(z). For any more
realistic density profile, decay of the collective
excitation into particle-hole states must be taken
into account from the beginning.
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Thus, as our first example, let us obtain the
complete set of u&'s and ~, 's for the step-function
density in the high-frequency limit. For the details
of the derivation, we refer to the orig. nal article
on the high-frequency approximation. ' Equation
(9) is multiplied on both sides by f„yielding an
equivalent equation for Q„

f &, ( 4 (q(d)) = ~ (q(d)
(

(t& (q(d) ) (32)

" e( (q~'~)+~((~(z-a') '~' ):dz

(33)
It is worth noting" that Eq. (33), with A. )(q(d) taken
equal to 1, is just the equation of motion we obtain
if we consider the electron field hydrodynamlcally.
%e simply combine the equation of continuity

2,„is expanded in powers of I/ur. One keeps only
the lowest nonvanishing term in the expansion.
Using the completeness of the )()„, one then obtains
[cf. Eq. (21) of Ref. 19]

p

&)(q(d)y, (qz(d) = ", dz'e "' ")n()(z')

in Eq. (33) and integrating by parts, we obtain

m(d
( ) ( )

2(t))(qz(d) (j) )(qo(d) e ~

z&0
z&0 . (38)

Equation (38) admits two types of solution. If

Q) (qo(d) 4 0, then

y, (qz(d) = (t), (qo(d) e') ',
(d

X)(q(d) =

where (d& ——4ve n„/m is just the classical plasma
frequency. This solution corresponds to the surface
plasmon. The associated charge fluctuation is ob-
tained from Eq. (28) to be

u, (qz(d) =
p q — z P) (qz(d) =

2 p 5(z),(p) 1 p

(4o)

which is localized precisely at the surface. It is
nodeless, and thus we assign it the index l =0. The
frequency of the surface plasmon is given by

V" [np(z)w(x, z, t)]=—

with the (hydrodynamic) Euler equation (30), yielding

Q)p1 = Xp(q(d) = z
2(d

(41)

'-- = —V [n,(z)Vy(x, z, f)].&'u(x, z, f) 1-
(35)

x q ()(z )4(z )-„, n()(z ), (38)
d ) dP(qz'(d)

dz

which is identical to Eq. (33), after an integration
by parts and with A, = 1. This proves that the hy-
drodynamic description of the collective modes is
identical to that of the RPA expanded through terms
of O(1/(d ). The physical interpretation of this
identity is that when the frequency of a collective
mode is high compared to typical frequencies of
particle and hole motion, electrons must respond
to the local instantaneous (self-consistent) electric
field. But response to the instantaneous (rather
than time-delayed) electric field is precisely the
content of the Euler equation.

The reasons for the breakdown of the high-fre-
quency approximation when np(z) is chosen to be a
realistic (i.e. , continuous) function of z have been
treated elsewhere. Here, we set

Fourier transforming in x and t, and using the rela-
tion Eq. (28), we obtain

p

g(qz(d)= p
' dz e "'' '-qI g-g 'I

qm (d

which, not surprisingly, is the hydrodynamic re-
sult. There is no dispersion in Eq. (41), because
we have retained only terms O(I/(dz) in expanding
the RPA kernel. For definiteness, we normalize
up

' by choosing Q, (qo(d) = 2)le /q. With this normal-
ization, up '(qz(d) has the dimensions of an electron-
number -density fluctuation.

If Q) (qo(d) = 0, we obtain from Eq. (38)

(t))(qz(d) = 6(z) & an arbitrary function of z which
approaches zero as z-0',

(42)
)(.) (q(d ) = (d& /(0

These solutions correspond to the bulk plasmons. '
The index I should be identified as the wave number

The frequency of the bulk plasmon is given by

(43)

which is again independent of q and ~ (i. e. , disper-
sionless) because we have retained only terms
O(I/(d ). As a result of this degeneracy, i.e. , the
independence of A„(q, (d) of q and y, we are free to
enumerate the (t)„' '(qz(d) in terms of any convenient
complete set of states.

Using Eqs. (11) and (28), it is easy to see that
the orthogonality condition Eq (14) may. be re-
written:

n()(z)=-n e(z) (SV) fd z y) (qz(d) uf (q z(d ) = 0, l & l
' .

Rlld Proceed to solve Eq. (33). Sllbstltll'tlllg Eq. (SV) Let I and I refel' to R t)lllk mode Rlld 'tile sul'fRce
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mode, respectively. The orthogonality condition
thus yields

fdz y„' '(qz~) uo''(qz~) =0, (44a)

which reduces, using Eq. (40), to the requirement
that g„' '(q, 0, &u) = 0. This requirement automati-
cally is satisfied if we follow the prescription, Eq.
(42), given above.

Our final problem is to ensure that the set of P's
chosen satisfies the completeness relation, Eq.
(13). It is important to carry out this verification
explicitly, in order to be certain that we have not
left out any modes, e.g. , a surface-dipole mode.
Using Eqs. (11) and (28), together with Eq. (13),
the completeness relation may be expressed in two
equivalent forms:

I 1 2u, (z)u, (z ) g( )
I z d

6( )4~e' '
(45a)

~ ei(z)4i(z') (, , )»e' e- ~ -"~
X(

The equation

1 2 d 2
If. (z —z)= z q —

z 5(z —z)
4me dz

(45b)

(46)

used in Eq. (45a) gives the explicit matrix inverse
of the Coulomb interaction, which is defined by

fdz' f,'(z —z')f,(z' —z")-=5(z —z") . (47)

2 2 ~ 00

(49)

The fact that the right-hand side of Eq. (45a) is
given simply in terms of a 6 function suggests that
we should try to fulfill the equation by expressing
the u„' ' as sinusoidal functions. We therefore start
from the ansatz for the bulk modes,

u„' '(qz~) = ( „,o„isnzzp+„, „cosvz)e(z) . (48)

The coefficients a„,„and P„,„, however, are not
independent. They must be related in such a way
as to render

in which the last equality follows from Eq. (49).
Thus the vanishing of the bulk-plasmon potential
outside the solid may be ascribed to the orthogo-
nality of the bulk and surface modes.

In order to see how to fulfill the completeness
condition Eq. (45a), let us start from the com-
pleteness relation for the sine function,

~ 00

2dK . . I I Isinvz sinzz = 6(z —z ) —5(z+ z ) . (52)
"0 IT

From Eq. (52) we deduce straightforwardly that

2dI(,' d . I Qe(z) q ——sin~z e(z') q —,singz'
dz dZ

=e(z)e(z') q'- , 5(z--z')
dz

Q' — Q' — I ~ 8+8

Comparing Eqs. (53) and (45a), the possibility of
satisfying the latter with u„' "s of the form given in
Eq. (50) looks quite promising. There are, how-
ever, two difficulties which must be overcome.
First, we must explain the presence of the factors
e(z)e(z ) in Eq. (53); that is, we must explain how
we expect to obtain a "complete set" of u, if we can
only have charge fluctuations inside the metal
(z &0). Second, we must learn to deal with the
multiple singularities that appear in the last term
of the right-hand side of Eq. (53) in the neighbor-
hood of x=0, z'=0.

The first difficulty is easy to overcome; it is a
standard problem in the spectral theory of integral
operators. Because the electrons in the ground
state of our solid are confined to its interior, the
kernel Z(q; z, z; ~) vanishes when z or z' is out-
side the solid. [In the unexpanded form of Z, Eq.
(3), this is seen to be true because at least one of
the wave functions t'ai„(z) and („.(z) corresponds to a
negative energy. J In the high-frequency-expanded
RPA, cf. Eqs. (36) and (32), we have effectively

which ensures orthogonality to the surface mode,
This condition is seen to be satisfied for the ansatz
(48) if P„,„/a„,„=—x/q, or in other words, if

Z(q; z, z','&u)

2 6 d I
q no(z) ——n, (z) — 6(z —z ),

dz

u„(qz(u) ~ e(z)
~

q ——sinzz.(B ) d
dz

(5o)

Incidentally, we may note that this choice of u„' '

automatically guarantees that the potential due to
the bulk mode vanishes for z &0, as is required
[see Eq. (42)J. This follows according to

y„"'(qz &0~) ~ f"dz'e-"'-"' u„"'(qz'u )

=e"f, dz'e" u„' '(qz'(u) =0, (51)

and Z vanishes for z or z outside the solid since
n, (z)- 0 there

Therefore any function of z which vanishes inside
the solid is a solution to Eq. (32), with X= 0. The
class of functions which we have left out of our
enumeration of the solutions to Eq. (32) is therefore
the class of zero-eigenvalue solutions. By virtue
of Eq. (22), however, we see that these functions
do not contribute to the density-density response
function (the contribution of any mode u, is propor-
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tional to the corresponding AI). This is satisfying;
we would not want unphysical charge fluctuation in
the vacuum to contribute to any physically mea-
surable quantity. The zero -eigenvalue modes there
are important only in fulfilling the completeness
relations.

The second difficulty, that of the singular behav-
ior of Eq. (53) near z = 0, z = 0, is best avoided by
trying to fulfill the requirement of completeness in
the form (45b) instead of (45a). Our working hy-
pothesis is that the electron-density-fluctuation
spectrum is represented by

the sense of Eq. (45b). It is a straightforward
exercise in contour integration to verify, starting
from Eqs. (55b) and (55c), that

)ss OO

2 2—(t)„' '(qz(u)(f&„' '(qz'u)) =
7T

x [e-' '-' -e-"'" ' ]g(z) g(z'), (57)

2 2—4."'(qz~) 4."'(qz'~) =
0 7T q

x [e "' ' —e"" ']g(-z)g(-z') (58)

u(')" (qz(u) = 5 (z),
2
', , (54a)

2(d
The normalization constant for the surface mode

is given by

'(q )=8( )(8 ——sisss, 8' '=~ (oqo)
z 2(g)

8,"'(qs )=8(- )(q —)siss, 8,"'=o,

where the u„' are the unphysical zero-eigenvalue
modes. The corresponding potentials are easily
calculated using Eqs. (28) and (2). We obtain

~(S )( )
-qlql27Te

0 (55a)

=lim l dze "(q +K )sinKzsinK'z=0,
t) «0 +0

(56)
where the factor e "has been introduced to ensure
convergence at ~. The equality in Eq. (56) is de-
rived using integration by parts. A similar equa-
tion holds for the unphysical modes.

We now establish the completeness of the Q's in

2

(qz())) =
2 2 q — sinKz + Ke . g(z)(g) 47Te d -qs

K' +q

(55b)

(tI ) 47Te d(qz~)= 2-, q- —sinKz-Ke" g(-z) .
K +q dz

(55c)
It is straightforward to check that these modes

are mutually orthogonal in the sense of Eq. (44),
which, we recall, requires

fdz(|)I(qz(d)ul (qz(u) =0

for l q-'l'. We have (t)„' )(q0&u) =(t)„' )(q0~) =0 which, as
we noted above, implies orthogonality of the bulk
and unphysical modes to the surface mode. The
fact that the p' ' = 0 for z & 0, while the u' ' are
only nonzero in this region, implies the orthogonality
of bulk to the unphysical modes. The orthogonality
of one bulk mode to another is also easy to verify:

)iq oo

lim l dz e "
q ——sinvz+ve "

q ——sin&'z
6-0 I dg

~0

( I) (qz~)40 (qz +) 2~e - (I I+I '
I )

&,")(q(u) q
(60)

The exponential on the right-hand side of Eq. (60)
may be rewritten:

-q( Iql slq 'I ) g( )g( )) -q(qsq ') + g( Z)g( q) q(qsq

(6l)
Thus, choosing the normalization constant for the
bulk modes,

&„' )(q(u) = 2)(e2,

independent of z, q, and cu, we verify that

)(qz~)(t „' )(qz'(u) +(t)( )(qz(u)(t)( )(qz'&u)
27Te 0 7T

2 2

+qq,'*'(8 )q,'*'(q '
)) = 8"" ', (qq)

which is the comoleteness condition for the it)'s.
We are now in a position to evaluate the density-

density response function [cf. Eq. (22)] which later
will be used to evaluate the excitation of our model
solid by an incident charged particle. We obtain

' dZq dZ2 f, (Z —Z()Sq„(z(8 Z2) fq(Z2 Z )

X, (q(d) y, (qzu))(t), (qz'(d)
I—XI(q(u) &I(q(o)

2 2
-a(] e]+ t g' I )e

q 2(d —(d~

2

8( )8( ')(8"'"'-8 '"-')) (oq)

which is valid at high frequencies, for the step-
function electron-density profile.

&I) )(q~) = dz&I) '(qz~)uo )(qz~)= . (59)
q

Therefore the contribution of the surface mode to
the sum of Eq. (45b) is
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In view of the correspondence between this model
and the hydrodynamic theory of the semi-infinite
electron gas, it is not surprising that, as shown in
Sec. IVA, the expressions for energy loss by a fast
electron, computed using Eq. (64), agree with those
of Ritchie. What at first glance may seem more
surprising is that using the "semiclassical" vertex
of Gersten, which corresponds to taking

)(qz(d) ~ sinyz, (65)

we also recover formula (64). The (t)„"sof Eqs.
(55b) and (65) are obviously different. Yet each of
them represents a set of functions which vanish at
z = 0 and which are complete in the half-space z & 0.
Thus, either set of P„) fulfills the criteria that
originally were imposed following Eq. (43).

There is no paradox in these remarks. The indi-
vidual (t„' ' never enter the calculation of a physical
quantity. Rather, what enters is the sum

*
aw ~(')(q(u) yt )(q-~)y( )(qz'~)

7( 1 —X„(a)(q&u) &„(qz(u)
(66)

In the high-frequency approximation A.„' ' = ~~/&u
independent of y, and thus all the bulk plasmons
are degenerate. It is precisely for this reason that
we obtain the same physical result for the two sets
of Q "s. All that enters Eq. (64) as the bulk-
plasmon contribution is

(d(, /~' d)( (t „")(qz~)y„")(qz'~)
1 —~,'/(u' „v ~t„(q(u)

(67)

Thus, if we have convinced ourselves that the sur-
face plasmon plus the bulk plasmons constitute the
complete set of modes [as we have, in fact, in the
calculation leading to Eq. (63)], the result Eq. (64)
may be written down directly, without any reference
to the form of individual (t)„' ', using

q(qqtq)q, tqq )q) , q(,')q( ) r q, (qq )q, (qq )ql"'(qqq)q"'(q*' )

)BULK / )(q~) q(q~)

2 2

e( )t)( q)
ve

(
-qlq(-q' I -q(qqq' l)

However, if one should wish to construct a simple
model which includes bulk-plasmon dispersion by
introducing a )( dependence into the (t)„( )(q~)'s, then
it will be important to choose a "good" set of
Q' "s. For this purpose the set given in Eq. (55b)
seems preferable to that given in Eq. (65). Note
that if Q„' ' is given by Eq. (65) then the correspond-
ing density fluctuation

„' '(qqq)=, (q —,)q„' '(qqq)

2 2

singze(z)+, 5(z), (69)
47Te 4'

which contains a surface-charge fluctuation, that
is, a term proportional to 5(z). The i(, „' ' corre-
sponding to Eq. (65) do not contain a 5(z) term,
which intuitively seems more reasonable for a, bulk-
plasma fluctuation. (A discussion of the hydrody-
namic theory with dispersion is given in the Ap-
pendix. )

To conclude our study of the step-function-density
model, let us take note of several of its special
features:

(i) There is only one surface mode. The possi-
bility of surface-dipole or higher-multipole reso-
nances is not realized in this simple model.

(ii) The modes are dispersionless, and the (t)q

are independent of frequency. Neither of these

features of the model is realistic. Nevertheless
they are useful in that they render various calcula-
tions simple.

(iii) The orthogonality of the bulk modes to the
surface mode fixes the phase of their respective
sinusoidal variations and forces Q„' ' (z &0) = 0. The
useful consequences of the orthogonality relation
are less clear in more realistic models.

We now turn to a more complete, if not more
realistic, model of the solid-vacuum interface, the
infinite-wall model, which permits the evaluation
of S,„(z, z ) for all values of ~, not just the high
frequencies, and for which the "special features"
of the step-function density model are no longer
true. In particular we expect that the (j), 's will be
frequency dependent and the corresponding A. , 's, q
and ~ dependent. Also, we expect thereto be higher
surf ace -multipole modes. "

C. InfiniteWall Model

The infinite-wall model consists in assuming the
electrons in the solid to be bound by the potential

(70)

rather than any self-consistent well. The kernel
of the RPA equation is thus obtained from Eq. (3)
by the substitution of
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g„(z)- g, (z) = 8(z) sinkz,

Qf), = k /2&l2

(Vla)

(Vib)

Z„-j"2dk/K .
The result (neglecting the electron spin) is

(Vlc)

qO CO ~ OO

Z(q; z, z; u&)= l z
—— — sink&zsink&z sinkzzsink&z 8(z)8(z ) .d k

~

2dkg
~

2dkz 8U, z
—8)qqqsg 1

2p 7t' p (d cdp p + copy
(V2)

The fact that the integral of Eq. (V2) is even in both k, and kz enables us to convert it to the useful form

,(, )
d k

i
dkg

i
dkz 8)) z

—8)qq)qg
00

fO
OO

eC q,' g) g ) &d (») „- 2& . » (() (())q+q). g
+ &Aq2

~ 2 «s(k, -k,)z[«s(k, -k,)z' —«s(k, +k,)z']8(z)8(z') . (V3)

We thus obtain the RPA equation for the normal-mode charge fluctuation in the infinite-wall model [cf.Eq.
(s)f:

f0 Oe

2 ' 2 --2

OO

&& ii dz,
i

dz, [cos(ki -k,)zi —cos(kg+k, )zil' — e ' 'u(qz, (u) .! 2M gag g

Qo ~0
(V4)

Following Beck, "'we Fourier cosine transform according to

u(qK, o)) = 2 J dz cosK, zu(qzo)),

dk'~
u(qz(()) = cosK) zu(q'K) (())

0 7T

(V5b)

Thus we obtain from Eq. (V4)

dk dk
X(q (())u(qK, ru) = 4m'e", „-' ' '"' ""'

[I) (k~ kz —K,) +-5(k, -k( —K,)]
&u.q~g + A&2

I
X , [u(qkg -k, (u) - c (q~) I— , (q(qq, +qq ) —q(qtq)1)

q +(kq —kz) q +(k, +k,)
(V6)

where we have defined

00 00

(T( ()q=()' dzge z(uqzMz) (= z z u(qk)(d)
4k, q

qq) 0 ~(P q +&~
(VV)

Carrying out the k, integration, and changing variables according to

k, =~z(K, —K,), (Ve)

Eq. (V6) is reduced, finally, to the simple form

4me' 4'Ke (); dK) L(q; K), K),' &())
)(.(qo))u(qK (d)= z z L(q K ' (d)u(qK s) —

2 z I (q, K„' (u) —2me g, z o(q(u)
Cj +K q +Kj „27t q +Kq

dK,', u(qK,'(u)—2we
~ 2 L(qq K). q K). q

'(()) z (z
OO q +Kl

(V9)
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where, following the notation of Beck,
2

6&,( &'-&g) /2 &+a, «L+tC j.) /2~iq" Ki
0+, ( ~+ )/2+ +0, ( I'- )/P,

(80)

p QO I

L(qq Ki,' (d) = L (qp Kl, y KJg M)
dKg

4m
~00

(81)

Notice that the bulk (RPA) dielectric constant is di-
rectly related to L (q, K„~), according to

4me'
(q, K„&u) =1 ——

z 2 L(q, K„&~) .
+Kj

(82)

c(q&u) = (q/2ve')y(qO(u), (83)

where Q, as before, is given in terms of u by Eq.
(28). Thus the criteria, o equal or not equal to
zero, are equivalent to the criteria g(z = 0) equal or
not equal to zero that distinguished bulk and surface
modes, respectively, in the previous model, ac-
cording to the orthogonality relation.

One should take note of the physical meaning of
o(q~). The expression on the right-hand side of
Eq. (83) is proportional to the electric field normal
to the wall at z =0, which, as we know from Gauss's
law, yields a "surface charge. " Thus the condition
0 & 0, nonvanishing surface charge, seems appro-
priate for a surface oscillation.

Beck"' has solved Eq. (79) for the surface mode
to obtain its dispersion relation. The method is as
follows: Let

u(q K,u)) —= o(q (u) [1 —v(qK, (u) ], (84)

which is nontrivial if o40. Substitute Eq. (84) in
Eq. (79), and divide through by o(q&u). Then

""-'-'l( "-'- '" " -')4ze
+Kj

I

~ q(L) —27Te L qp Kgp Kg) & P Ig ~

dKg p &(qKi ~)

(s5)
I

The eigenvalue equation [Eq. (79)] is partially
separable, in that 0 is independent of K,'. There are
therefore two types of solution to Eq. (79), those
for which o40, and those for which g=0. This
situation corresponds nicely to that of the step-func-
tion density that we have previously described [see,
e. g. , the discussion of Eq. (49)]; bydefinition [see,
e. g. , Eq. (V7)],

Beck solves the inhomogeneous integral equation
(85) with X(q, &u) = 1. The solution, however, is
only consistent with Eq. (V7) if [substituting Eq.
(84) in Eq. (VV)]

t+ QO

1= -', , [1 —v(qK, ~)] .
77 q +Kg

(86)

L[q; K, =O(q), K'„&u]=O(q') . (87)

This implies that the second term within brackets
on the right-hand side of Eq. (85) is of O(q), and

therefore negligible compared to X(qu&) = l. In the
same limit, q 0, K, =O(q),

4me (dp
2L(q, K„; e)=—z.

+Kj
(ss)

Therefore, in the long-wavelength limit, we may
write

1
2i a ~

1 —

Eve�/(d

Substituting Eq. (89) in Eq. (86), we see that

(89)

—Qpp /(d
~

dki q p, (90)

from which the result ~ = u&~/2 follows directly.
The fact that the integral term in Eq. (85) is

O(q) means that a long-wavelength expansion of v

can be easily generated by iteration. In this way a
closed-form expression for the coefficient of the
term linear in q in the dispersion relation can be
obtained if desired.

To obtain the u(qK„&u) corresponding to modes
other than the surface plasmon, we ~ust solve Eq.
(V9) with v=0. That is, we mustfinda u(qK, ~) which
satisfies simultaneously

Equation (86), which gives &u as a, function of q, is
thus the dispersion relation for the surface mode.

It is straightforward to verify that at q = 0, Eq.
(86) yields e = ~~/&2, in agreement with the result
for the sharp-density-profile model, and with the
general (RPA) theorem concerning the infinite-wave-
length surface-plasmon frequency. " We notice that
the factor q/(q +K,') in Eq. (86) behaves like a 5

function in K, as q- 0. We therefore examine the
right-hand side of Eq. (85) in the limit q- 0 with

K, taken to be of O(q) (and A. = 1). Referring to Eq.
(25), we see that

4me I dK . i. &(qKi~)
u(qK~m) = —2' X(q(u) —

2 p L(q, Kz,
' ~) 'i L(q Kj. ~ Ki& &) 2 ~2

q +K, I „2m q +Kj.

dKg qQ(qKgco)q".!='

(91a)

(9lb)
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In general, we expect the solutions of Eq. (91a) to
come in pairs (doubly degenerate solutions) cor-
responding to sinelike and cosinelike waves in the
interior of the solid. The condition (9lb) then fixes
the phase of the bulk wave. This is quite analogous
to the situatien in the sharp-profile model, in which
the orthogonality condition Eq. (49) was used to
determine the phase of u„' '(qz&u), cf. Eqs. (48)
and (60).

Finally, let us examine the potentials, outside
the solid, associated with bulk and surface modes
in the infinite-wall model. We obtain the respective
Q's for z &0, using Eq. (28), and simply ignore the
question of what it means to be "outside" a system
bounded by an infinite potential wall. In general,

y(qz &0~) = e
~

dz e u(qz ~)
Q'

2z'e qg—e"o(q~) .
q

Thus the surface mode is the only one whose elec-
tric field extends outside the solid. All other modes
have o = 0, and therefore g(q z& 0 ~) = 0.

It is possible that Eqs. (91) will have discrete
surface solutions in addition to the continuum of
bulk modes. These might include a surface-dipole,
-tripole, or higher -multipole charge fluctuation.
But according to Eqs. (91b) and (92), the potentials
due to such modes could not be felt by a particle
outside the solid; thus they would represent a pecu-
liar set of surface-charge oscillations.

We conclude our discussion of the infinite-wall
model by commenting on several of its special fea-
tures:

(a) The RPA equation is partially separable As.
a result it is easy to obtain the surface-plasmon
solution.

(b) The condition, o= 0 or o &0, distinguishes be-
tween bulk and surface modes. As a result only
the surface mode has a nonzero potential outside the
solid.

(c) The condition o= 0 for bulk modes fixes the
phase shift suffered by a bulk plasmon as it reflects
from the surface. This is analogous to the effect
of the orthogonality condition in the step-density-
profile model. It is difficult to apply orthogonality
directly in the infinite-wall model (and more real-
istic ones) because it holds only between u, 's at the
same value of ~. But surface and bulk modes oscil-
late at different frequencies. Thus to the extent
that the u's vary with e, the orthogonality relation
is not helpful.

There are no other models, to date, which have
been studied. We therefore turn our attention to
the interpretation of experimental results using the
model charge-mode profiles and dispersion rela-
tions.

IV. VERTEX FUNCTIONS AND THEIR APPLICATION IN
ELECTRON-SOLID SCATTERING

In Sec. II we developed a microscopic description
of electron-solid interactions and examined in Sec.
III its consequences for simple models. In this sec-
tion we first display the relation between our micro-
scopic theory and the phenomenological inelastic-
collision model of ILEED. ' ' ' Then we note
some of the directly observable experimental con-
sequences in keV electron transmission of the
orthogonality of the bulk- and surface-plasmon
particle-hole density fluctuations.

A. Relation between Inelastic-Collision Model of ILEED
and Microscopic Theory

~( ) [ h(a/kr 1]-1
(98a)

(98b)

in which H„and R designate the positions of ion-
core scatterers in the target lattice.

The correspondence between our microscopic
theory and the phenomenological inelastic -collision
model of ILEED is obtained by comparing their re-
spective predictions as to the form of A(r, r, i&@„).
It is convenient to consider the case of dispersion-
less bulk and surface plasmons because this limit
emerges naturally from applying the high-frequency
expansion to analyze the step-density model (Sec.
III 8). The boson spectral density for this model is
given by Eq. (64) to be

„' (2&)

x(z', z; q, i(u„), (94a.)

A,,(z', z; q, f,~„)= A.,(z', z, q; i&a„)

+A„(z', z, q; i(u„), (94b)

The inelastic-collision model of inelastic elec-
tron-solid scattering was proposed by Duke and
Laramore, ' used by them to predict several qualita-
tive features of ILEED, ' ' and subsequently re-
fined by Duke and Bagchi who applied it to analyze
experimental ILEED intensities from"'OA1(111) and
Al(100). ' In this model, the incident electron in-
teracts with boson fields which characterize the
excitation spectrum of the target solid. The com-
bined effects of the electron-boson interaction ver-
tex and the dynamics of the propagation of the boson
are described by the loss-mode spectral density
defined by Eq. (2. 9) in Duke and Laramore. ' Here
we examine the coordinate representation of a close-
ly related boson spectral density ' A(r ', r, f~„),
~„=2vn/e T which is related to Duke and Laramore's
loss-mode spectral density IA(n, m, &u)] by

A(n, I, ~) = —2iN(~) ImA(R„, R, f~„-&u+z5),



MICROSCOPIC DESCRIPTION OF ELEC TRON-SOLID. . . 2449

-~~/'~~n ~ -a&lcl+la' I )
As)(z i zi qi i~n) =

1 ( z/2 a) s

(94c)

A) (z', z; q; i&a„)=, , " „8(z)8(z')
1 + (co&j (d& j

x( "' ' —z ""' ') (94d)

In the case of surface plasmons characterized by
the dispersion relation

h(u, (q) =h&d, =Au), /v 2, (95)

Eqs. (2. 10) and (2. 18) in Duke and Lar amore' give

2

q ik„- gc0 R&„+k~

(z . ~ )
PJ)i e&&i). (g'-ii)dh 2me 5&

f» P 7 y tl 2~ P2+ q2
c

x — . (97a)
1. 1

ih~„—Ii&d, (P„q) ih~„+ h~, (P„q)

If we formally extend the cutoff momentum'2 P,
to infinity, we obtain for dispersionless bulk

plasmons [hv„ l'P) = lit ~)J

(97b)

Thus only the "bulk" term in Eq. (94d) involving

)z —z ~ is predicted by the incoherent-coupling
model vertex. In addition, the extension of the
integration limits to infinity implies q«p, -l A '.
Finally, it is evident from the analysis leading to
Eq. (64) that the use of Eqs. (97) for the electron-
plasmon vertex involves "double counting" of the
effects of surface plasmons. That is, the e ' ' '
factor in Eq. (97b) results from the completeness
condition Eq. (63) alone, whereas in Eq. (64) the
correct weighting of the bulk-plasmon terms is ob-
tained by subtracting from the total e ' ' ' factor
the factor e "' ' ' ' due to surface plasmons and an

appropriate factor for the "unobservable" plasmon
modes with ~ =0, which are localized outside the

x -i)& lg' I I 8))' (96)

which is identical to Eq. (94c). Thus the phenom-
enological model of Duke and Laramore, de-
scribing the semiclassical electrostatic coupling
of the incident electron to dispersionless surface-
plasmon modes, is identical to the predictions of
microscopic theory for the leading term of the
high-frequency expansion of the RPA applied to a
step-density model.

Turning to the case of the incoherent coupling
of the incident electron to bulk plasmons as de-
scribed by Duke and Laramore, from Eqs. (2. 10)
and (2. 15) of their paper, ' we obtain

crystal.
Duke and Laramore recognized the difficulties in-

herent in the use of Eqs. (97) and sought to remedy
them by using sine-wave plasmon-basis states which
vanished outside the sample. The electron inter-
action with these states was taken to be the semi-
classical form derived by Gersten. " The phase-
space weighting of these modes is given by

g, -c f,"dp/7&. (96)

From the normalization Eq. (52) we would expect
c= 2. However, because the solid only occupies
one-half the normalization volume, we take c= j..
Using this choice in Eqs. (2. 10) and (2. 18) of
Duke and Laramore' gives

c dp~ 4e25&~
»LZ pZyq~~nj

i 2 2„'0 pi+ q

1
)bio. —iia, &)„q) in' —li~, &)„„q))

&& 8(z)8(z') sin(p, z) sin(P, z ) . (99a)

In the limit that h~, (i)) = h«)~ and q«p„we obta. in

from Eq. (99a)

2))e —(~&/~„)
c» ~ ' ' &

q ]+~~&p'(d j

& (
-qls-s' I e-i)(zig') ) (99b)

which is precisely the result Eq. (94d) given by
the step-density model in the high-frequency limit
of the RPA. Therefore, the coherent-coupling model
of Duke and Laramore correctly accounts for the
consequences of the orthogonality and completeness
of the bulk- and surface-plasmon density fluctuations
in the limit that k&, (p) -5&d~. The theory developed
in Sec. III suggests that when plasmon dispersion
and damping are considered, the semiclassical co-
herent-coupling vertex is accurate only in the q-0
limit. However, the major modification of the
simple RPA required by the analysis of experi-
mental data ' is the abandonment of plane-wave
basis states for motion parallel to the surface.
Therefore no consideration of vertex renormaliza-
tion using plane-wave models has been attempted.

B. Experimental Consequences of Completeness and Orthogonality:
Inelastic-Electron Transmission through Thin Films

In Sec. IV A we found that the orthogonality and

completeness of the bulk- and surface-density
fluctuations resulted in a modification of the elec-
tron-bulk-plasmon spectral density relative to
its form for an "infinite" medium. The consequences
for ILEED of this "vertex" modification were ex-
amined by Laramore and Duke. Unfortunately,
however, the damping of the bulk pl.asmons renders
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unobservable, in any practical sense, the predicted
effects in ILEED experiments. ' Thex'efore, in
this section we turn to an examination of keV
electron-transmission experiments in order to
demonstrate the experimental observation of the
consequences of the completeness relations for
density fluctuations.

The measurements which we consider are those
of the angular distribution of inelastical. ly trans-
mitted keV electrons of incident wave vector
0= (2tPIE/If ) fl'olll fllnls sufflclently tllill tllat
kd & 1. The symbol d designates the thickness of
the presumed uniform planar film. For convenience
we restrict our attention to normal incidence
(i.e. , k„=o, Il, =k). We shall find that the com-
pleteness relations manifest themselves in the
reduction of the forward-scattering bulk-plasmon-
emission cross section. This phenomenon has
been observed for some time. *' ~ It has been
interpreted" interms of the "boundary correc-
tions" originally predicted by Hitchie using the
hydrodynamic model, .37'56 As expected from the
general analysis in Sec. III, our results for the
high-frequency limit of the RPA applied to the
step-density model are identical with those of
Hitchie. Therefore we are able to show that the
electron-plasmon-vertex modif ications predicted
by our microscopic theory lead, in the appropriate
limits, to the hydrodynamic description of an ob-
served phenomenon.

The first step in our analysis is the specifica-
tion of the density fluctuations ul(qz(()) for a film
of thickness d analogous to those given by Eqs.
(54) for the semi-infinite medium. Taking the center
of the slab to be at x=0, we use

II,(z) (qz~) = 2-I~'[5(z+ —,'d) + 5(z ——,'d)],

q'*'(~) q"'(~') q'*'(~) q'. "(~'))
@(s) — ~~ s)

(102b)
The P,' '(z) are calculated from Eqs. (28) and (100).
When they are inserted in Eq. (102b) Rnd the origin
(z = 0) is changed to the left-hand edge of the film,
we obtalD

E',8)(z, z') = — 8(z) 8(z') 8(d- z) 8(d-z')

&& (e-q) q-q' ) (I e-zqq)-I fe-q(qqq' ) -q(M-q-q')

we obtain our final result

x Z',"(z,z'), (lo5)

d o dA ' 8 2 88
&(nr —ff(d )dEd& 2)Ias ~ 8z+ 88 (kd) 8~+ 8z

e-q(2&q-q") e-q(zq q q')]I --(103)

Inserting Eq. (103) into (102a) completely specifies
the bulk-plasmon spectral density.

The Box'D Rppx'oxlnlRtloD fox' the lQelRstic-scRttex'-
ing cross section for bulk-plasmon emission (by
forward scattering) from k= (0, k) to k = (q, 0 ) with
loss energy Ml is given by

dqo qma
(

)"u' q'a" q'). ')
de dA h'II .~ (2)I)' 2m 2m

qd

0 Jo
(lo4)

1D which A ls the sulfRce Rxea of the film. NotlQg
'tllRt fol' plR81110I1 61111881011Eq. (102R) gives

ImA» (z, z; q, i@&„-Io+ i &) = ——,
'

)1/&@ 6'(nr —fl&u~)

u,'zq)(qz~) = sink, z 8(z+ —,'d) 8(-,'d- z),

u,'eq) (qz(o) = cosa,z 8(z+ -',d) 8(-,'d —z) .

(Ioob)

(1OOc)

e-RMH e )(q8 cos (Pd8 -)x 1 +
{ p) q()) ~ (106R)

The orthogonality of the bulk- and surface-density
fluctuations, i. e. , Eq. (44), leads either to identities
or to eigenvalue conditions onk, and k,. The nor-
malization integrals for the surface-plasmon modes
ax'6 given by

SI,'z)(qu)) = (1 a e-"),

in contrast to Eq. (59) for the semi-infinite medium.
Tile quantity wlucll we wlsll to calculRte ls tile

spectral density for the emission of dispersionless
bulk PIRSIIlolls lI(d(, (P) =iI(()&. From Eq. (64) we ob-
taiQ

&,' ' (z, z ) = 8 {z+-,'d) 8(z'+ &) 8 (-,' d - z ') 8 (-,.'- d - z)

(106b)

in which E 18 the energy of the normally lncldeQt
electron, 6I is its scattering angle, and a~ is the
Bohr radius a —5~/me

The predictions of Eqs. {106)and their compari-
son with the data of Kunz53 are shown in Fig. 2.
The completeness 1 elRtloQ introduces col x'ectlons
to the bulk cross section which reduce the for-
ward-scattering inelastic cross sections in agree-
ment with the data. The result for the bulk cross
section, originally obtained by Ferrell, s~ is re-
covered from Eq. (106a) in the d- ~ limit. Equa-
tions (106) and Fig. 2 constitute our demonstra-
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FIG. 2. Comparison of the theoreti-

cal [Eqs. (106) in the text] and experi-
mental curves for the inelastic cross
s ection of an electron incident normally
on an aluminum foil and deflected through
an angle 0 with the excitation of a
bulk plasmon. Curves marked "Bulk"
are drawn for Ferrell's calculation of
bulk plasmons in an infinite medium.
Surface corrections in a finite film
decreases the scattering cross sec-
tion in the forward direction. The
theoretical curves have been computed
for a film of thickness 125 A and for
electrons with incident energies of 19
and 39 keV.
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tion that the completeness relations for the density
fluctuations, which lead to the "coherent-coupling"
model in Duke and Laramore's theory of ILEED, '
also lead to a directly observable experimental
phenomenon. Finally, comparison of Eqs. (106)
with Eq. (23) in Ritchie's paperov reveals, after
some algebra, that in the absence of plasmon dis-
persion the step-density model does indeed repro-
duce the results of the hydrodynamic model.

V. ELECTRON-SOLID INTERACTION: EFFECTIVE
OPTICAL POTENTIAL

A. Formal Scattering Theory

As emphasized in Sec. I, our main objective in
this paper is the development of a. microscopic
theory of electron-solid scattering which incorporates
the long-range and dissipative components of the
force law as well as the short-range electron-ion-
core interactions. We apply this theory to calcu-
late the elastic electron-solid cross sections by
proceeding in two steps. First we examine the
scattering of an incident electron by semi-infinite
jellium (i. e. , a system in which the actual ion-core
charge densities are replaced by a uniform positive
background), The appropriate electronic propaga-
tors Go(r, r, E) are evaluated using the optical-
potential method of Bell and Squires, '4' These
propagators subsequently are used in a distorted-
wave multiple-scattering analysis of the electron' s
interactions with the short-range potential due to
ion-core potentials. In this paper, however,
we concentrate on the first step. The second is
examined only in the distorted-wave Born ap-
proximation' using a highly simplified model.

The electronic propagator Go(r, r, E) associ-
ated with the distorted-wave basis satisfies the

integral equations '

Go(r, r, E) = Goo(r, r', E)+ f dor, doro Goo(r, r„E)
x Z(r~, ro, E) Go(ro, r, E), (107)

2 2

E Goo(r, r, E) —
l

d'r, Vo(r, r, ) Goo(ri, r, E)2'

V~(r, r') = 5(r —r ) Q„v(r —5„) . (110)

The elastic electron-solid cross section is obtained

by examining the asymptotic form of

g„,«(r, E) —P, (r) = f d'r, d'ro G(r, r, , E)

x Vz (r„ro) &f&o(ro), (111a)
4

&f&, (r)=e" + f d r, d'ro Goo(r i E)

in which Z(r, r, E) is the retarded proper self-
energy due to electron-electron interactions and

Vo(r, r ) is any prescribed static potential. In

principle, Vo(r, r ) is taken to be the Hartree and

Hartree-Fock contributions to Z(r, r, E), although
in practice such a choice is not feasible. ' The
complete propagator of the system, G(r, r, E),
satisfies the integral equation

G(r, r', E) = Go(r, r', E)

+ fd rgd roGo(r, ry, E)

x Vz(r„ro) G(ro, r, E), (109)

in which V~(r, r ) is the change in potential caused
by decomposing the uniform positive "jellium"
background into positive ions of the appropriate
charge and position. A multiple-scattering analysis
of Eq. (109) can be performed if Vz(r, r ) is of
the form
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x Z(r„r2, E) P„(rz), (111I3) x Z(r, r fry„), (113a)

in which k is the wave vector of the incident elec-
tron. Therefore, in this formulation of the calcu-
lation of the elastic electron-solid cross section all
effects of both the induced charge on the solid's
surface and the inelastic loss processes are de-
scribed by the coordinate representation of the
electronic proper self-energy Z(r, r, E) for semi-
inf inite jellium.

The electronic proper self-energy may be evalu-
ated readily using the formalism developed in
Secs. II and III. Although a complete quantum-
field theory can be constructed, ' we confine our
consideration to the linear-response expression
for Z(r, r, E) as given by taking N~„-E+ f5 in

Z(r, r, f~„)=g A(r, r, fu )

d
2 7T/

x G, (z, z, k„+q, i~„+i~ ) . (113b)

Z(zi z y k((i E) = Zyh ( z~ z I k((~ E) + Zg(z) z
y k)() E)

N(x) d qZ,„(,z;k„,E) =
y~a

(114a)

In practice, we make the additional approximation
of replacing Go by Goo in Eq. (113b), i. e. , using
the second-order-perturbation-theory expression
for the optical potential. Performing the Matsubara
sum over j gives

x Go( r, r~ &~n+ f m) ~ (112)

in which A is the particle-hole spectral density de-
fined and eve.luated in Sec. IV A. Equation (112)
reveals the significance for the calculation of the
electron-solid optical potential Z(r, r, E) of the
orthogonality and completeness relations of the
density fluctuations u, developed in Sec. II. By
using a systematic microscopic description of these
density fluctuations, we can isolate the individual
contributions to the electron-solid force of surface
plasmons, bulk plasmons, and bulk particle-hole
pairs. This separation permits the investigation
of their distinctive dependences on the position
and energy variables. Therefore we can provide a
physical interpretation of the range, energy depen-
dence, and dissipative character of their respective
contributions to the electron-solid optical potential.
The orthogonality and completeness relations
guarantee that our decomposition of the optical
potential into its separate components is well
defined, is unique within the framework of a given
model, and incorporates all possible contributions
to the potential. This decomposition leads to in-
teresting physical results like the fact that the
z ' "image-force" potential outside the jellium
surface is caused by virtual surface-plasmon emis-
sion, whereas inside the solid the corresponding
contributions to the optical potential are canceled
by virtual bulk-plasmon emission processes.

As our final preliminary to evaluating the optical
potential and electron propagator, we recall that
the translational symmetry parallel to the planar
surface renders Eqs. (107) and (108) diagonal in
the momentum variable k„, for electronic motion
parallel to the surface. Therefore we only need
to evaluate Z(z, z, k„, i~„) defined by

(2m)'&(k'-k„) Z(z, z';k„, f~„)-=Jd'pe "~~ Jd'p'e'"~' ''

x Go(z, z, k„+q, E+ x) ImA (z, z'; q, x),

(114b)

Z, (z, z; k„, E) —
~

~, A(z, z; q, E+ x)
f(x) dx

i

d'q

+ ~N

xImG, (z, z';k-q, x), (114c)

f(x) = (e"~~+1) '. (114d)

For most incident electrons, E-25 eV, the ex-
clusion-principle contribution Z, is small or zero.
Therefore we neglect it and use Eq. (114b) as our
basic formula for the electron-solid optical poten-
tial.

B. Classification of Models of Optical Potential

In the remainder of this article, we shall be eval-
uating the electron-solid optical potential and study-

ing its consequences in model calculations. A

logical preliminary, then, is the classification of
previous models of the potential felt by a charged
particle in the presence of a solid surface and a dis-
cussion of their relation to the exact equations (114).

The two principal criteria which we use to dis-
tinguish among the various models are (i) whether
the motion of the external particle is completely
prescribed, or is defined only insofar as initial
conditions are stated; (ii) whether the motion of
the external particle is restricted to be at high
speed (v» vz) or low speed (v~ vz) compared to
the Fermi velocity v~.

Many of the calculations in the literature of the
potential seen by a charged particl. e outside a, solid
surface '~ ' are based on the assumption that
the particle is a point charge, at rest, at a fixed
distance from the surface. Others ' assume it
to be moving with constant velocity along aprescribed
path. In either case, the charge induced in the solid
by the particle is evaluated, and the potential due
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to the induced charge is identified as the interaction
of the particle with the solid.

However, the instantaneous specification of both
the position and velocity of a finite-mass particle
is not possible quantum mechanically; the com-
plete specification of the trajectory of such a particle
without foreknowledge of the potential it sees is
not even possible classically. Models which are
based on such specifications cannot be derived
from exact many-body equations of motion, except
in the limit that the external particle has infinite
mass (see Sec. VD, below). The reliability of
these models. is, therefore, difficult to assess.

Only two calculations, to date, have avoided the
complete specification of the external particle's
trajectory, that of Gersten, ' which is discussedbe-
low (Sec. VD), and the present one. In our model
calculations, only the conserved quantum numbers
(initial conditions) of the external particle are
specified. That is, we fix its total energy and
momentum parallel to the surface, but not its po-
sition or momentum perpendicular to the surface.
Our treatment of the external particle is thus com-
pletely quantum mechanical, at the cost, however,
of the introduction of nonlocality into the effective
potential that influences the particle's motion.

The question of the speed of the external particle
is important in that it determines the frequency at
which the sol. id is excited, and consequently the
nature of the elementary excitations of the solid
to which the external particle coupl. es. If the
speed of the external particle is high (v» vk) the
excitations to which it couples are plasmons. If
the speed is low (()~ v),) they are noncollective
particle-hole states. The distinction between the
two regimes arises from the fact that a particle
located at a distance z from the surface moving
with instantaneous speed v excites the solid at a
frequency -v/z with wave vectors whose magni-
tude is -I/z. However, the dielectric response
of the solid is associated with plasmons. when
v/)k[»()~, v and k being the frequency and wave
vector of excitation, and with particle-hole states
if ~/l k I

~ ()),.
In the model calculations presented below, as

mell as in the papers of Takimotos' and Lucas and
Sunjic, use of the high-frequency approximation
to the dielectric response of the solid limits the

validity of the results to high-velocity external
particles. Lucas applies the high-frequency di-
electric function in the study of plasmon excita-
tion by ions in field ionization. Because the ions
are of low velocity, this application is incorrect.
We wish to apply this dielectric function in the
analysis of low-energy electron diffraction, how-
ever. For incident electrons of energy & 10 eV
the criterion v &v~ is satisfied.

Other calculations ' ' ~ in the ljterature have
been performed for a static external particle. They
differ in their treatment of the solid's zero-frequency
response. Approximations to the dielectric func-
tion at &= 0 that have been used in recent work
include the Fermi- Thomas approximation, '64

the infinite-wall BPA without "quantum-interference
terms, "~~ and the infinite-wall BPA with "quantum-
interference terms" included. a'~~ None of these
calculations is directly relevant for an analysis of
electron diffraction because for these electrons
V &VPk

Z(r, r', E) =-6(r- r')Z(r, E) . (115a)

In practice ' the further assumption is made that

Z(r, E) = V(E)S(z), (115b)

in which V(E) (or at least its imaginary part) is
taken to be the energy-shell one-electron self-en-
ergy in bulk jellium.

Although it cannot be derived from our micro-
scopic theory in any well-defined limit, the local-
complex-potential model exhibits the interesting
feature that the distorted-wavebasis states, Q (r)k,
defined by Eq. (111b), and propagator ("o(r, r, E),
defined by Eq. (108), can be evaluated in closed
form. We find

C. Local-Complex-Potential Model of ELEED

In many recent model calculations of ELEED
intensitiesa'4- a local complex potential is employed
to simulate the consequences of the electron-elec-
tron interactions on electron-solid scattering.
Thus it is of interest to specify this model and
derive some of its more important consequences
within our distorted-wave scattering theory.

The local-complex-potential model is defined
by specifying, a priori, the retarded proper self-
energy Z(r, r, E) to be of the form

ikj. Is-e' I ~& ~& ik (~+a' )e —-- e
2k/ kJ+ kg

e-i(kgz-klz' )/(p + Q ) .

G(&( ~ q kz, E) = —2M'
~

((kkz k~ze)/(~ p )

z, z &0

x&0&x

z &Q&z

)0~18-z' I ~ ~ ~0~(z+c')
(2i, ' ' T+u, Q&z, 8 (118a)



FEIBELMAN, DUKE, AND BAGCHI

k', (g, z) = (2mz/a') —(k„+g)', (116b)

k, (g, E) = $2m[E+ V(E)]/k }-(k„+g), (116c)

in which g is a reciprocal-lattice vector of the lat-
tice-potential layers parallel to the surface, and

y, ( r) = e'"»'~ y, (z),

4~(z) =

ed%&s J. L jA,gg,
4,+0,

2k, e '"'/(k, + k,); z&0 . (117b)

(r) = e""'0 (z)

y, (z) = ff(0, z )

S(O, Z) S(g, Z) mf~„exp[i[k, (g, Z)+ k, (g, Z)]E„}
k'k, (g, z)

(119b)
The first term in Eq. (119b), i. e. ,

ff(0, z) = [k, (o, z) -k, (o, z)]/[—k, (o, z)+ T,(o, E)],
(i2Oa)

gives the contribution to the scattered wave from
the jellium-vacuum surface alone. The second
term in Eq. (119b) is the result obtained from the

Born approximation of scattering from the lattice
potential, Eq. (118), alone multiplied by the prod-
uct of

S(g, E) = 2k, (g, E)/[k-, (g, E)+ k, (g, z) ] (120b)

for the incident (g =0) and final beams, i. e. , the
product of the transmission coefficients of jellium-
vacuum interface in the absence of the lattice po-
tential.

Ne have presented the results of these elemen-
tary calculations to illustrate three important fea-
tures of the distorted-wave scattering theory.
First, the spatial dependence of the optical po-
tential at a solid-vacuum interface not only con-
tributes its own reflection coefficient A(O, E) to
the total electron-solid cross section but also in-
fluences the electron's scattering from the short-

By use of Eqs. (116) and (117) in the formal
scattering theory, Eqs. (109) and (ill), we can
illustrate the type of effects predicted by the dis-
torted-wave scattering theory For simplicity,
we consider only the distorted-wave Born approxi-
mation and use the ~-potential model of the lattice
potential

v{r—5„)= v„6(r —5„) .
After some algebra we obtain for the asymptotic
form of the wave function [using Eqs. (116) and

(117) in Eq. (ilia)]

range electron- ion-core potential. . The latter
influence is always strong for glancing initial or
final beams, independent of the energy of the elec-
trons. This fact has the important consequence
that the ratios of the absolute intensities of dif-
ferent beams predicted by a model. potential will
depend (sensitively) on the spatial dependence

and magnitude of Z(r, r, E). Second, as Z(r, rE)
diminishes as E increases, the extent of the
dependence of the relative beam intensities on the
shape of the optical potential diminishes with in-
creasing energy of the incident electron. For
more general models of the optical potential than

Eqs. (115), the magnitude of the apparent" real
part of V(E) depends on the beam index g as well
as Eso that the energies as well as the intensities of
maxima in the intensity-vs-energy profiles de-
pend on the shape of the optical potential. Third
and finally, we see that Go(r, r, E) does not depend
solely on 5 = r —r . Therefore simple multiple-
scattering theories ' 9 no longer suffice to solve
Eq. (109), and more general planar-scattering
theories' must be used for this task. In this paper
we do not attempt to solve this equation, but rather
turn in subsequent sections to the determination of
the optical potential Z(r, r, E) itself.

D. General Features of Hectron-Solid Optical Potential: High-

Frequency Step-Density Model

In this section we apply our microscopic desex ip-
tion of electron-solid interactions to evaluate the
electron-jellium optical potential in the simplest
case: the high-frequency step-density model de-
scribed in Sec. III B. Before proceeding, two gen-
ex'al obsex'vatlons seem appropl late. Firsts we
demonstrated in Sec. IVA that the electron-density-
fluctuation spectral density predicted' by this model
is identical to that obtained using Gersten's model. '
Using Ferrell's semiclassical analysis Gersten
also applied this analysis to obtain an expression
for the electron-solid optical potential. of the
form

Zo(z, z';k„z) = &(z —z') [P(k„E) 5(z)+ n(Tr. „,E) 8(z)].

(12i)
The 6-function term is associated with surface-
plasmon creation by the incident electron and the
8-function term with bulk-plaSIIlon cx'eatlon. Al-
though detailed numerical calculations have been
performed using this model. ,

67 the functional form
of the potential was determined solely by inspec-
tion of the normalization criteria in the semiclas-
sical analysis. Qur microscopic quantum descrip-
tion predicts drastically different spatial depen-
dences (e. g. , long-range highly noniocal real and
imaginary parts) of the optical potential from those
given in Eq. (121). Thus, whereas within the high-
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trequency approximation the semiclassical analysis
proved adequate for evaluating electron-density-
fluctuation spectral densities, it is inadequate for
calculating the optical potential. Our second ob-
servation concerns the validity of the high-frequency
step-density model itseU. From Eq. (64) we found
that in this model, X, (q&v) = &&, (&v), i. e. , the bulk
and surface plasmons exhibitnodispersion. Such
a model is adequate only for values of + such that
&u &qv~, where vz denotes the Fermi velocity in
jellium. This restriction on the validity of the
high-frequency approximation renders this approx-
imation inappropriate to describe the optical po-
tential for slow electrons [(2E/m)'~z= v & vz].

FromEqs. (94), (107), (108}, and (114) we see
that within the high-frequency step-density model
the optical potential can be written as the sum of
three terms,

Z(z, z; k „E)= Z„,(z, z;k„)+ Z„(z,z; k„,E)

&', = [2m(E —a~,/2"'}/k'] —(k„+q)', (124b)

im'e~mS& ~d~q e~~&~~ + [

Zbb (z~ z
~ k„~ E) =-

2m) qy~

x g( ) g( ) (e-al s-E'& e-«&I+I'&) (125a)

y', = [2m(E - a~,)/k'] —(k„+q)'. (125b)

G&&&&(z, z ~k~&, E)= 5(z z )/E,

In this limit the relevant optical potentials are

(126)

Z,b(z, z;E=O)= —5(z —z ) e (1 —e ~~b'") /4~z~,

The square-root conventions for Eqs. (124b) and
(125b) are given in Eqs. (123}.

The semiclassical limit of these results is ob-
tained by taking the m- ~ limit in Eqs. (123),
1.e. ,

+ Z„(z, z';k„, E) . (122) Zbb(z, z' E= 0) = —8(z) 5(z —z') e'
(127a)

The leading term, Z», designates the Hartree-
Fock contribution. Its range near the surface and
nonlocality are both of the order of kz= (37& n)'
for semi-infinite jellium of density n cm '. Its
depth is approximately Z„F -

(&t&+ hzkzr/2m) in which
P is the work function of the jellium system, &t&

-2-6 eV. 6' For electrons for which k= (2mE/h )» k&, (i. e. , E-100 eV) we argue that this contri-
bution to the optical potential is small. Therefore
for the purpose of estimating this potential, we use
a plane-wave basis for Goo in Eq. (108), rather
than

l. e. y

G
I

k I

dk &1k~(g-g' )

(a'/2 )(k' k') E

ill» g I

Sy (123a)

r(E, k„) =[(2mE/k') —k'„]"'; E& a'k'„/2m

E 8 szS
~

4 g 8
Zbb(z~ z

~ b~ } gz2&/z
QV&

e-e&& el+&g'&& (124a)

= i(2 E/a')-k'„i"' E a'k'/2

(1Z3b}
The expressions for the bulk- and surface-plasmon

contributions to the image potential, Zb, and Z„, re-
spectively, are immediate consequences of Eqs. (94)
and (114). Considering the zero-temperature limit
gives

x -~- . 127b

We use p, b and p„ to designate the maximum wave
vector of the bulk and surface plasmons, respec-
tively. Equations (127) illustrate three impor-
tant results. First, as

~
z ~

» p, '„ the optical potential
due to the surface plasmons becomes the classical im-
age potential both inside and outside the jellium-
vacuum interface. Second, for z»P, b inside the
jellium, the image potential due to the surface
plasmons is canceled exactly (screened) by bulk-
plasmon contributions to the optical potential re-
sulting from the orthogonality and completeness
relations satisfied by the density fluctuations.
Thus, the vanishing of the image potential inside
the metal results from the same mathematical
feature of the theory which led to the reduction of
the forward-scattering-bulk-plasmon- emission
cross section as described in Sec. IV B. Finally,
Eqs. (127) show that the high-frequency step-den-
sity model leads to the correct semiclassical static
(E= 0) limit despite the fact that we expect X(q, &v-0)
rather than &&(q-0, «&) in Eq. (64) to describe the
quantum theory of this limit. ' Note that this limit
does indeed lead to a local potential. However, it
is purely real and is long range in contrast to
Gersten's predictions. 4 ' 7

The origin of this result lies in our taking the
semiclassical limit in the intermediate states of
the electron's propagation as we11 as the initial
and final states. Gersten's procedure treats
these two types of electronic states in an asym-
metrical fashion. The intermediate electronic
states must be treated quantum mechanically
(either explicitly or implicitly via a dielectric
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function), so that losses are possible, before a
dissipative optical potential can be obtained.

In our quantum theory of the optical potential,
there is an intimate connection between the range
of its nonlocality and its dissipative character.
For exa.mple, if E& h&u~/2'~z, the optical potential
is rea. l. The ra.nge of the nonlocality of the sur-
face and bulk-plasmon contributions to it are de-
termined by

&,=iy, ((=2m [(h(u, /2"') -E]/A']+(k„+q')')"',
(128a)

ff~ = —iy~= 1[2m(h~~ —E)/0 ]+ (k ii+q) }~

(12ab)

respectively. Thus as E-o the potential exhibits
its shortest-range nonlocality. The two contribu-
tions become increasingly nonlocal as E increases
to B(u, = ha~/2'~2 and ha~, respectively. Above the
plasmon-emission threshold, the concept of the
"range" of the nonloca. lity becomes ill defined due
to the osciLLatory character of the e'" ' ' factors
in Eqs. (124). Also note that at the plasmon-emis-
sion threshold energy, the diagonal term of the
optical potential becomes complex. If k =0, the
diagonal term is purely imaginary when E increases
to the extent that

a', (E) = 2m(E —e~,)e'& P'„.
Although the imaginary part of the diagonal terms

of a nonlocal potential [e.g. , ImZ„(z, z; k, E) in

Eq. (124a)] are necessarily associated with a phys-
ical absorptive process, the fact that off-diagonal
elements of such a potential are not real has no
direct physical interpretation. Therefore the evalu-
tion of Z„and Z„ in closed form via Eqs. (124)
and (125) is not our immediate concern. Bather,
we turn in the Sec. VE to an approximate solution
of Eq. (11lb) for the distorted wave basis, in order
to examine the nature of the effective electron-solid
force for electrons which are "far" from the jellium
interface.

E. Electron Motion Far Outside the Surface; Quantum
Derivation of Image Potential

In this section, we give an approximate solution
for electron motion under the influence of the optical
potential. In particular we demonstrate that far
outside the surface the electron moves as if it were
acted upon by the image potential.

If a charged particle is located at a sufficiently
great distance z from a metal surface, no matter
how great the particle's velocity v, the frequency
which characterizes the electric field it induces
at the surface is small, of O(v/z). Consequently,
the induced motion of the electrons in the metal
is adiabatic. Thus we expect the electron effective
potential to be the image potential. The deriva-

tion of the image potential given in Sec. VD applies
only i.n the classical limit m-~, z =0. We derive
a similar result, for a finite-mass moving electron,
but solving the Schrodinger equation [equivalent to
Eq. (111b)]

h k A dE- "+ -, y-„(z)2' 2m dz

=
~

dz Z (z, z; k~~, E) P j(z ) (130)

approximately in the asymptotic region z —~.
We then discuss the possibility of evaluating the
leading correction to the image-force law. In this
asymptotic region, the effective potential varies
rather slowly compared to a fast electron's wave
function. Thus we attempt a WEB-like solution
of Eq. (130) by assuming P;(z) to be of the form

Af(z) = e"&'F;(z),

k~ = (2mE/h —k ) ~

(13 la)

(13lb)

where I'.„is slowly varying in a sense to be defined.
Substituting the ansatz (13la) in Eq. (130), we ob-
tain

2'ppg dz dz
2&k~ " +

dz'Z(z, z';k„, E) e-""'"'F-„(z ) . (132)

We now suppose that two criteria of slowness of
E„'s variation are satisfied:

(133a)

—[ ;( )l = .„dz sh ki
dz Z(z, z;k, E)e'

(134)
We wish to integrate Eq. (134) in the asymptotic
region z —~ and to verify there the satisfaction of
the inequalities (133) a posteriori In the asymp-.
totic region, cf. Eq. (125a), the bulk plasmons
do not contribute to Z, nor, of course, does the
Hartree-Fock potential. Thus we replace Z by

Z„, cf. Eq. (124a), and obtain

[(f dz'Z(z, z';k„, E) e-'""-"&F-„(z')/

f dz Z(z, z;k„E)e ""'-~'F„.(z)] —li «I. (133b)

Thefirst[(133a)] is the criterion for the validity of the

ordinary WEB approximation. The second [(133b)]
permits us to replace F-„(z ) by F„(z) in Eq.
(132); its validity, together with that of (133a),
enables us to approximate the integral equation
(132) by the differential equation
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2 R~
[ lnr-(z)] = ——"' ' dz' e-'"4'-" &

a'z
J.- oo

[in~;(z)] =-

y. d q exp(~Vs ~z z [) -q(l ci+ig'I)
„(2m)' qy,

(135)

Performing the z integration in Eq. (135), we find

(a-ik& iy )s

~de'+ (&.+ r',)]

In order to take the limit of large (negative) z, we make the variable change

which yields

q= fz/q, (137)

1 O'Q 1, ,~ 2m k~, 2N, Q 2k„Q 9 e ~ ~""''
[in+I(z)] =

~3~ 24/z (2„)z q
e

g& 2&/? + +
z qz/zz+ (y + )z

'

VITe have made use of Eqs. (124b) and (131b) in ob-
taining the denominator of the first term on the
right-hand side of Eq. (138). In the limit z -—~,
this denominator approaches a constant 2m+~/h2'
and the second term within the bracket vanishes. ~0

Therefore, in the asymptotic region Eq. (138) re-
duces to

d 2@me3nz' ~ 1 e2"'—[lnE"(z)] =— I-'k

Thus we have established the result stated at.the
outset, provided that the inequalities (133) can be
shown to be valid.

%e therefore proceed to determine the conditions
under which these inequalities are satisfied. Ac-
cording to Eq. (139),

dz dz 4k k~ 48 k~z 4k k~z

,——. (139)
dzQ e o ie m

J (2m)z Q 4h k,z

Integrating and substituting in Eq. (131a) we find
the approximate wave function

(
~a

)8
/

Thus (133a) is satisfied if

2 2 - a/2

kiz» — 1+ 2

(144)

(145)
,
/' g 2e m 1

P-„(z) = expi dz
et

(140)
.For a 40-eV electron, as an example, this requires

By comparison, the lowest-order WEB (continuum)
wave function for an arbitary local potential V(z) is
given by

2m
p(z)=exp i dz' y', ——, V'(z')

where k~ is the asymptotic electron wave vector.
Assuming V(z)«(h k, /2m), we expand the square
root in Eq. (141). This yields

I Pl I
P(z)=exp i dz 0, ——,—V(z)+ ~ ~ ~

j.

(142)

Comparing Eqs. (142) and (140), we see that in the
asymptotic region z ——~, the electron in the case
(140) moves as if it were in a local potential

M (z) =- j dz Z„(z, z; k„,Z) e-"4'-~ ' Z„-(z'),

(147)
in which we use, cf. Eq. (139),

~ ( I) (
I)-ie~m/4h Aq (148)

The integral may be carried out exactly to give (in
terms of incomplete I functions)"

~»0. 3a~ =0. 15 A,

where ae is the Bohr radius. Thus inequality
(133a) is satisfied to distances which are weH within
the distance from the surface at which the image
potential can no longer be a good representation of
the effective potential.

In order to study the satisfaction of the second in-
equality (133b) we must evaluate the integral
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-((sss)&s&ssss r (1
1

[ —i(y, + k„}+q]'-"

( — (&;+ kJ - s)'")
( „...&,

e'""r (- if&, i(y, —0,) z —qz)

8".' r (- is, —i(y. ~ s,) —qz)
) ( )[- i(y, +&.) -q]' "

in which we have defined

r(~, x)—= x -'e "[-1+O(lx)]. (1 53)

That is,

m(z)
&a 2 „ I,2» qY,

We may obtain from Eq. (149) a simpler expres-
sion for M(z), valid in the asymptotic region z- —~,
by using the formula

e m 1
4k k~ 4g~k~

(150) (
2m S&p —2jk q+ 2k~ ~ q

and in which the incomplete andcomplete I functions,
respectively, are given by

r(o, x) = f-dte 'f" ', -

r(o.) =r(o., 0) .
(151)

~ p
(&yss-ss&ssqs 3~P ys ~s@ & (P -(-153)8

m &p

In order to show that the inequality (133b) is satisfied we must demonstrate that M(z- ~) is nearly equal to
z '~ times the integral fdz Z~(z, z;k(), E)e ""' ', which we have already calculated [cf.Eqs. (134) and
(136)]. In the asymptotic region, z '~ times this integral equals

2jy g «g — ——- 2gk q+2k. q2'"
i (»)'qy ' ' O' 3'" ' (y+0)' (154)

Note that for sufficiently large )z t, only the first
terms within the respective brackets of (153) and
(154) contribute. But these terms are identical.
Therefore, at sufficiently large values of Iz ), the
inequality (133b) is satisfied. This completes the
quantum-mechanical demonstration that sufficiently
far outside a solid surface an electron moves as
though it were under the influence of the image po-
tential.

Finally we note that the difference between (153)
and (154) is comparable in magnitude to the second
term in the bracket of (154}. But this latter term
represents a typical correction to the image po-
tential. Thus it appears that the error inherent
in our WEB method is comparable to the magnitude
of the corrections to the image potential. This im-
plies that we cannot utilize a local approximation
to Eq. (130) if we wish to eva, lua. te accurately cor-
rections to the image-force law.

VI. SYNOPSIS

In this paper we have laid the foundation for a
microscopic theory of low-energy electrondiffrac-
tion in which the consequences of both surface and
bulk inelastic loss processes are incorporated in a
natural way. The formalism which we use was
reviewed in Sec. II. In Sec. III, we classified

l

models of the loss processes, related the 3ssump-
tions and construction of the models to each other,
and compared their predictions. In Sec. IV we
demonstrated that one of these models, the high-
frequency step-density model, led natura, lly both
to the semiphenomenologic3l inelastic-collision
model of II.EED' and to the prediction of the ob-
served" reduction in the inelastic forward-scatter-
ing cross sections of keV electrons. In Sec. V, we
developed a distorted-wave theory of ELEED, clas-
sified models of the optical potential used in this
theory, displayed the approximations needed to re-
duce the full theory to models whose use is common
in the literature, and provided a more accurate
evaluation of the electron-electron-interaction in-
duced optical potential as well as the demonstra-
tion that our evaluation of this potential reduced to
the image force in all appropriate limits. The next
logical step in the development of the theory is the
solution to the Schrodinger equation obtained using
our more accurate optical potential and a simple
model of the short-range electron-ion-core inter-
actions.

APPENDIX

one of our principal concerns in this paper has
been to derive vertex functions which permit the
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8Q—=-0 ~ (n w)
8$ 0 (Al)

calculation of electron excitation of bulk and sur-
face plasmons. In Sec. II, we derived such func-
tions within the context of a hydrodynamic theory
of the electron gas, in which dispersive effects
were neglected. In this Appendix we discuss the
inclusion of dispersion.

We find that in order to include dispersive effects,
our description of unforced modes of electron-gas
oscillation only needs minor modification. However,
when we turn on an external field, in the dispersive
theory, we find that the field appears not only as a
source term in the hydrodynamic wave equation,
but al.so in the boundary conditions at the electron-gas's
surface. As a result, when there is dispersion, it
is not straightforward to describe the gas's linear
response in terms of its free-oscillation modes.

The basic equations of hydrodynamics are those
of mass and momentum conservation, respectively,

point is whether or not Eq. (A8) can be construed
to be valid for z ~ Q or only for z & Q.

In more familiar problems that involve dis-
continuous or singular potentials, e. g. , the
quantum-mechanical square well, the matching con-
ditions at the discontinuity are automatically gener-
ated by the differential equation under considera-
tion (Schrodinger's equation in the square-well
case). Boundary conditions need be specified only

at infinity. In the present case, however, matching
conditions cannot consistently be generated by the
differential equation (A8) unless u(z) -0, as z -0
from the right. Otherwise, if u(z) must behave like
a constant times e(z) as z -0', then (dzu/dzz) must
behave like 5 (z) at z = 0, and Eq. (A8) has no solu-
tion. In the case of the surface plasmon, we will
see presently that u(z) is required not to vanish
as z-O'. Thus Eq. (A8) can be construed to hold
only in the interior of the solid, i. e. , for z Q.
Thus Eq. (A8) is rewritten

mno ———no% p —Vp .
8f (A2)

8 Q 2
2

8$
2= —pg+P ~ Q z&Q (A9)

As in the main text, u and w are the electron-den-
sity and velocity fluctuations, no is the ground-state
electron-density profile taken to be

n, (z)=-n e(z), (As)

and P is the induced electrostatic potential, which
solves Poisson's equation,

& p= —4~e u.

The step-density model is completed by the assump-
tion that the pressure fluctuation is given by the
local constitutive relation

and the hydrodynamic theory must be completed by
the introduction of a boundary condition at z=Q'.

The boundary condition which is generally as-
sumed is that the electron velocity in the z direc-
tion must vanish at z= Q'. The rationalization for
this assumption is that electrons must not leave or
enter the solid. It is equivalent, however, to the
requirement that u(z) contain no term proportional
to 5(z), as may be seen by integrating the equa-
tion of continuity (Al) in a pillbox about the surface
z= Q. In any case, whether one chooses to ascribe
the boundary condition

p=mp n, (A5)
so, (0') = 0 (A10)

where the constant P2 is given by

(A8)

a value which is chosen in order that the bulk-
plasmon dispersion relation in the present case
will agree with that of the HPA for the infinite-
electron gas. Note that the fluctuating quantities
u, w, and P are only defined in the occupied half-
space z &Q, whereas P is defined for all values of
z Q

to the confinement of the electron fluid to the solid
or to the absence of any 6-function-like surface-
charge fluctuation, the real motivation for using
Eq. (A10) to fix solutions of Eq. (A9) is that this
procedure yields the correct infinite-wavelength
surface-plasmon frequency.

We first proceed to solve Eqs. (A9) and (A10)
for the surface and bulk modes of plasma oscilla-
tion. Note that the boundary condition (A10) together
with Eq. (A2) implies that

Combining Eqs. (A1) and (A2), we find that

82I " = V (n,Vy)+ V'p.
9

(A7)

cfp
~0

dz 0+ dz 0+
(A11)

Expanding the expression 0 ~ (noVQ) in Eq. (AV),
and substituting Eqs. (A3)-(A5), we obta, in

Using Eq. (A5) and the solution of Poisson's equa-
tion [cf. Eq. (28)j,

, = —H e(z)u+ P'V'u+ —"&(z)
8g ppg dz

The first question that must be answered at this

2 7Te
y(qz~) = ' dz'e "'"' u(qz'~),

g

the condition (All) may be rewritten

(A12)
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du z& C0
~ 00

dz e ' u(qz'u)), (A13)
e&e& g p+ 0

a form which involves only the unknown function g..
We Fourier transform Eq. (A9) in i and t, obtaining

(
— —P q +P 2- uqZ& =0.2 2 2 2 2

P dz

Equations (A13) and (A14) are the well-known linear-
ized hydrodynamic equations for the semi-infinite
electron gas.

A surface mode corresponds to a solution of Eqs.
(A13) and (A14) which vanishes at z= ~. We see
immediately that there is only one possible ansatz
for the charge fluctuation,

u(qzu)) =u, e ", (A16)

@$2 q21/2q
y — —+-

2I32 4 2
' (A16)

Substituting from Eq. (A18) into Eq. (A16), we tind

the surface-mode dispersion relation

where u, is a normalization constant. IThis form
of u(qza) substantiates our earlier remark that for
a surface mode, u(z) -0 as z -0' is not possible. ]
In order that Eq. (A15) be consistent with Eq.
(A14), it is necessary that

u' = u~ +P (q W). —

In order that it be consistent with the boundary con-
dition (A13), however, it must be true that

]
2P q+y

Solving for y, Eq. (A17) yields

tion. . Substituting Eq. (A20) into Eq. (A13), we see
that ~ must satisfy

—(d& qsina+K cosn2

K COSa= ----2-

The resulting value of o. substituted in Eq. (A20)
yields the bulk-mode density fluctuation

gp cosa
u, (qz&u) = ———

q

2P'(q'+Z')
q sinEz -K I+ 2

— cosKz
Q)p

(A23)
Note that in the dispersionless limit (P -0),

choosing the normalization gp cosn =- q, this result
reduces to our earlier one, Eq. (54b) of Sec. IIIB.
The fa,ct that it does not reduce to Gersten's g~
Icf. Eq. (69) of Sec. IIIBI is not an a.ccident; that
ls gllalantee'd by 'tile t)oulldalycoll'dltlon (A10), which
is equivalent to the requirement that u not contain
a term proportional to 5(z).

At this point, we have determined g/l of the solu-
tions of Eqs. (A13) and (A14). In order to show that
they constitute a complete orthogonal set of eigen-
modes, we must define a, scalar product (fl, fz) in
the space of functions f &ati.sfying the boundary
cond''tion (A13), we must then demonstrate that
the operator d /dz is Hermitian in this space.

Evidently, if we choose the "wrong" definition of
the scalar product, the proof of Hermiticity will
fail. If, for example, in analogy to our previous
results, we define

)j„&,), -=-'-' Ie.e 'f, ).)'"' tye('), )&&e)

where the subscript 0 stands for P =- 0, it is easy to
see that

which is Bitchie's hydrodynamic result. The fact
that at q = 0 we find ~ =- —,'~ leads us to identify
the surface mode as the well-known surface plas-
mon; this result, of course, was obtained by the
imposition of the boundary condition (A13).

The bulk-mode solutions to the hydrodynamic
equations also can be found easily. These modes
are expected to vary sinusoidally as z- ~. The
most general bulk mode that can satisfy Eq. (A14)
is thus given by

(A26)

The ausatz with respect to which d /dz is a. Hermi-
tian operator is

OQ

(fl, f,,)8z= "- dz d=. 'fl(z)(e-")' ")

+ e "'*'* ')f,(z') . (A26)

Starting with Eq. (A26), it is easy to verify that

u, (qz(u) = ub sin(Kz + o.), (A20)

where M~ is an arbitrary normalization constant
and n, the phase, is to be determined by the satis-
faction of Eq. (A13). In order that (A20) solve Eq.
(A14), of course, it is necessary that

~' = &u~+ P'(q +K ) . ,

4)~e df1 ), „~, df1dz'e" f,(z')—

x I e e -i,).-)) .
~0

(A2V)

which is the ordinary bulk-plasmon dispersion rela- However, as a consequence of the assumption that
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fl and fE satisfy the boundary condition (A13), the
1'lgllt -llRlld side Of Eq. (A27) VRlllslles, wlllcll IIIlplles
that d'/dE is Hermitian. It also implies that the
solutions to the hydrodynamic equations with p 40
are orthogonal with respect to the condition

(uIP gI~)EE=0, (A28)

This fact raises the question of how the p2=0
limit is approached, for P does not appear explicit-
ly in the definition (A26), and we know that at P =0
the solutions to hydrodynamic equations are ortho-
gonal with respect to the scalar product of Eq.
(A24). This paradox is resolved by the observation
that the P =0 hydrodynamic solutions are in fact
also orthogonal with respect to the scalar product
of Eq. (A26). Thus a P =0 hydrodynamic theory
could have been based on the orthogonality relation
of Eq. (A26) as well as on that of Eq. (A24).

This completes our discussion of the free oscil-
lations of the semi-infinite electron gas within the
hydrodynamic model including dispersion. The
logical next step is to consider the excitation of
these oscillations by an external potential, and, in

particular, to obtain the density-density response
function which is the p 40 extension of that of Eq.
(64).

Turning 011 Rll extel'llal pote11tlRl VEET(x, t) IIlodl-

(d —(0& —p g + p 2 g(/EGAD)(
2 8 22 a~

dz

E
—q VEET(qE&u) . (A30)gc d p

'foal dz

However, the boundary condition (A14) is also
modified by turning on VE», since according to
Eq. (A29) the condition Eq. (A10) now implies that

d VExT
II -= +8~

dE 0+ dE o+ dE ()+
(A31)

As a result of this change in the boundary condition,
the solutions of Eqs. (A30) and (A31) c"nnot simply
be expanded as a linear combination of the solutions
of Eqs. (A13) and (A14). The evaluation of the
bnear-response function in the dispersive hydrody-
namic theory thus requires a modification of the
procedures that are described in the main text, and

for that reason it is not discussed here.

fies the Euler equation (A2) but does not affect the
other hydrodynamic equations (Al), (A4), and (A6).
Equation (A2) is replaced by

mno ——-no«f& -no&VEET —&p,
9f,

(A29)

and, as a result, the wave equation (A14) is replaced
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Mossbauer Effect of 57Fe in Cubic Cd09&Fe002Cr2S4

A. M. van Diepen and R. P. van Stapele
Philips Research Iaboratories, Eindhoven, Netherlands

(Received 8 November 1971)

Mossbauer spectra of Cdp &8Fep p2Cr&S4, taken between 5 and 300 K, reveal that there is a
magnetically induced, temperature-dependent quadrupole interaction below the Curie tempera-
ture (96 K). The observed temperature dependence of eQV«and H~ can be understood in
terms of the combined action of a crystal field, an exchange field, and a spin-
orbit interaction. The following constants are derived: 5 = 6(X /+ p) = 12 cm ', eQV«(0)
=5.75 mm/sec, E „(0)=90 K, ~=62 cm, Q=0. 24& 10 cm, and 2w=0. 83. Within experi-
mental error the principal axis of the electric field gradient is parallel to the hyperfine field.

I. INTRODUCTION

Mossbauer spectra of Fe in FeCraS4 have been
reported by several authors, ' 3 but up till now the
results are not completely understood. The com-
pound has the spinel structure, Fe being at the
tetrahedral A sites. Magnetization data on a single

crystal reveal that below the Curie point the pre-
ferred direction of the magnetization is the [100]
direction. 3 It can be shown that a combination of a
crystal field, an exchange field, and a spin-orbit
interaction then gives rise to an induced electric
field gradient (EFGj at the nucleus, axially symme-
tric around the direction of the hyperfine field


