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A diagrammatic method for calculating the moments of the spectral density for the para-
magnet is presented. The method yields exact results at infinite temperatures and values
for the moments that are correct to lowest order in 1/¢ at finite temperatures, where ¢ is

the effective number of spins in the range of the exchange interaction.

Explicit formulas for

the second and fourth moments for the simple-cubic and body—centered—cublc lattices are pre-

sented.

It is shown that to lowest order in 1/c, the moments {w* ") are proportional to
[5S(S+1)1", with the constants of proportionality independent of spin.

As a consequence, there

is a simple “law of corresponding states” relating the spectral densities for different values

of the spin.
tral density is discussed.

I. INTRODUCTION

The Heisenberg paramagnet is probably the sim-
plest example of a realistic model system that
undergoes a phase transition. As such, it provides
an opportunity to study in detail the dynamical pro-
cesses at the critical point, and to investigate the
validity of theoretical suggestions as to the nature
of these processes, such as the dynamical scaling
“laws.”! Interest in the model is not confined to
the critical behavior, however.

Recent NMR and EPR? measurements have shown
that an accurate treatment of the dynamics at high
temperatures compared to the critical temperature
is necessary to explain, even qualitatively, the
temperature-dependent exchange-narrowed line-
width in materials such as RbMnF; and MnF,. ®
Furthermore, neutron scattering data are available
at high temperatures on RbMnF; with which one can
compare directly theoretical predictions of the
fluctuation spectra.? ®

The early theoretical attempts to understand the
dynamics were limited to® ? semiphenomenological
attempts to relate the fluctuation spectra to the first
two moments of the spectral density, which could
be calculated at T'=«, In addition, numerical cal-
culations have been made of various time-dependent
correlation functions by actually solving the many-
spin equations of motion for a large array of clas-
sical spins on a computer.® % ® In one dimension,
numerical calculations have been made for spin 3
for chains of about ten spins by actually finding the
eigenvalues of the Hamiltonian.® Such approaches
do not confront what we take to be the central the-
oretical task of reducing the many-spin problem
to a tractable form on the basis of physically justi-
fiable approximations, so that reasonably accurate
values for measured parameters can be calculated
and some insight gained into the essential features
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The resummation of diagrams to obtain self-consistent equations for the spec-

of the dynamics.

The first attempt in this direction was made by
Bennett and Martin.!® Their results, although in
principal capable of describing the complete fluctua-
tion spectrum, were limited to a calculation of the
diffusion coefficient, and have never been 'extended.
The approximation that they used has been criticized
by Resibois and DeLeneer, who have calculated,
using a diagrammatic method, the fluctuation spec-
tra at all wave vectors and frequencies, for T'=,
The latter work has recently been extended to finite
temperatures. !

Although the work of Resibois and DeLeneer
meets in many respects the criterion stated above,
the short-wavelength fluctuation spectra predicted
by them at T'=« is, we believe, qualitatively in-
correct, and the diagrammatic expansion they have
used is unnecessarily complicated.

We have developed an alternative theoretical
framework for treating the problem, and introduced,
within that framework, approximations that differ
in their physical content from those of Resibois and
DeLeneer. In the present paper, we derive a dia-
grammatic expansion for the moments of the spec-
tral density. In a subsequent paper, we shall de-
rive equations of motion that effectively sum infinite
subsets of these diagrams, and allow the calcula-
tion of most of the measurable dynamical properties
of the Heisenberg paramagnet.

In Sec. II, we define the mathematical framework
for the calculation, and recall some well-known
exact results. In Sec. III we derive an exact dia-
grammatic expression of the moments at infinite
temperatures. In Sec. IV, the derivation is ex-
tended to all temperatures above the critical tem-
perature, with the restriction that the moments are
evaluated only to lowest order in 1/c. In Sec. V,
we discuss the resummation of diagrams to obtain
calculable expressions for the spectral density.
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II. MATHEMATICAL PRELIMINARIES

The Heisenberg paramagnet is described by the
Heisenberg Hamiltonian,

SC::_% -Z)j ;[Vijs.i . §j: —%E ﬁV(q)g(q) * §(‘£I) ]
iy a

(2.1)

where §¢ is a spin operator, of magnitude S, as-
sociated with the site 7 of a lattice. The components
of the spin operators satisfy the commutation re-
lations

[S::S;]:iéifsi ’

(2.2)
[S},S71=25;;5% .

If a;, a,, a, are the basis vectors for the primitive
cell of the lattice, then we let the operator associated
with any site be identical with the operator at the
site that is translated by #3,, 73, or nd;. The
operator S(q) is defined as N-1/25, ¢~ % §,, where
the summation is over the N=#2 sites of the par-
allelopiped defined by (#d;, na, nds). The exchange
constants V;; can be arbitrary, but depend only on
the relative separation T; ~ T, between sites. V(g)

is defined as

V(q) = Eie-is' (?i-fj) Vij .

The operators S act on the (25 +1) -dimensional
Hilbert space of spin states, which we denote by
H;. Associated with each such space H; is the
space of all bounded operators on H;, which we
denote by V;. V; is of dimension (25 +1)2,

The vector space obtained by taking the tensor
product of the V; for all sites 7 in the parallelopiped
defined previously will be denoted by V. Each ele-
ment of V;, say, S, can be associated with the
element of V defined by I; ®I5+++S¥§**-®I,, where
I; is the identity operator on H;. We will also, for
simplicity, denote this element of V by the symbol
S%.

The Hamiltonian 3¢, which is itself an element of
V, defines a one-parameter Lie group of trans-
formations {v, } that map V onto itself. This trans-
formation is defined by ’

0(f) =v, X 0 = ¢! Mtge /"™
for any element © €V. The generator of the group,
which we will denote by £, is the Liouville operator
for the system. It is an operator from V onto it-
self. The action of £ on any element € €V is ex-
plicitly

gxo0 = ¢ [0,5] ,
where

0y X0 =e it X0

We define the bracket (, ), which is a function
from Ve V to the real line, as
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(4,B)= ((fOB e Ae"™BdT)) . (2.3)
The bracket (( )) denotes an average over the
canonical ensemble, defined by the density matrix
Peg=e™* /Tre**. Thatis, ((©))=Trpe,®. The
traée, of course, is taken over the states of the
Hilbert space H, where H is the direct product of
the spaces H;. It is readily verified that the rela-
tion

(A|B)=(",B),

where A is the adjoint of B defines a complex scalar
product on V so that V with this inner product is a
Hilbert space. From the cyclic invariance of the
trace, it is easy to show that £ is an Hermitian
operator in this Hilbert space:

(Al exB)=(£xA|B) .
Furthermore, one can readily show that
(£x A |BY=(([B,A™])) . (2.4)

This last identity indicates that the matrix elements
of £ can all be expressed as equilibrium averages.
The linear response of the magnetization to an
arbitrary external field, in the paramagnetic re-

gime, is determined by the quantity

2(d, t) = (S*(d, t), S*(-d, 0)) = (5(d, 0)| S*(d, ) ) .

Z(g, 0) has the physical interpretation of being the
isothermal response of the magnetization to a mag-
netic field of strength (guz)~! and wave vector g,
and will be denoted by x(d,0). =(d,¢) describes

the decay of the gth component of the magnetization
in the absence of any external fields. We shall
actually be concerned with the Laplace transform
of =(q, 2),

(@, 2) = fowe“"z(a,t)dt, Imz >0 .

The quantity =(q, z) can be related to the dynamical
susceptibility, defined as

x(d, z)=ifo°°(([s‘(q', 1), S5 (=q,0) )Y et at

(2.5)

By differentiating the expression for =(d, #) with
respect to time, we obtain

Imz >0 .

L 2@ 0--16% 0)|exs*@,0)

= —i(([s(q, ), 5%(-q,0)])) .
Hence
2(q, 2) =[x(d, 2) -x(§, 0)] /iz . (2.6)
Utilizing the definition S(,#) =e*** §(d), we have
2(d, 2) =i S| (z - &)~ [5*(@)) - (2.7)
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Thus, the response function =(d, z) is a diagonal
matrix element of the resolvent operator (z — £)~*.
If we introduce the projection operator P onto the
subspace of V containing linear combinations of
%, it can be shown’ that

2(d, 2) =i (s%(q) | $*(@)) [z - 0(@, 2)]7* ,
where
@(d, 2) =(U - P)£5%(q)| [z - 1 - P)& - P)]™*

x| (1 - P)eSHT)) /x(§,0) . (2.9)

The projection operator P is explicitly ,IS%(q, 0))
X(s*(d,0)1/x(d, 0).

Information about %(q, z) for large z and an ex-
pansion of =(q,¢) in powers of ¢ may be obtained from
the Neumann series for the resolvent operator,

(2.8)

(z-£)t=z"12) z7te). (2.10)
=0
If we insert (2.10) into (2.7) we obtain
(@, 2)=i 2 2"V (s)| £ s*@)) , (2.11)
n=0

which is the Laplace transform of the expansion in
the time dom:ain,

. ) —it n . .
5@n=2 E8 (@) es@) . (2.12)
n=0 *
From (2.6), we have the relation
Rez(q, w+i€) =x"'(d, w)/w . (2.13)

The real and imaginary parts of =(q, w+i€) are re-
lated by the Kramers-Kronig relation, which, in
view of (2.13), can be written as

Sl Y I d ! 7
ImZ(q, w +i€) = %fw X—w%‘i—zﬁ;v . (2.14)
If we expand (w - w’) ™! in powers of (w'/w), and
compare the resultant series with (2.11), we find
the expression for the moments of the spectral
density, x'’(d, w)/w, which we will denote by
("), in terms of matrix elements of the Liouville
operator:

onetf

_ ($*(@)1£" s*q))
x(q,0) :

In fact, the odd moments are all zero, since from
(2.4) we have

(S*(q)] £2*|s*(d))

w™! x"_(ﬁ, w)dw
x(q, 0)

(2.15)

= (([£"xS*@), (L"xS*@N'))

=(=1)"(([L"%SHq), L% SH(-)])) . (2.16)
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But the translation and inversion symmetries of the
Hamiltonian guarantee that (w"),=(w")_,, whereas
the right-hand side of (2.16) is antisymmetric in the
exchange of ¢, —d, and hence must vanish. Sim-
ilarly, we may obtain an expansion of ¢(d, z) for
large z, by utilizing the Neumann expansion of

(z - &)1, where & =( -P)L(I ~P). We find that

(3, 2)= 730 (£xSA@)| £/ | £xS%T)) 2= /x(§, 0)

=2 Qi) ey, (2.17)
n=0 -

It is clear from (2.8) that 2°"(q) and (w?"), are re-

lated. In particular, (w?),=9%q), (w*-(w?)?),

=Q%q). Thus, for large z,

@(d, 2) = (W?)y/z +{w* —(w?), ), /2°+0(1/2°) .
(2.18)

Unlike the expansion (2.11), which may not con-
verge for |z| less than the spectral radius of £,
the expansion in the time domain converges for all
t. In principal then, a calculation of the moments
can be used to determine =(q,#). In practice it is
difficult to calculate more than the first few mo-
ments, so that (2.12) is only useful for short times.

II. DIAGRAMMATIC EXPANSIONS AT INFINITE
TEMPERATURE ’

There are two alternative means of calculating
the moments. One can perform explicitly the
multiple commutations implied by £*" using the
basic relations (2.2), and evaluate the equilibrium
average of the resultant operator. An alternative
scheme consists of inserting a complete set of
states in V between the factors of £, thus repre-
senting the moments as products of matrix ele-
ments of £. The first method is the standard
means, employed in NMR and EPR studies, for the
calculation of the moments, usually at 7' =«. The
second method leads to graphical expressions for
the moments. These have been used extensively
by Resibois and DeLeener, for the case of spin 3.
Although the derivation employed by these authors
is restricted to spin 3, this restriction is not
necessary. Diagrammatic expansions can be ob-
tained for arbitrary spin, by the method we will
outline. A similar method has been discussed by
Wegner. 12

A complete set of states for the space V; can be
obtained from the (25 +1)% tensor operators Y™,
These can be defined in terms of the spin operators
by means of the relation

"‘i" Y',‘"‘t"‘=( —tS;+fo +S;>ﬂ ’

m=-n

where »n runs from 0 to 2S. Any operator in V; can
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be expressed as a linear combination of these op-
erators, and hence any operator in V is a linear
combination of products of these operators. The
set of operators one obtains by taking all possible
products of the Y7" for different i, n, m is there-
fore complete. One can in general construct from
such a set, an orthonormal basis for V. We shall
first do this for the case that T'=«, in order to il-
lustrate the graphical method in the simplest case.
The inner product reduces to

(A|B)~BTrA™B/(2S +1)".

Since the moments do not depend upon a multipli-
cative factor in the definition of the inner product,
we will simply redefine the inner product at 7=
(B=0) to be TrA™B/(25+1)¥, and denote it by
(A|B).. With this definition

<Y’i‘m|Y?:m'>=o =CumOyp Opy O -

The constant C,, can be evaluated by the method
analogous to that outlined in Erdelyi ef al., ! and is

_(2S+1+n)1(!)? 25!
™2+ 1)1(2S -n)! (n-m)l(n+m)!

/(ZS+1) .

(3.1)
The operators

AT =YT"/(C,) 2

are orthonormal. AY is independent of i and is
simply the identity operator on H. The identity
operator on V can be written as

25 m=in
1= lamy e D5 B ar ar|

n=l m=-n

2S m=+n m=+n’

I D>

{i,7} n=1 n'=1 m=z-n m=-n’

A ag™)

X(AAT™ | 4 oee L (8.2)

The notation {i, j} indicates that the sum is to be
taken over all distinct pairs, with ¢#j. The higher-
order.terms contain the sum over triplets, etc.

To obtain the graphical expansion of (w?" e We in-
sert the identity (4. 11) between powers of the op-
erator £. For instance,

(B =N"1Z5 ety (@) AP el{ah).
i

x({a} £]4%%). ,

where {A} denotes the set of all intermediate states.
The intermediate states are represented by lines,
labeled with three indices, (i,%,m). The matrix
elements of £ are the vertices. As an example, we
consider the case that S=3, which is particularly
simple since n=1 for all operators. We will denote
AL = 5% /[45(S +1) 2 by a dotted line, and A}
=%S% /[25(S+1)T'/2 by lines with arrows, an arrow

ANALYTIC
EXPRESSION

MATRIX
ELEMENT

_ i
ERGLYYS -

VERTEX

o) <AILIAAD, .
o) SBILIAS ADw
%SGV, [ -8
d) EAIIAD,,

e) ARAIILIAD

1) AR IR

FIG. 1. Basic vertices at T=w, S=1.

to the left signifying S*, an arrow to the right, S-.
For simplicity, we will suppress the index »n, and
redefine A%'=S*/[25(S+1)]'/2. The basic vertices,
from which all the graphs are composed, are par-
ticular matrix elements of £ and are shown in Fig.
1. More general matrix elements consist of a basic
vertex together with lines representing the same
operator in the initial and final state as in Fig. 2.
The total contribution to (43| £2"1A9) consists of

all the distinct graphs that can be drawn using 2n
basic vertices, beginning with a dotted line at the
left at site ¢, and ending with a dotted line at site

j. Graphs which differ only in the sequence, from
left to right, that the vertices appear, are counted
as distinct. The contribution for a particular graph
is obtained by multiplying all the terms due to the
vertices and summing over all the site indices of
the internal lines. In performing these summations,
one cannot sum freely over all the sites of the lat-
tice for each index, since no two lines appearing in
a particular intermediate state can be associated
with the same site. Furthermore, if the diagram
contains equivalent lines, which are defined to be
lines of the same type (i.e., dotted, left arrow,
right arrow, or more generally, lines having the
same indices » and m) that begin at the same ver-
tex and end at the same vertex, then the contribu-
tion from the diagram must be divided by a sym-
metry number, equal to the factorial of the number
of equivalent lines. If there is more than one set
of equivalent lines, it must be divided by the product
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MATRIX ANALYTIC
ELEMENT | VERTEX | EXPRESSION
PRI, o C 5 LA
'Ck 8, AL ALA

FIG. 2. Example of a general matrix element of £.

of the symmetry numbers for each set. These
factors arise because the indices on each line in an
intermediate state are summed over independently,
so that terms that differ only by a permutation of
the indices on a given set of lines all contribute to
the sum. However, since all these permutations
correspond to the same state, they should only be
counted once. Thus each diagram must be divided
by a factor giving the number of times the diagram
can be taken into itself by permuting the indices of
the equivalent lines in an intermediate state. In
the present case, there can be no diagrams with
equivalent lines. This is not true for general spin
or for T #%, except in the particular approximation
that we shall describe in Sec. IV. The diagrams
contributing to (w?), and (w*), are shown in Fig. 3.
The contribution of Fig. 3(a) is explicitly

3S(S+1) Z’E Ei (V)2 (65, = 05) (855 = 8)

=25(S+1) [6“{) (Vw2 -vi?l (3.3)
and hence
(W)=35(S+1) [V¥0)-V¥g) ], (3.4)

where V¥(d)=3, e V2. The restriction in
(3. 3) on the sums is irrelevant in this case, since
Vix=0. However, in the following expression cor-
responding to Fig 3(c), this restriction does affect
the result:

[5G+ D 21 Vis VorVoum (810 = 541) (Opm = O3)

2,1,0
il , m#1l

X(8p = Oom) (650 = 65;) . (3.5)

These restrictions are inconvenient, since they
prevent the diagrams from being Fourier trans-
formed easily. We shall assume, however, that
the interaction V;; is long ranged, so that the num-
ber of spins in the range of the interaction, which
we denote by ¢, is large. The range is most easily
defined if V; is a constant for |¥; ~T;| < Ry and 0
otherwise, and we shall assume this to be the case,
although we expect our results to hold for more
general potentials and any reasonable definition of
the range. We denote by ¢ the number of sites in
the interaction range. The Weiss limit is defined

len

by the condition that V;;~ 0, ¢ -« in such a way
that V(0) remains constant. In this limit V%) is
o(1/c).

If we ignore the restrictions on the sums appear-
ing in intermediate states, we will make an error
that is of order 1/c compared to the remainder,
since it will effect at most a finite number of terms
in a sum containing ¢ terms. Thus, to order 1/c,
the expression for (w* )¢ can be obtained from Figs.
3(b)-3(f), withthe intermediate states summedfreely
over all sites. For a simple-cubic or body-cen-
tered-cubic lattice, with nearest-neighbor interac-
tions, the contribution to {(w*), corresponding to
Fig. 3(c) is particularly simple, since V;;V, Vy;
=0, and is

25(s+ 1) v30) [v¥0) - v&d)] .

Diagrams with a single dotted line in an intermediate
state contribute to (w®"),, but not to 2%(g), since

the projection operator I —~ P eliminates precisely
these terms. Thus, diagram 3(b), which when
Fourier transformed, is equal to (wa)qz, does not
contribute to Q*d), which for a simple-cubic or
body-centered -cubic lattice is given by

2%q) =35 +1)]?[v¥0) - v¥Q)]
x{2v¥0) + 3[v¥0) - v¥q)]} . (3.6)

The first term in the curly bracket arises from
Figs. 3(c) and 3(d), the remainder from Figs. 3(e)
and 3(f).

An exact result for %) may be obtained by sub-
tracting from (3. 6) the contribution from the terms
that would have been omitted if the restriction had
been honored, which is easily shown to be

-12[3S(S+ 1) F[v¥0)-V¥q) ],

where V4(q)=3 ;e " v}, Note that V(q)
=0(1/c%).

Exact results for the fourth moment at arbitrary
spin are readily obtained, but require the introduc-
tion of an additional set of vertices shown in Fig. 4.

FIG. 3. Diagrams corresponding to second and
fourth moment. (A(1’I£2 IAg) corresponds to (a);
(AY |£4|Ag) corresponds to the sum of diagrams (b)—(f).
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These contribute to the fourth moment through the
diagrams in Fig. 5. We have used double lines to

and the total contribution of all the diagrams in
Fig. 5 is

15(S+1)]2[4 - 3/5(S+1)] [V40) - v4@)] .

The exact fourth moment is the sum of the contri-
bution from the diagrams of Fig. 3, with the re-
striction respected, together with the contribution
from Fig. 5:

w(q)=[3s(s+ 1)

X{ [VZ(0) - v&q)]{2v¥0) +3 [v¥0) - v¥d)]}

—[V*(o)—v‘(a)](hws;ﬁ)} . (3.7)

This result agrees with that calculated directly
from the multiple commutator by Marshall and
Lowde. 1*

Note that the contributions to the moments as-
sociated with the vertices of Fig. 4 are of the same
order in 1/c as the error made in omitting the re-
strictions on the sums corresponding to the dia-
grams in Fig. 3. This will be true also of higher-
order moments and vertices involving A" with
n>1, since such vertices occur only when one of
the operators that would have been associated with
a basic vertex of the type shown in Fig. 1 is on the
same site as an operator associated with an on-
going line [i.e., in Fig. 3(c) the index # is equal to
the index I]. Since any intermediate state will have
a finite number of on-going lines, this situation will
occur at most a finite number of times in a sum over
¢ sites and hence is negligible as ¢~ . We may,
therefore, in calculating the moments to order 1/¢
restrict ourselves to the vertices of Fig. 1.

As a corollary of this observation, we note that
{w?) must be proportional to 35(S+1)". It follows
from (2.11) and the definition of the moments, that
the quantity

¥, 2)=[38(S+ D2 2(q, 2*) /x(@, 0) ,

where z*=z[3S(S +1)]!/2, is independent of spin in
the Weiss limit. There exists, therefore, in this
limit, a “law of corresponding states” relating the
spectral density for different values of spin. This
result has some practical significance since it pro-
vides a justification for the use of computer cal-
culations on a lattice of classical spins in inter-
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represent the operators A%". The contribution of
Fig. 5(a) is explicitly ‘

preting data on real three-dimensional systems,
where ¢ > 6 but S is usually <.

IV. DIAGRAMMATIC EXPANSIONS AT FINITE
TEMPERATURE

The diagrammatic expansions of Sec. III can be
extended to finite temperatures if we work in the
Weiss limit. The operators we have introduced
are not orthonormal at finite temperatures. That
is, (ATIAT )=6;;6,e, since the operators on dif--
ferent sites are uncorrelated. The nonorthogonality
of the basis at finite temperatures is summarized
in the correlation matrix defined by

o([51.[5],) = mCale] alz )

(4.1)
The symbol [‘;‘],, represents a set of indices

Q1 Gy ay,
i 2 in |’

where the i; range through the sites of the lattice
and the a; take the values +1 and 0. The symbol
A[%], denotes the products of the spin operators
corresponding to these indices.

The matrix € corresponds to an operator on V
that relates the inner product at 7=« to the inner
product_at finite temperatures. That is,

Matrix Element Vertex Analytic Expression

B AL B,

Vi Co0 :
TE' 1/3)S(S+) (834 Biksi!]

/
,\<
I

» =

ER\LI8 A,

- =
l/<
\,

;S

3V
2 (s [Bw ]

v

B RILIEED,

ERIPIA,

=

BV

ol pl 2#11 C.
<Ai Ai LQ |Ak Ax 12 i /3)§°s.| [5;1 Su(]

-

x

o
j [
.
X x %
i

RGNS

-

FIG. 4. Additional vertices contributing to the fourth
moment for $>4%.
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k m [}
i --i (a)
~_n .’
Kk m [
OO o
k m [
i : 4 h -=i (e
A n

FIG. 5. The total contribution to 2%(q) arising from
vertices containing operators wii;h an index n=2.
? ’-

LML) (L) o

The operator € commutes with £ since
al
a[2])
1 Jdye
a
0

(ale] oo 4[] ) =o(oxal],
-5 (a[9] |exa[ 2] )
(5 Jeele[s],) -

[

"

(A50)- B2l o]

my factors

The first sum is over all sets of integers such that
n
2 Imy=n,
1=1

and the sum over permutations is the sum over all
of the distinct ways in which the indices [{], can
be distributed into the sets forming the arguments
of the K’s. Clearly, the matrix elements can all
be expressed in terms of K[ %], withn > 2. We
represent

«([s].1:1)

graphically as a vertical line with » horizontal
lines attached to it on the left, and %’ lines attached
on the right. The cumulant averages will be de-
noted by wavy lines linking the various horizontal

[en

The moments can be expressed as

() = BAYNQ) I E7e 1A%g) ),
‘ (A%q)14%q))

or upon inserting a complete set of states,

(4.4)

@ne=p D 2 (4l ela 7] )

k'

x<A[j‘] e |4%) [ wwlava) .
X .

(4.5)

The symbol 2{7] indicates that each index in the
set [¢] is to be summed over its entire range in-
dependently of the other indices, with the exclusion
of any two or more indices on the same site.

From the fluctuation dissipation theorem and the
fact that the moments are all at least O(1/¢), it is
easy to see that

Gl Jalg] ) -o((asT a[5]))

x[1+0(Q1/c)] .

Thus the matrix elements of € can all be calculated
from the equilibrium correlation functions. We can
define the cumulant averages, of a set of operators
[#],, whichv. = denot: by K[%],, recursively by
means of the definition

‘:j 1}{1{[ ZP] = } . KIU‘;P]" . (4.6)

m, factors) m, factors

—

lines, where the number of wavy lines will be one
less than the index of the cumulant average. The
wavy lines are intended to indicate the order of
magnitude of the cumulants in 1/c, which may be
estimated using the diagrammatic expansion of the
equilibrium averages introduced by Stinchcombe
et al.'® Each line represents a power of 1/c (see
Fig. 6). The matrix element (A% £"|A[%]). is
equal to the sum of all infinite-temperature dia-
grams beginning on the left with a dotted line and
ending on the right with % lines of the type de-
termined by the set @. The matrix elements

([51:L51)

connect these with wavy lines along the vertical
line. A typical graph is shown in Fig. 7. We note
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—k—"‘—- FIG. 6. Diagrammatic representa~
''''''' ﬁ_}_(___ tions of the equilibrium correlations.
“TIITKe

that the contribution from the term for which =1
in Eq. (4.5) is simply the infinite-temperature re-
sult. An expansion in 8 can be obtained by keeping
a finite number of terms in the sum over % in (4.5),
and expanding the correlation functions in powers
of B.

We wish to keep only those terms in the sum
(4.5) that are of the same order in 1/¢ as the in-
finite-temperature value of the moments. This can
be accomplished by simply neglecting all the cumu-
lants K, with »>2. To see why this is so, consider
the graph for (cu")a shown in Fig. 8, involving a
K3 term.

The intermediate lines have been labeled with in-
dices corresponding to a particular choice of the
& functions appearing in the vertices, so that the
contribution corresponding to the diagram in Fig.

8 is only part of the total contribution from the dia-
gram with the structure of Fig. 8 but composed of
vertices in which both lines entering or leaving a
vertex have free indices. We shall call a diagram
in which the 6 functions have been eliminated a re-
duced part. The order of magnitude, in 1/c, of the
reduced part may be estimated most easily by in-
spections of the dual of the graph composed of the
dynamical vertices, which is obtained by replacing
the vertices by lines and the lines by points. The

lines arising from the correlations are left as lines.

> K3

K2

FIG. 7. A contribution to (Agl-&:mlAg), for which &
=7 in the sum (4.5). The block denotes a matrix element
AL AZ], .
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In the combined graphs, Fig. 8(b), all the lines,
whether they arise from the correlations or the dy-
namical vertices, are of order 1/c. The order of
magnitude of the graph is simply 1/c to a power
equal to the difference between the number of lines
and the number of free summations, in this case
(1/c)*, which is a factor of 1/c smaller than the
high-temperature graph for which ; #%#. Note that
the summation over the index % in Fig. 8 leaves the
order of magnitude of the graph unchanged, where-
as a summation over a vertex with three or more
lines will lower the order of the graph by at least

a factor of 1/c. Since the only terms arising from
the correlations that can lead to vertices in the
combined graph at which only two lines enter are
those arising from K,, only those terms need be
considered.

The approximation of € by the terms involving
only K, allows a great simplification of the problem
of calculating the moments. Furthermore, the
restriction on € arising from the fact that it must
commute with £ is actually sufficient to determine
K, uniquely! Consider the graphical expansion of
the identity

e ookl

(4.7)

—

(b)

FIG. 8. A temperature-dependent contribution to
(Ag 1£41 ALY involving a cumulant average k3. The graph
in (b) is dual of that in (a), in which the dynamical ver-
tices have been replaced by lines, and the solid or dotted
lines by points. The contribution of this graph is a fac-
tor of 1/¢ smaller than the infinite-temperature matrix
elements.
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first for the case that the set [%'], is null, and then
for the general case. Since £/4%)=0, (4.7) reduces
to

25, L)) e (2], 0) -

(4.8)

A typical term in the graphical expansion corre-
sponding to (4. 8) is shown in Fig. 9. For fixed in-
dices ¢, j, k, this diagram must be summed over
the index?. There are, however, five other dia-
grams that also can contribute for the same values
of i, j, k. These are obtained by replacing the dia-
gram in the dotted box of Fig. 9(a) by the diagrams
9(b)-9(f). In order for (4.8) to hold, we must have
that the sum of the contributions from these dia-
grams is zero. In performing the summation over
the diagrams 9(e) and 9(f), one must omit the terms
for which the summation indices / or m are equal
to other indices appearing on the vertical line, since
these terms are not contained in (4.8). Let us de-
note the wavy line which represents ((449%)) by
pli =4). ¥ i=j, p(0)=1. If we lift the restrictions
on the sums in the diagrams 9(d)-9(f), then the ad-
ditional terms that are added by lifting the restric-
tion are equal, to order 1/c, to the contribution
from the diagrams 9(a)-9(c). For instance, the
term for which 7 =j in diagram 9(d) and the term
for which [ =4 in diagram 9(f) combine to give

[38(S+ 1) /220 V4; (8,0 = 8.i) plm — ) ,

which is precisely the contribution of Fig 9(c).
The terms that are added, inwhich bothindices

1, m in Figs. 9(d)-9(f) are equal to the index to
which they are connected by a wavy line, combine
to give no contribution. There are terms that do
not cancel identically, resulting from the indices
1, m being equal to one of the indices in [{], to
which they are not connected by a wavy line 1=k
in diagram 9(d), for instance]. These, however,
are at least 0(1/¢%), which is at least one factor
of 1/c smaller than the total contribution of the
diagrams, and may be neglected. Thus, the con-
tribution from all the diagrams 7(a)-7(c) is given,
to lowest order in 1/c, by

[$w+nrﬂ§ZJnAwu—mppU—ﬁMm—m

+(bgz — Opm) P =) plme ~35)
+ (5 = 8;1) pl =) plm —R)] .

In order to satisfy (4.8), (4.9) must be zero for all
i, j, k such that ;#j+#k. However, it is easily seen
that (4. 9) vanishes whenever any two indices are
equal, so with no loss of generality, we can require
that (4. 9) vanish for all values of the indices i, j,

k. This is equivalent to the following equation for

(4.9)

len

i
[K — e TS 0m
2K«l——————>——} k——/7 }
= -—-- - - -1 b I
Fea T Tz
FTTSTooIs ::5‘*! (b)
Il ! m_ I| i
kel —+ -/ TSN m

. : |4
b

FIG. 9. (a) A general term in the graphical expansion
of (4.24). The section of the diagram in the dotted box
can be replaced by any of the diagrams (b)—(f). The com-
plete matrix element is the sum of all six diagrams
formed in this way.

all 4y, dp ds such that Gy +d,+ds=0:
(V@) - V(@] p(@) p(d) + [V(dy) — V(ds)] p(dy) p(dy)

+[V(dy) - V(@) ] p(dy) p(ds) =0 . (4.10)
We observe that if p(q) is of the form
p(@) =[ay+a, V(D™ (4.11)

then (4.10) will be identically satisfied since we
will have

p(@) —p(@2) = @, [V(Ty) - V(@) p(@2) pld) - (4.12)
Equation (4.12), together with the condition

N Dpl@)=1,

which was used in the derivation of (4.10), specifies
a one-parameter family of equilibrium correlation
functions.

Let us consider Eq. (4.7) for arbitrary states
[¢], and [¢'],=[?],. We will have then, instead of
(4.8), the analogous expression with [0] replaced
by [9];. A typical term in the matrix element
A%],1£€1A%). may be represented by the diagram
of Fig. 10(a). A contribution to the same matrix

(4.13)
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element of C£ is shown in Fig. 10(b). According

to (4.7), when diagrams of the type 10(a) are
summed over all intermediate states, the result is
10(b). The matrix element of £ appearing in 10(a)
contains one elementary vertex, so that the number
of lines appearing in the intermediate state is either
B+lork-1,
is connected to the dotted line at the site ¢, -the ma-
trix element vanishes, by the result just demon-
strated. The only diagrams possible, therefore,

J

Unless one of the lines of that vertex

are shown in Figs. 10(c)-10(e). Thus, diagram
10(b) must be equal to the sum of diagrams 10(c)—
10(e). We observe that the correlations involving
lines entering from different sides of the vertical
line include the term for which the two indices are
identical, since they correspond to different states,
and that omitting the restrictions on the index [ in
diagrams 10(d) and 10(e) includes diagram 10(c).
We have, therefore, that the following will hold if
(4.7) does:

BSS+ D)2, Vi B = 84) pT —K) plm =5)= [38(S + 1) 225,20, Vo [(Bem — b)) 0T =) pi =)

+(0; =8, pl —K)pli-m)]. (4.14)

This need only hold for j#%, but again is valid for j =%, and hence is equivalent to the requirement that the

following will hold for all ;, d:

NR[3S(s+ D2V (G,) - V(do)] p(d2) p ()= N2 [38( + DIV 2{ [V(G) - V(G +d2)] p(d; +T2) p(G1)

+[V (@ +dy) - V(@) ]p@+dz)p(@)} . 4.15)

Equation (4.15) is identical to the condition (4.10), and places no further restrictions on p(g). The param-

eter a, can be identified by using the exact relation

A @) AGD €] A+ T = 1 A'E) A" @) ]2 A°@ +T)
= B4 +39, A=A (=@ 1))

={B[ES(S+ 1) 2N 2 [p(G) - p(G2)].

The term on the left of (4.15) is precisely the ma-
trix element in (4.16) calculated diagrammatically.
Using (4.12) we have therefore that a,= — B5[S(S
+1]. @, can be evaluated from the identity

p@| =[838(6+1]7x0,0)=[a1+ 0 VO] .
(4.17)
Hence, (4.11) becomes

1

1/x+V(0)- Vi) ’ (4.18)

plg)=[BsS(S+ 1]
where x=x(0,0).

The correlation function (4.18), together with the
condition (4.13), completely specifies the spherical
model solution for p(g), which has been shown by
Brout, 1® on the basis of a diagrammatic analysis
of the correlation functions in the canonical en-
semble, to be asymptotically correct in the limit
c-», We emphasize that it has been derived here
from the dynamical condition (4.5), evaluated in
the limit ¢ - «, assuming that the cumulant func-
tions K,, n >2, were higher order in 1/c than K,
and that K, was of order 1/c. It is surprising that
such weak assumptions should lead to such a strong
result, but there are well-known precedents for
this. The nonlinear Boltzmann equation, whichcan

(4.16)

be derived from the exact dynamics as an asymp-
totic expansion in the density, has as an equilib-
rium solution a two-parameter family of distribu-
tions that can be identified with the Fermi-Dirac

or Bose-Einstein distributions when the parameters
are related to the chemical potential and the tem-
perature. The close parallel of that result with

the present diagrammatic derivation will be evident
in a subsequent paper, where (4.10) and (4. 15) are
rederived using kinetic equations.

Equation (4.18) has also been derived!” !¢ on the
basis of what has been called “the random-phase
approximation” (RPA) and the fluctuation dissipa-
tion theorem. The RPA can be justified as being
exact in the limit'® ? ¢ — « in the presence of a
spontaneous magnetization, so that it is not unex-
pected that (4.18) can be derived using it. The
derivation has a serious inconsistency, however,
in that it assumes that all dynamical correlations
vanish in order to calculate the equilibrium cor-
relations. The present derivation is more satis-
factory, in that it assumes only an order of mag-
nitude for the equilibrium correlation function, in
order to calculate it.

Resibois and DeLeneer have derived results
whose physical content appears to be identical
with the implication of (4.10), namely, that the
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FIG. 10, (a) A general matrix element (A[§],I£C1AD.;
(b) general matrix element (A[F],1C £1A})«; (c)—(f) the
only nonvanishing diagrams corresponding to (a). The
sum of the diagrams (c)—(f) is equal to the diagram (b).

Liouville operator when calculated to lowest order
in 1/c propagates unchanged the equilibrium cor-
relations that are lowest order in 1/c. There does
not appear to be any relation in their theory similar
to (4.15) and (4.16) that would restrict the equi-
librium correlation function to the spherical model,
and indeed, they use for p(q) the expression

plg)=[1-pS(S +1)V(g)]™?, (4.19)

which is less accurate than (4.18), and does not
satisfy (4.13).

The equivalence of diagram 10(b) with the sum of
diagrams 10(c)-10(e) allows one to eliminate the
equilibrium correlation matrix € from the diagram
entirely, in favor of a temperature-dependent ver -
tex function. Consider, for instance, the diagrams
representing the nonzero matrix elements of

SHIES IH Y]

From the results above, these can only be of the
types shown in Figs. 11(a)-11(d), and furthermore,
diagrams 11(a)-11(c) can be combined to give Fig.
11(e). In order to cast Fig. 11(d) in the sameform
as Fig. 11(e), that is, with the matrix elements of .

the correlation operator on the left, we define the
function

p7t (1 -§) =N D, TFE [p(g)] T, (4. 20)
which satisfies
2imp ™t G =m) plm ~5)=6(i —j) . (4.21)

We will represent this function by an x appearing
on a line (i.e.,t ——x--4%), Then 11(d) can be
written as 11(f), with the matrix elements of C ap-
pearing to the left. We observe that the two dia-

* grams 11(a) and 11(d) are the only ones that exist

in the high-temperature limit, and that the section
of the diagram to the right of the vertical line in
11(e) is precisely the high-temperature limit of
11(a). By moving the line representing the cor-
relation matrix elements to the left, one sees that
the effect of the correlations is simply to replace
all the left vertices in the infinite-temperature dia-
grams by renormalized vertices, the renormalized
vertex representing the diagram and analytical ex-
pression corresponding to the section of diagram
11(f) that is enclosed in the dotted box, and to re-
place the initial dotted line at site 7 by p(i —3").

The analytic expression corresponding to a par-

A

(d)
———4————3
R
CIIIIZID p———
l— ot
———
: |

: i s
| - K ——>—

(b) )y
e
R 3 (e)
TOIIITH -
e s IIIIB
m_J ;
k ’, n :_ ________ :

(c)

FIG. 11. (a)=(d) The nonvanishing diagrams corre-
sponding to (A[§1,1£2€ 141 Y«; (a)=(c) combine to yield
(e); (d) and (f) are equivalent diagrams. The effect of
the equilibrium correlations in an arbitrary diagram is
the replacement of the left vertices by the renormalized
vertex shown in the dotted box in (f).



5
VERTEX ANALYTIC EXPRESSION.
i—*--Ci:::: 2 " (i-0Vma[ 31~ Sl p(m= p -k
FIG. 12. The diagrams for a renormalized vertex and

its analytic expression.

ticular renormalized vertex is given in Fig. 12,
Since it is clear that there is no antisymmetry in
the theory between right and left (the line repre-
senting the correlations could have been started on
the left and moved to the right), one could as well

replace left vertex by right vertex in the above para-

graph, and initial line by final line. Indeed, the re-
sults we have derived have their simplest physical
interpretation if one renormalizes both vertices.
Since there are no restrictions on the summations,
the diagrams can most conveniently be expressed
directly in the Fourier-transformed variable. We
summarize the above results in a set of rules for
calculating the moments with both vertices renor-
malized.

Rules for Calculation of {w?"),

(1) Draw all distinct graphs beginning on the left
and ending on the right with a dotted line that can
be constructed from 2 of the basic vertices. Two
graphs that differ in the sequence, from left to
right, that the vertices occur are considered dis-
tinct.

(2) Label the initial and final lines with the mo-
mentum index q. Label all internal lines with in-
dices q;.

(3) Associate with each vertex the appropriate
analytic'expression, taken from Fig. 13, and take
their product.

(4) Sum over all indices q;.

The rules as we have outlined them are precisely
what one would obtain if one regards the set of op-
erators

II p(d'i)““aA[f] =i [ “]
(1, ad, q4,

J

(W¥),=3S(S+ 1)N"Zq} [Vig") -vig—q"Ppla") pla -q") plg)™* .

The expression for Q%g) is

SPIN FLUCTUATIONS IN HEISENBERG PARAMAGNETS. I... 233

as an orthonormal set in the inner product
(AIB)s=p"'(AIB). That is, we write the identity
operator as

I=]A%)(a%| + 3 zl’ |A%(@))(A*H(§)] p@)

i=-

f=+41 i’=41

1 - YRy
+ﬁ'E 21 A%@) AT (@)
L izl § =1

X(ATHE@) A™ (@) @) o@D+ -+, (4.22)
and then insert this expression for the identity op-
erator between powers of £ in the definition (4. 6).
In calculating the matrix elements, we would then
assume that the following is true:

e 1ol [ [5) ([ (&)
o (4.23)

In fact, of course, (4.23) is not correct, even if
we calculate the matrix elements to lowest order
in 1/c. For instance, (A%g)A%(-¢)IA°®#0. What
we have shown, however, is that the terms coming
from the nonorthogonality of the A [?i‘] cancel, to
order 1/c, in calculating the moments, so that one
may simply regard (4. 22) and (4. 23) as valid in an
operational sense.

The states IA[%],) can be thought of as repre-
senting a state of the system in which » independent
fluctuations of wave vector ¢, *«+ g, are superim-
posed on the thermal equilibrium background. The
sole effect of the presence of correlations in equi-
librium, in the present approximation, is to change
the rate at which these modes decay into one another,
as given by the matrix elements of £. From the
analytic expressions accompanying Fig. 11, it is
clear that the correlations act to enhance the prob-
ability of a decay into those fluctuations for which
p(q) is largest, i.e., the critical fluctuations.

Using these rules, we have for the second mo-
ment the expression

Q%g)=3S(S+1)N"? Z,,? [(Vig-q") - V(g P(w?) plg") pla-q") plg) !

+2[3S(S + 1)]2N'2§ E Vig-4")-vig"vig") -vig-q"-q""]

x[Vig +q¢")-Vig-q' -d' N Vig') -Va) ] pla") pla') pla —q" =" ) pl)™* .

The integral in (4. 24) can be calculated explicitly
for the simple-cubic lattice with nearest-neighbor
interactions and is

(4.24)
(4. 25)
[
(w?),=12072[(1/x| V(0)] +1)6 -1]
x[V0) - VE@)]p@) ™" . (4.26)
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FIG. 13. The basic renormalized vertices in the mo~-
mentum representation.

The formula holds for both the ferromagnet and the
antiferromagnet, with x replaced by the staggered
susceptibility for the antiferromagnet. © is defined
as | V(0)I83S(S+1).
" The diagrams we have constructed are super-
ficially similar to those used by Resibois and
DeLeneer, but the rules for calculation are sig-
nificantly different. Resibois and DeLeneer have
used basis states, which they denote by 1{x }),
that do not span V. As a result, a matrix “ele-
ment” of £, in their terminology, is an operator
on V, and the diagrams represent sequences of op-
erators. We see no advantage in this procedure,
as their rules of calculation are significantly more
complicated than the ones we present. Further-
more, by separating the Liouville operator into a
transverse and longitudinal part, they introduce
additional vertices, those with two “semiconnection
bonds, ” not present in our theory. This separation
is clearly artificial in the paramagnetic regime.
A further objection is the limitation of the theory to
=3, which obscures the simple dependence of the
moments on the spin in the Weiss limit. The dia-
grammatic method developed by Wegner differs
from the one we have described in the definition of
the inner product at finite temperatures and the
treatment of the operators ¥™ with » >1, at all
temperatures. An effect of the former difference
is to introduce a vertex that does not involve any
change in the number of modes, which is not pres-
ent in our theory, and which vanishes at infinite
temperatures. The latter difference obscures the
simplicity of the Weiss limit.

len

V. RESUMMATION OF DIAGRAMS

The moment expansion (2.12) when carried out to
any finite number of terms allows one to approx-
imate the relaxation function Z(g, #) by a polynomial
in ¢, Such an approximation is valid only for times
sufficiently short that one can neglect the remainder
of the terms in the series. If one wants expressions
for Z(g, t) valid for arbitrary times, it is necessary
to sum an infinite number of terms in the moment
expansion. One of the virtues of the diagrammatic
method of calculating the moments is that it enables
one to do this readily. Unfortunately there is no
small parameter in the problem with which to select
some subset of the diagrams and assert that it is
the dominant contribution. The parameter ¢ will
not do since all the diagrams contributing to
(w?), are proportional to ¢™". The criterion for
the success of any resummation procedure must
therefore rest upon a comparison of the results
for (g, t) with experiment, and the derivation will
need to appeal to intuitive notions about the relative
significance of the physical processes corresponding
to different sequences of diagrams.

The most straightforward resummation consists
of combining all those diagrams that differ only in
the sequence, from left to right, that the vertices
appear. This may be accomplished by choosing one
such diagram, and assigning to each vertex a time
t; with the vertex £, to the right of #;. Since

[Faty--- [T at,=t"/nt
0 tn-l

the correct time-dependent factor associated with
the diagram is obtained by integrating over all
times in the region 0<¢; <+ ¢,<¢, i.e., by inte-
grating over that wedge of the hypercube for which
the sequence of the vertices is unchanged as the
t; vary. If we leave the labels affixed to the ver-
tices, and consider a diagram that differs only in
the sequence in which the vertices occur, it will
correspond to integrating over a different wedge
of the hypercube. Since exchanging the relative
positions of two vertices leaves a diagram un-
changed if and only if they are not connected by a
line, we can account for all the possible time or-
derings of a particular diagram by introducing a
factor O©(f; —¢;) for each line joining a vertex at ¢,

t2 3
o_____n*e____f
ig t5

FIG. 14. Time labeled diagram contributing to the
sixth moment. The diagram includes the contribution
from the six time~independent diagrams differing in the
order of the vertices labeled ¢y~¢5.
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to one at #;, and integrating over the full hyper-
cube. Having made the association of the factor
O(# — ;) with each line, we then regard all dia-
grams that differ only in their time ordering as
equivalent. For instance, the diagram of Fig. 14
contributes a time-dependent factor

¢ tg tg te to tg o
0 0 t; 21 ty ty

and corresponds to the 41/212! =6 time-independent
diagrams that are obtained by permuting the order
in which the vertices labeled ¢, and ¢3 occur with
respect to those labeled ¢, and #;. A further resum-
mation can now be obtained in the manner described
by Resibois and DeLeneer and by Wegner. A
diagonal subdiagram is defined as a section of a
diagram that begins and ends with the same line.

A general diagram can be reduced to its skeleton
by removing all diagonal subdiagrams, and a dia-
gram that corresponds to its skeleton is said to be
irreducible. The entire set of diagrams may be
obtained by inserting, for each line of all the ir-
reducible diagrams, all possible diagonal subdia-

I... 235

grams. The sum of all possible diagonal subdia-
grams corresponding to a line labeled with the in-
dex ¢ is just =(g,?)/x(g,0). Hence we have the re-
sult that the entire series is obtained by (1) con-
structing all possible irreducible diagrams using
the vertices of Fig. 13, (2) assigning a time label
to each vertex and multiplying the contribution from
the vertices by a factor of ©(¢t; —#;)Z(qy, t; —¢;)/
X(g;, 0) for each line labeled by g; between the ver-
tices at time #; and #;, and (3) multiplying by (-1)",
where 2 is the number of vertices, integrating over
all intermediate times and summing over all in-
termediate momenta.

Approximations to this series are obtained by
summing only a finite number of the irreducible
diagrams. The approximate equations of Kawasaki,
of Resibois and DeLeneer, ! of Wegner, }? and of
Blume and Hubbard?® all correspond to using the
simplest irreducible diagram, Fig. 3(a). Ina
subsequent paper, we will discuss an alternative
resummation procedure that makes use of a set of
kinetic equations and leads to self-consistent equa-
tions for the vertex function, rather than the prop-
agator.
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