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The half-filled extended Hubbard model (containing nearest-neighbor interaction) is considered at
strong coupling in fourth-order perturbation theory. The ground-state energies in the spin- and charge-
density-wave phases and the resulting phase diagram are calculated in various dimensions: here d =1,
d = o, high dimensions (d >>1), and d =2,3 are discussed separately. In d =1 it is shown that, for
U 2 6, fourth-order perturbation theory leads to excellent agreement with existing Monte Carlo data.
Second-order perturbation theory alone is valid only at unrealistically large values of U and V. In
d = «, one needs fourth-order perturbation theory to obtain any nontrivial contribution to the phase di-
agram at all. As a consequence the fourth-order corrections to the ground-state energy and to the phase
diagram are large also in d =2,3. The formalism used to obtain the perturbative expansion is discussed

in an appendix.

I. INTRODUCTION

The Hubbard model, introduced independently in 1963
by Hubbard, Gutzwiller, and Kanamori! is perhaps the
simplest model for the description of interacting electrons
on a lattice. Its Hamiltonian describes itinerant electrons
on a lattice with local (i.e., on-site) interaction. The im-
portance of the Hubbard model is illustrated by the rich-
ness of its phase diagram. Its introduction' was motivat-
ed by the study of ferromagnetism.>* Since then it has
been used to describe widely different physical phenome-
na, such as antiferromagnetism,* paramagnetism,’® incom-
mensurate spin-density waves,® the metal-insulator transi-
tion,”® and, more recently, high-T, superconductivity.g’ 10

The Hubbard Hamiltonian as it stands can be derived
only under rather drastic assumptions. This has been
stressed already by Hubbard in his original derivation.’
Many overlap matrix elements, some of which may ap-
preciably change the phase diagram, are neglected. The
largest of these is the matrix element for nearest-neighbor
Coulomb repulsion. If the Hubbard model is generalized
to include also this nearest-neighbor interaction one ob-
tains the so-called extended Hubbard model.

The goal of this paper is to investigate the extended
Hubbard model at strong interaction (U,V >>t), using
strong-coupling perturbation theory. Of particular in-
terest will be the calculation of the ground-state energy
and the T=0 phase diagram at half filling. It will be
pointed out below that second-order perturbation theory
alone is relevant only for unrealistically large values of
the interaction. One therefore has to use at least fourth-
order perturbation theory to obtain a quantitatively accu-
rate description. In this paper we explain the method
and present its results.

The Hamiltonian of the extended Hubbard model has
the form

H=H,+Hy+H,+H,, (1.1)
where
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Here c,-t, (c;,) creates (destroys) an electron with spin o at
site i, n;, =c¢;,¢;,, n; =n;,+n;;, and d is the space dimen-
sion. The grand canonical Hamiltonian (1.1) describes
hopping of electrons (H,), interacting with each other
through on-site (Hy) and nearest-neighbor (Hy) Coulomb
repulsion. For simplicity we assume that the lattice has a
(hyper-) cubical structure. The prefactor in Hy, is chosen
such that, if V is kept fixed, a meaningful result is ob-
tained even for d — .!! Similarly we use the scaling
t=1t*/V'2d to obtain a meaningful result for H, in all di-
mensions.!? In this paper we consider only Coulomb
repulsion (U >0 and V =0). We investigate the extended
Hubbard model as a function of U at the fixed ratio

v=V/U.

In this notation the original Hubbard model corresponds
to the special case ¥ =0, or v =0, in (1.1). The half-filled
band corresponds to a chemical potential p=5U+2V.
In the sum over bonds (ij) it is understood that i and j
are nearest neighbors and that every bond is counted only
once. In contrast, the notation (ij), used in H,, indicates
that the bond directions (ij) and {ji) are counted as
distinct.

On the basis of previous studies, both at weak and at
strong coupling, the ground-state phase diagram of the
half-filled extended Hubbard model is at least qualitative-
ly clear. If the ratio v=V¥ /U is sufficiently large the sys-
tem is in a charge-density-wave (CDW) phase, if v is
small it is in the spin-density-wave (SDW) phase. The
phase boundary v.(U) between these phases'? is approxi-
mately located at v ~1. In fact this phase boundary is
precisely located at v =1 both for U0 (i.e., at weak cou-
pling,'*'5) and for U— o, if the kinetic energy H, is sim-
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ply neglected.'® Deviations e, =v.(U)—1 from the line
v=1 become apparent only if one calculates the correc-
tions to the leading behavior. This can be done most
easily at strong coupling, using strong-coupling perturba-
tion theory up to second order in ¢ /U. In this way it can
be shown that the line v, =1 is not exact in any dimen-
siond < .

However, at the level of second-order (strong-coupling)
perturbation theory several issues remain unclear. For
instance in high dimensions (i.e., d = ), there is no devi-
ation from the line v=1 in second-order perturbation
theory, either at strong or at weak coupling.” Thus
second-order perturbation theory yields no information
on the magnitude or even the sign of €, in d =w. Two
questions to be answered in higher dimensions (d X 3) are
therefore: (i) What happens in d = «, where €. vanishes
in second-order perturbation theory? Is in this case
€. >0, g, <0, or perhaps exactly €.(U)=0 for all U? And
(ii) if €, is so small at large U in d = o, what does this im-
ply for finite dimensions, such as d =3?

There exist open problems, too, in low dimensions.
For instance, in d =1 the deviation of the exact phase
boundary from v =1 has been investigated by Hirsch'® in
a Monte Carlo simulation. In this simulation Hirsch
determined €,(U) up to U/t=8. He found that £,>0
for all values of U/t considered, so that the actual phase
boundary is slightly shifted upward relative to the line
v=1. He also noticed that the simulation had not yet
reached the asymptotic regime, i.e., that the data at
U /t =8 could not be explained quantitatively by second-
order perturbation theory. Two of the questions left in
the one-dimensional system are: (iii) Can one explain
Hirsch’s Monte Carlo data quantitatively if one goes to
higher orders in perturbation theory? And (iv) actually
how large is the asymptotic regime, where second-order
perturbation theory alone is valid?

To answer these questions we calculate the ground-
state energy of the extended Hubbard model at strong
coupling in fourth-order perturbation theory. Special at-
tention will then be paid to the phase boundary between
the CDW and SDW phases, or rather to the deviation ¢,
of the phase boundary from the line v =1. The deviation
€. is physically more interesting than the leading term
v=1, since €, contains information concerning the fluc-
tuations in the CDW and SDW phases or, equivalently,
concerning the ground-state energies of the Heisenberg
antiferromagnet and more complicated quantum spin
models.

It will become apparent below that the fourth-order
corrections to the ground-state energy and to €, are im-
portant in any dimension. These corrections cannot be
neglected if one seeks quantitative agreement with ob-
served data at realistic values of U and V.

To substantiate these ideas we proceed as follows.
First, in Sec. II, we present the effective Hamiltonian for
the extended Hubbard model in the SDW phase up to
fourth order in perturbation theory. We also give the ex-
plicit ground-state energy in the CDW phase up to fourth
order. The ground-state energy for the SDW phase and
the resulting phase diagram are discussed in Sec. III

(d=1), Sec. IV (d =), Sec. V (the 1/d expansion), and
Sec. VI (d=2,3). We end with a summary and a discus-
sion. Technical calculations are deferred to the appen-
dixes.

II. EFFECTIVE HAMILTONIAN
AT STRONG COUPLING

To leading order in U and ¥ the kinetic energy is negli-
gible (of relative order U ~!) compared to the remaining
terms in (1.1), so that the Hamiltonian can be approxi-
mated by Hy=Hy+Hy+H,. In any dimensiond 21 it
can easily be proved!® that the ground state of this model
at half filling has the CDW form (with all the electrons
on either the 4 or the B sublattice) provided that v > ;.
Alternatively, if v <1, the ground state is highly degen-
erate, with all sites singly occupied. The corresponding
ground-state energies are

EPV=INU (v>1),
EPV=NV (v<]),

where W is the number of sites on the lattice. The correc-
tions due to the hopping term H, give rise to antiferro-
magnetic coupling in the phase without doubly occupied
sites. This phase will therefore be referred to as the spin-
density-wave phase throughout.

In order to study the corrections to the ground-state
phase diagram due to hopping one can employ strong-
coupling perturbation theory. The calculation proceeds
in three steps. First one calculates an effective Hamil-
tonian that describes the dynamics at strong coupling.
The effective Hamiltonian has a different form in the
CDW and SDW phases. In the second step one then cal-
culates the ground-state energy, assuming the system is in
one of these two phases. Thirdly one compares both en-
ergies; the line in the phase diagram where they are equal
then defines the phase boundary between the CDW and
the SDW. In this section we concentrate on the first step.
The calculation of ground-state energies and of the phase
boundary will be presented in later sections for the vari-
ous dimensions separately.

Strong-coupling perturbation theory for the Hubbard
model (v=0) has been developed and worked out to
second order by Harris and Lange'® and worked out to
fourth order by Takahashi.?® The basic idea of Harris
and Lange is to transform from the {c; ,c;,} fermions to
new particles {E,-t, ,Ci»}» whose hopping leaves the number
of doubly occupied sites invariant. The effective Hamil-
tonian at low temperatures is then obtained by restricting
consideration to the subspace without doubly occupied
sites.

Similarly one can apply this method to the extended
Hubbard model by requiring that the hopping of the new
particles leaves the extended Hubbard interaction H,, in-
variant. This has been done by several authors in
second-order perturbation theory'®!#22 and will be ex-
tended here to higher order. The main difference be-
tween strong-coupling perturbation theory in the stan-
dard and the extended Hubbard model is that in the ex-
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tended model the number of different excitation energies
is larger, and that hopping processes with zero excitation
energy (which play a special role in the standard model)
do not occur. Technical details are presented in the ap-
pendixes. The method is presented in Appendix A,
where it is shown that the effective Hamiltonian can be
determined recursively to any desired order in perturba-
tion theory. An explicit form for the effective Hamiltoni-
an in the CDW or SDW phase is derived in Appendix B.
In this section we present the results.

A. The CDW phase

In the CDW case the ground state of the Hamiltonian
Hy=Hy+Hy,+H, is unique (up to global symmetries).
Consequently the ‘“effective Hamiltonian” in this single
state is simply a real number. In this case the effective
Hamiltonian is therefore equal to the ground-state ener-
gy. From Appendix B it follows that to fourth order in

perturbation theory the ground state energy ESPV is
given by
oW — ar | 1qr__ (*P/U
E§PY =N |4U— s T | 2.1)
where the fourth-order term T, is given by
N A WA A
Yo v@—1/d)-1P
x 4—1/d 1—-1/d
v(4—1/d)—1 v(4—3/d)—1
B 1 _ 4(1—1/2d) 2.2
4vd(2—1/d) 4v(2—1/d)—1 )

This result is valid in all dimensions d = 1. Since all odd
orders in perturbation theory vanish (as for the Hubbard
model?®?*24) the expression (2.1) for E§PY is accurate up
to O[(t*)°/U*].

B. The SDW phase

In the SDW phase the ground state of H|, is highly de-
generate: any state without doubly occupied sites has the
same energy NV. In this subspace of states without dou-
ble occupancy the effective Hamiltonian, found in Ap-
pendix B, works as a genuine operator. The result can
most easily by expressed in terms of Hermitian operators
Q;;» which are in a simple way related to the Heisenberg
interaction on the bond (ij ), namely

2 cmcmcjo Ciy (2.3a)

where S; represents the standard Heisenberg spin at site i.

In terms of the operators Q;; the effective Hamiltonian
in the spin-density-wave phase takes a different form in
d =1 and in dimensions d > 1. The reason is that loop di-
agrams contribute in higher dimensions but not in the
linear chain. In d =1 the effective Hamiltonian is

Hf=NV_%JOZQi,i+I—%J1ZQi,i+2’ 2.4)
where
412
=———4

Jo= Ty 4
4

J = 4t3(1+v)3 ) 2.5)

U°(1—v)

The pure Heisenberg interaction [second term in the
right-hand side of Eq. (2.4)] has been obtained be-
fore!®2122 in second-order perturbation theory. From
(2.4) and (2.5) it is clear that the fourth-order terms have
two effects: they reduce the coupling constant obtained
from second-order perturbation theory (first term in Jy)
and they lead to frustration [the J; term in (2.4)]. It is in-
tuitively clear that this tends to raise the ground-state en-
ergy of the SDW state.

In all higher dimensions (d = 2) the effective Hamiltoni-
an takes the form

H,=NV—%J2; 0,
(ij

U3 D (0120317023014 —C13Q2)
{0}
P 4
C t*D
+——— i i+ ;.3 i+ri—71" (26)
U3 5 TEiTQ +7,i+ U3 § Qr+ A
where
2 4
j=— 4 4B @.7)

U(l—v/d) Ul

and the constants 4, B, C, and D have been defined in
Appendix B [see below Eq. (B10)]. Here 7 and 7’ are lat-
tice vectors connecting a site to one of its 2d neighbors,
and “[J” represents a plaquette. Each plaquette is count-
ed only once; the four sites {1,2,3,4} represent its four
corners in clockwise or anticlockwise order. Since A4, B,
C, and D are in general positive, we find that B and C
tend to stabilize the SDW whereas 4 and D tend to des-
tabilize it. The physical consequences of the fourth-order
corrections will be investigated below, first for the linear
chain (d =1), then in infinite (d = «) and in high (d >>1)
dimensions, and finally for lower-dimensional lattices
(d=2,3).

III. PHASE DIAGRAM FOR THE LINEAR CHAIN

In this section, we calculate the ground-state energies
in the CDW and SDW phases. By comparing them we
determine the phase diagram of the linear chain.

The ground-state energy in the CDW phase follows
from (2.1) as

212 (1202430 —1)*
Bv—1U  vB3v—134—1U3

ESPY =N |1U—

>

(3.1

which again is exact up to O(¢°/U*).
The effective Hamiltonian in the SDW phase is given
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in (2.4). The J, term in (2.4) is small compared to the J,,
term and can therefore be treated in perturbation theory.
In the absence of the J, term (2.4) has the form of the (ex-
actly solved) antiferromagnetic (AFM) Heisenberg chain.
From the exact solution by Bethe ansatz?’ we know that

(Qi,,-+1)=21n2 or (S,-'S,-_,.l):%—lnz .

The correction due to the J, term is therefore known if
one can determine the next-nearest-neighbor spin interac-
tion (Q,;4,), or (S;-S,,,), where the average is calcu-
lated in the ground state of the AFM Heisenberg chain.
Fortunately this correlation function is known; it has
been calculated by Takahashi?® from the Lieb-Wu solu-
tion of the one-dimensional Hubbard model.>* He finds
that (S;S;,,)=1[1—161n2+9£(3)]. We would like to
add that this correlation function contains more physical
information than just the nearest-neighbor spin interac-
tion. For instance, it is easy to show that Takahashi’s re-
sult is equivalent to the statement that the covariance of
Heisenberg interactions S;'S; on neighboring bonds is
given by

((8;°8;41)(8; 41°S; 42) N =2£(3)—1In2—(1n2)? .

Hence the correlation coefficient between S;-S;,; and
S; +1°S; 4, is approximately given by —0.709 33, which
reveals a strong coupling between neighboring bonds. In
classical terms the negative correlation implies that if the
“angle” between S; and S;.; is smaller than expected
then most likely the “angle” between S; ., and S, ., is
larger than expected.

Putting all the information together one obtains for the
ground-state energy in the spin-density-wave phase:

4¢21n2 t*(1+v)
EPY =NV +9603)———3
0 ) ¢ )U3(1—v)3

TTa-v) o 32)

again valid up to O(¢3/U*).
Equations (3.1) and (3.2) reduce near v =1 to

ESPY ~w [tu—— 4 456t (3.32)
0 27 (14+6e)U g '
4t%n2 ¢
EPPV ~N |V ———"—=+108¢3)— | , .
0 1—e)U &( )U3 (3.3b)
where we introduced a small parameter e=v—1. The

phase boundary between the SDW and CDW phases is
determined by the criterion that both energies in (3.3a)
and (3.3b) are equal. One finds that the phase boundary
is determined by

e, =4(2In2—1)(t/U)?
—[108£(3)+40—128 In2— 128(In2)?](¢ /U )*

~1.545(t /U)*—19.60(t /U )* . (3.4)

It immediately catches the eye that the prefactor of the
(t /U)* term is rather large.

Next we compare our result (3.4) to the Monte Carlo
data of Hirsch,!® first at U/t =6 and then at U/t =8. In
either case the Monte Carlo (MC) data for ¢, lie below
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the value €.(2) predicted by second-order perturbation
theory, in agreement with Eq. (3.4).

For U /t=6 the MC data are in very good agreement
with fourth-order perturbation theory: I find a value
€.(2+4)=0.0278, which is approximately 7% higher
than the Monte Carlo result'® £,(MC)=0.026010.0010.
For comparison, the result €,(2) of second-order pertur-
bation theory turns out to be 65% larger than £,(MC), so
that the fourth-order terms lead to a significant improve-
ment. However, this excellent agreement in fourth-order
perturbation theory may be somewhat fortuitous since
for U /t ~6 the assumption that higher-order corrections
are small may not be justified.

At U/t=38, Eq. (3.4) predicts a SDW-CDW transition
for €.(2+4)=~0.019 36, which is about 20% lower than
the result of second-order perturbation theory, €.(2)
=~0.0241. On the other hand in the Monte Carlo simula-
tion?® one finds that the system is clearly in the SDW
phase for ¥.=4.10 and clearly in the CDW phase for
V.=4.20, so that a SDW-CDW transition is expected to
occur at ¥, =4.1510.05, or £.(MC)=0.019+0.006. As
one can see, the expected location of the transition at
£.(MC)=0.019 is in excellent agreement with the predic-
tions of fourth-order perturbation theory, suggesting that
the actual error bars in the MC data are much smaller
than the estimate given above.?® Obviously it would be
desirable to redo the simulation at U/t =8 with greater
accuracy, in order to determine numerically how good
fourth-order perturbation theory really is at such physi-
cally interesting values of U /1.

In order to estimate the region of validity of fourth-
order perturbation theory one needs to know the
influence of higher-order perturbative corrections. For-
tunately, in d =1, rough estimates are possible without
calculating these corrections explicitly. For example, the
influence of the sixth-order terms can be estimated from
Takahashi’s?’ asymptotic expansion for the ground-state
energy of the (standard) Hubbard model (v =0). Here the
sixth-order terms are smaller than the fourth-order terms
by a factor of 10 for U/t=8. The relative size of the
sixth-order term in the extended Hubbard model is prob-
ably larger since the excitation energies are smaller. As a
consequence the uncertainty in €,(2+4) could be as large
as 10%. In view of this uncertainty one expects that a
more accurate calculation of the transition at U/t =38
would yield a value for £,(MC) between 0.0170 and
0.0210.

As a last remark I would like to point out that one has
to go to very large values of U/t (probably unattainable
in a Monte Carlo simulation) before second-order pertur-
bation theory alone gives accurate predictions for ¥, or
€.. It follows from (3.4) that one has to go to U/t~16
before the second-order result is correct within 5% and
to U/t =36 to obtain a precision of 1%. This shows that
the asymptotic regime, where second-order perturbation
theory alone is sufficient, corresponds to unrealistically
large values of the interaction.

IV. PHASE DIAGRAM IN INFINITE DIMENSIONS

The case of infinite dimensions (d = «) is somewhat
special since, as we shall see below, the leading term in €,
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[which is in general proportional to (¢*/U)?] vanishes.
The phase boundary is therefore much closer to the line
=1Uind = o than in lower dimensions.

The ground-state energy in the CDW phase follows
from (2.1) as

(t*)
(4o —1)U

(240 —1)(¢*)*

EPY =N LU~
0 2 (40 —1)%(8v —1)U3

’

4.1)

where we neglected all contributions of O(1/d). The
hopping amplitude has been scaled as t =t */V'2d as usu-
al. Note that ESPY is explicitly v dependent.

The corrections to the ground-state energy in the SDW
phase are independent of v since the excitation energies
contain v only to O(1/d). Calculation of the expectation
value (H/), with H, given by (2.6), is easy, since spin-
flip processes contribute only to O(1/d) and can be
neglected. Hence only the Ising terms in (2.6) survive:

"’Qu 2 nta(l

Furthermore the term proportional to D in (2.6) is of
0O(1/d) and can be neglected. The ground state of the
remaining spin Hamiltonian is simply the Néel state since
we assume t* /U << 1. In the Néel state the expectation
value of the C term is zero, so that only the J and A4
terms remain. To calculate the J term we note that each
bond variable Q,-‘]‘-' equals unity in the Néel state; in total
there are Nd bonds, each of which is counted twice.
Similarly, in the A term, there are +/Nd(d —1) plaquettes,
each of which gives a contribution of 2 to the sum over
“0O”. Consequently

ESPY =MV —1Jd +t*4d(d —1)/U?)
(E*2 (%)
=N|V— ’
o + o | 4.2)

where we used the explicit form of J and A4, see (2.7) and
(B10). The ground-state energy of the standard Hubbard
miodel (v=0) in d = x (Ref. 28) is contained in (4.2) as a
special case.

We can now compare the two energies (4.1) and (4.2).
Near the mean-field line v =1 one obtains

that the separation line is located at

¢ = § (tt )4
(4 3 U4

Hence the leading term, proportional to (¢*)2/U?, van-
ishes in d = w0, thus yielding a much smaller deviation
from the mean-field line than in lower dimensions. It is
also noteworthy that the direction of the deviation is
again towards larger V (as in d =1), so that in d = «, too,
the SDW phase is stabilized by the hopping.

(4.4)

V. THE 1/d EXPANSION

In this section we investigate how the phase boundary,
defined by €., moves away from the infinite-dimensional
result (4.4) as the dimension is lowered. This can be done
systematically by calculating the ground-state energies
ESPY and E§PY in a 1/d expansion. As we shall see, the
1/d corrections to the d = « results are relatively large.

The ground-state energy for the CDW near v =1 fol-

lows from (2.1) as

oW a1 gr (%) | S 3
ESPY /N=1U T 1+—2§+4d2 £ 4+d
(¢*y |11 , 169 , 1027
+ —+ ) 5'1
Ud | 3  36d 21642 6D

where we introduced the small parameter e=v —1 and

kept all relevant terms up to O(1/d?). Note that the con-
vergence of ESPY as a function of 1/d is rather slow, il-
lustrating that fluctuations yield important contributions
in physically interesting dimensions (d =2, 3).

The 1/d expansion for the ground-state energy
in the SDW phase is obtained by expanding the effective
Hamiltonian (2.6) around the Ising limit: the spin-flip
terms in (2.6) are treated as a small perturbation. The
1/d expansion is formally very similar to the expansions
in transverse coupling (see, e.g., Refs. 29,30,31,32) which
have been developed for the Heisenberg antiferromagnet.
We will carry out the 1/d expansion up to fourth order in
perturbation theory (again using the methods of Appen-
dix A), which yields values for E3P¥ and ¢, correct up to
o(1/d%

To perform the 1/d expansion we split up the Hamil-
tonian (2.6) into two parts, the Ising part HY 7 and the

SDW
Ep

*)2 4 spin-flip part H
EW = [1y— L _ IR gy W
(1+4e)U 3 U H,=H/+H7, (5.2)
where as usual e=v —4. Comparison with (4.2) shows  where
J
N— 1 Ny t*c N t*D N
Hf=NV—3J 3 Qi+ 2 (QH0N +030N% — Q13Q24)+ 3 2 Qv T3 2 Qikri—r (5.3)
() {a] U’ i rrsr U %7
and
t*C t*D
H]S=—%J2Qg+ 3 2 Qis+1-’,i+f._ 3 2Q§+T,i—f
(ij) U [ U ir
S (%05, +0%0% — 0003, +0%0% + 03,00 — 01,08 +0%,03,+050%, —0%h0%) . (54

3
U (o)
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The expectation value of the Ising part is again given by
(4.2), where the constants J and 4 now have to be evalu-
ated up to the O(1/d?) terms. The result is

Ny =y D v v
(HY)YIN=V——— gt
*\4 2__
+(tU3) 1+ 1*‘;9”+3°';2 v (5.5)

Evaluation of the spin-flip part (H ;g ) can be done in
fourth-order perturbation theory, again using the
methods of Appendix A. Technical details can be found
in Appendix C. Here we give only the result:

(t*)?
44U

v+3 (+*)?
d U?

24y
d

1+

(H]?)/./V=— 8+

(5.6)

By combining (5.5) and (5.6) one finds the following result
for the ground-state energy in the SDW phase:

.2 v+i vitu/a+ 2
ESDW N=V— (z*) 4 32
o /. U 1+ 4 + PP
*\4 2
+ (t*) 1+ 3+9v+ 30v°+5v ’ 5.7)
U3 d d?

which is exact up to O(1/d? and O[(¢*)°/U*. Note
that, as for ESP™, the convergence of ESPY as a function
of 1/d is rather slow.

Comparison of (5.1) and (5.7) yields an expression for
the deviation ¢, from the line v =%. The result, correct
up to O(1/d? and O[(t*)°/U%]is:

_(t*)?

8(¢*)*
E. =
4dU?

3U*

x
8d

65 91
96d 72d?

+

(5.8)

Note that the 1/d corrections to the leading (t* /U)? and
(t* /U)* terms are appreciable, showing that the stability
of the SDW phase near v = depends sensitively on di-
mension. On the other hand, it should also be em-
phasized that the 1/d corrections are not so large as to
make application of (5.8) in physical dimensions (d =2,3)
meaningless. In fact the 1/d corrections in (5.8) are
significantly smaller than those for ESPY and ESPW in
Egs. (5.1) and (5.7).

A comment on the ratio of the second- and fourth-
order terms in (5.8) is in order. The fact that the second-
order term vanishes in d = « is reflected in its small pre-
factor in finite dimensions (x 1/d). As a consequence one
has to go to rather large values of U /¢* in order that the
second order dominates the fourth. We estimate on the
basis of (5.8) that the crossover occurs in higher dimen-
sions near U /t*~Vv'10d, which diverges for d » . In
d=3, the crossover occurs at U/t*=~5.5 (.e.,
U/t=13.5); in d=2 it occurs at U/t*=~2.3 (e,
U/t=4.6). This demonstrates clearly that in two- or
three-dimensional systems, as in d =1, the fourth order in
perturbation theory must be taken into account in order

to calculate the CDW/SDW phase diagram quantitative-
ly for physically reasonable values of U.

VI. QUALITY OF THE 1/d EXPANSION IN d =2,3

In the previous section we calculated the ground-state
energy and the phase diagram in a 1/d expansion. In this
section we will give a critical discussion of the relevance
of these 1/d results for physically interesting dimensions
(d=2,3).

The ground-state energy in the SDW phase follows
from the 1/d expansion by inserting d=2,3 into (5.7).
One finds that:

d=2:
147 | v , v? | (t*)?
SDW — U — = = | =7
Eq"" /N=V 128+16+4 U
5, 23v , 1502 | (¢*)*
ottt el (6.1a)
d=3
105 , 13v , v? | (z*)?
SDW VI Bt —_-
Eg" /N=V 96 * 36 9 U
2 *\4
+ |24 320 4 1007 7S (6.1b)
9 3 U3

Similarly the position of the phase boundary can be ob-
tained by inserting d =2,3 into (5.8). The result is

*\2 *\4
d=2: sc=23(t )2 199(1 4) (6.2a)
128U 216U
%32 *\4
d=3 ¢ =30 1643(°) (6.2b)
288U 972U

In the CDW phase the ground-state energy in d =2,3 can
be obtained either from the 1/d expansion [see Eq. (5.1)]
or from the exact expression for ESPY, accurate to
O[(¢*)°/U*], which was given in (2.1).

Obviously the results from the 1/d expansion are accu-
rate in higher dimensions, but it is not a priori clear
whether they are also accurate in d =2,3. To obtain
more insight into the validity of the 1/d results for €, and
E3PV it is helpful to perform a few checks.

First consider €.. The basic question is: how large is
the error in €, due to the fact that we used the 1/d ap-
proximation for the ground-state energy instead of the
exact expressions for E,, accurate to O[(¢*)°/U*], in
d=2,3? To estimate this error we recall that €_ in (6.2a)
and (6.2b) was calculated using the 1/d approximation
for ESPY. Alternatively one can calculate the deviation
€. obtained by using the exact result (2.1) for ESPY in
d=2,3. The difference between ¢, and €, then yields a
measure for the error in €., induced by the 1/d approxi-
mation. The calculation of €, is straightforward. One
finds in d =2 and d =3 respectively:

8!
Ze —0.8848)

* (tt)4
£, U?

2
+10.81—7]4— ,

d=2:

(6.3a)
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U U

€

(6.3b)

This result shows that the error made in d=2 is
significantly larger than in d=3: For U/t*>6 the es-
timated error due to the 1/d approximation is < 18% in
d=2 and 6% in d=3. For U/t*2>7 the errors are
S12% ind=2and $5% ind =3.

Next we calculate the ground-state energy of the
Heisenberg antiferromagnet in the 1/d approximation,
and compare the outcome to known results in d =2,3.
The ground-state energy of the Heisenberg model can be
obtained from the first term, of O[(z*)?/U], with v =0.
In d=2 one obtains the estimate (S;-S,,, )~—0.324,
which is about 3.5% higher than the best estimates from
series expansions or variational methods: (S;-S,, )
~—0.335(£1).* From (5.7) one obtains in d =3 the es-
timate (S;-S; )~ —0.297, which agrees very well with
results from 1/S expansions ({S;-S;,,)~—0.301).%*
These results show that the 1/d expansion is still reason-
ably accurate for calculating the ground-state energy of
the Heisenberg model in d =2,3. Obviously the expan-
sion is more accurate in d =3 than in d =2.

On the basis of these tests I conclude that the 1/d ex-
pansion, when applied in d =3, yields accurate predic-
tions for ground-state properties. Furthermore, when ap-
plied in d =2, the 1/d expansion is definitely less accu-
rate than in d =3, but the typical errors are still rather
small (of the order of 10-15 % for €.). Thus the 1/d ex-
pansion appears to be very useful for the calculation of
ground-state properties in both three- and two-
dimensional systems.

VII. SUMMARY AND DISCUSSION

I start with the summary. I considered the extended
Hubbard model (i.e., the one-band Hubbard model in-
cluding nearest-neighbor interaction) at half filling on a
d-dimensional (hyper-)cubical lattice. I determined the
ground-state energy in the SDW and CDW phases at
strong coupling up to fourth order in perturbation theory
and used the results to calculate the boundary between
the two phases in the ground-state phase diagram. Re-
sults were obtained for various dimensions; the special
cases d =1, d = o, the 1/d expansion, and d =2,3 were
discussed separately.

The location of the phase boundary in the ground-state
phase diagram can be expressed most conveniently in
terms of the deviation €, =v, — 1 from the line v=1, as
discussed in the Introduction. Generally speaking ¢, de-
pends sensitively on the strength of the interaction and
on dimension. Both in lower and in higher dimensions,
second-order perturbation theory alone cannot explain ¢,
at physically realistic values of the interaction.

The one-dimensional model is special since loop dia-
grams (which contribute in higher dimensions) do not
occur. Moreover d =1 is the only dimension in which €,
is smaller in fourth- than in second-order perturbation
theory. In all other dimensions the fourth-order terms
enhance €.. One can compare the results in d =1 with
the Monte Carlo data of Hirsch.!® If the fourth-order
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corrections are included excellent agreement with the
Monte Carlo data is obtained even at moderately strong
coupling (U /t=6,8). This is to be compared with the re-
sult from second-order perturbation theory, which is
~65% larger than the data for U/t=6 and =~25%
larger for U/t=8. However, the error bars on the MC
data at U/t=38 are too large to present definitive con-
clusions concerning the quality of fourth-order perturba-
tion theory for such values of the interaction. More ac-
curate MC data at U/t R 8 would therefore be highly
desirable.

In d =« the most remarkable result is that the exact
separation line at strong coupling is very close to the
mean-field line, since the quadratic terms [proportional to
(t*/U)?] in €. vanish. For example, €. at U/t*=6 in
d = oo is smaller than the corresponding value in d =2 or
d =3 by an order of magnitude.

The transition from high to low dimensions has been
studied in a systematic 1/d expansion. As a result one
finds that lowering the dimension strongly increases the
deviation €, from the mean-field line. The fact that €, de-
pends sensitively on dimension also implies that a 1/d ex-
pansion up to O(1/d?) cannot be applied in too low di-
mensions, such as d =1. On the basis of several tests I ar-
gued that the 1/d expansion leads to reliable results in
d =3 and is moderately accurate in d =2.

Next I discuss my results. I performed a perturbation
expansion up to fourth order in ¢* /U and, in the context
of the 1/d expansion, up to fourth order in the transverse
coupling. I argued repeatedly that the fourth order is in-
dispensable for the calculation of physical quantities at
realistic values of the interaction. In d =1 it is particu-
larly clear that the fourth order is absolutely required to
explain the Monte Carlo data at U/t=6 and U /t=38. In
fact, I estimated that the regime where second-order per-
turbation theory alone can accurately describe €, starts
only at U/t 2 16. In higher dimensions the situation is
even clearer: the second-order result for €, is so small (it
vanishes for d — «) that the fourth order is necessary to
obtain any nontrivial result at all.

Concerning the sign of the deviation €,: Throughout I
found that €, is positive, as it is in the one-dimensional
model. One might speculate whether €. might under
suitable circumstances become negative, implying that
the CDW (not the SDW) is stabilized by the hopping.
This phenomenon could occur, e.g., at intermediate
values of U and V. The most likely dimension for this to
happen is d = 0, because one knows already that €, is
positive in low dimensions!®¢ and that €, is generally
smaller for large U and ¥V in high than in low dimensions.
Probably the only way to find out whether €, <0 can
occur would be to perform a Monte Carlo simulation.

In this paper I could compare my results only to
Monte Carlo simulations in d =1. In fact there exist also
simulations carried out in two dimensions,>® but here €,
was estimated only for U /t*=2, which is too small to be
explained by the t /U expansion. An extension of the cal-
culations of Ref. 36 to larger values of U/t would be
valuable, but it is clear that such an extension may be
difficult in d =2.

The work reported in this paper can be extended in
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various directions. At half filling and T=0 other in-
teresting quantities [like correlation functions and the
n(k) distribution] can be calculated. Furthermore one
can apply the same methods to other fillings (like quarter
filling) and to attractive U and/or V. Another extension
would be to consider positive temperatures. For exam-
ple, one could calculate the critical temperature of the
fourth-order effective Hamiltonian in the SDW phase us-
ing a 1/d expansion, similar to the work by Fisher and
Gaunt®? on the Ising model.

In closing I would liked to attract attention to an in-
teresting mathematical question conceming the large-U
expansmn, that was not addressed in this paper. Ind =1
it is known?’ that the ground-state energy of the Hubbard
model as a function of ¢ /U is a Taylor series with a finite
radius of convergence. To my knowledge no such state-
ment has been proved for the extended Hubbard model in
d=1 orin fact in any d > 1. Still, it seems likely that the
(extended) Hubbard model has a finite radius of conver-
gence at strong coupling in all dimensions. It would be
interesting if the analytical properties of the ground-state
energy at large U and V could be clarified, possibly with
the use of the recursion relations derived in Appendix A.
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APPENDIX A: DERIVATION OF THE EFFECTIVE
HAMILTONIAN

In this Appendix we derive an effective Hamiltonian
for the extended Hubbard model at strong coupling. The
method used is a streamlined version of the method of
Harris and Lange,! which is here considered to all orders
of perturbation theory. It is shown that the various
terms in the perturbation expansion of the effective Ham-
iltonian can be calculated recursively. Although we focus
on the extended Hubbard model the formalism is more
generally applicable.

The basic idea of the method of Harris and Lange is to
apply a canonical transformation from the fermions c;, to
new particles T;,:

cly =¢S5, (A1)
where the operator S(¢) is anti-Hermitian. The transfor-
mation is chosen such that the hopping of the new parti-
cles leaves the interaction term H(c) invariant. Here
H,(7) is given by Hy=Hy +Hy+H, in (1.1) with ¢;, re-
placed by ¢;,. The basic idea is to split up the Hamiltoni-
an into two parts,
H=e5[H,(€)+Hy(z)]e 5@
=H,(T)+H,y(T) . (A2)

The rationale behind this is that, at low temperatures
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(T << V), it suffices to take into account only the ground
state of Hy(¢). The effective Hamiltonian at low tempera-
tures is therefore simply given by H,(?).

The requirement that H(?) is a constant of the motion
is formally expressed by

0=[H,H,(T)]=[H/(€),Hy©)] . (A3)

In order to solve this equation, which fixes S(¢), we ex-

pand S(¢) and H,(¢) in a power series in ¢ /U:

- e @ 1 , _

S@)=3 H/(?)= ¥ ——H,[E),
n=1 n=1 U

As we shall see below, both S, (¢) and H,,(¢) are of order

t". In this manner one obtains a systematic expansion of

the operators S(¢) and H/(?) in powers of ¢ /U. The nth

order contributions, S,(¢) and H,,(¢), can be calculated

successively from the equations

0=[H,,(2),Ho(®)] (n=1,2,...).

(A4)

(A5)

Starting from these equations, Harris and Lange deter-
mined H,,(¢) for n=1 and 2. Below we shall see that
H, () can in principle be calculated recursively to arbi-
trary order in perturbation theory.

In order to obtain an explicit expression for H,,(¢) in
terms of the operators S,(¢) we introduce the shorthand
notation

[0,0,-:0,-,0,]=[0,,[0,,...[0,-,0,]...]]

(A6)

for the nth order commutator of the operators
O,,...,0,. For n=1 we use the convention [0,]=0,.
With these definitions the general commutation relation

o
eS(c)Xe—S(c)_ 2

m=0

—Ismx)

can be applied to S(¢) in (A4) to yield
e am |
8(¢) S(T) =
e> ' Xe =3
n=0 u"
where C,(X) is for n > 1 defined by

n

0= 3 5 3 [S,, -

=1 {n|+~-~+nm=n]

C,(X), (A7)

S, X] (n21)

(A8)
and Cy(X)=X. As a consequence
H=e5®[H,(c)+Hy(T)]e 5@
- 1

=2

—C,(H,+H,)
= ur

=H,+ 2

n=1

L (C,(Hy /U +C,_(H,)}

Comparison with (A2) shows that H,,(¢) is given by

H, (c)=— C #(Ho(€))+C, _(H,(T)) . (A9)
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This equation relates the nth-order hopping process
H,,(?) to the as yet unknown operators S,(¢), . . . , S, (@)

The operators S,(¢), ... ,S,(¢) are determined by the
requirement (AS5) that the interaction is a constant of the
motion. Insertion of (A9) into (AS5) yields the following
restriction on S, (2):

0=[H,,C,(Hy)+UC,_,(H,)]

=[H,,[S,,H,]+C,(Hy)+UC,_,(H,)], (Al0)
where we split up C,(X) into its (m=1) component
[S,,X] and the rest: C,(X)=[S,,X]+C,(X). To solve
(A10) we decompose H,(¢) into hopping processes with
the property that they change H,(¢) by an amount AU:

H,= 2 TA.; [TA,HO]:_A’UTA .
rAEA
The summation variable A takes values in the (finite) set
A. Obviously such a decomposition is always possible,
J

}"Snkzsank__ —L~ 2

m=2 m! n ot +n, =n
Ayt A=A
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since the number of different hopping processes is finite.
As a consequence a similar decomposition is possible for
the operators S, (¢):

2 Snk;

AEA,

[SuaHo]=—AUS,; ,

where A now takes values in the (finite) set A,. In general
A, will be different for different values of n. This decom-
position allows us to solve (A10) for general n. The solu-
tion has the property S,,=0 (so that effectively 0& A, for
all n) and for A50:

1
S =—P
ni A
Here P, is the projection operator onto the subset of hop-
ping processes that change H, by AU. If one inserts the
explicit form of C, _; and C, into (A11), one obtains the
following recursion relation for the operators S,; (with

AF0):

AC,(Hy/U)+C,_ (H,)] . (A11)

n—1

1
2 —m— 2 [Snl)»l" 'SnmAmTkm+]] .
= ny+-+n, =n—1
At A L =A

(A12)

Equation (A12) determines the canonical transformation S(¢) recursively to all orders in perturbation theory.
Once S, is known, one can proceed to calculate the effective Hamiltonian H,(¢) with the use of (A9). The result is

H,,(€)=-C,(H)+C, _ (H,)=

— A1, Hol+C, (Ho)+UC, _(H,)} =

%po{énwow UC,_(H)}.  (Al3)

With the use of the known form of C,_, and C, one finds the following explicit expression for H,, in terms of the

operators S,;:

n 1 n—1 1
th 2 2 A’m[sn A Sn A ]+ 2 [Sn Ayt 'Sn A TA ] .
m m! + 5 _ 1™ m”m m+1
=2 ny+--+n =n m=1 L3 ny=n
A+ A, =0 A HA, =0

Thus H,,(¢) describes hopping of ¢ fermions with a (A=0)
component only; consequently H,(¢) is a constant of the
motion, as it should be. Equations (A14) and (A12) com-
pletely determine the effective Hamiltonian for the ex-
tended Hubbard model at strong coupling. The effective
Hamiltonian consists of connected hopping processes, as
is clear from the presence of multiple commutators in
(A12) and (A14).

APPENDIX B: EXPLICIT FORM OF H,(?)

In this appendix we calculate the explicit form of the
effective Hamiltonian H,(¢) for the CDW and SDW
phases. The calculations for these phases are formally
similar although the results are qualitatively very
different: the “effective Hamiltonian” is a number for the
CDW phase (since the ground state is unique, apart from
global symmetries), whereas in the SDW phase the
effective Hamiltonian is an operator.

(A14)

Obviously all odd orders in perturbation theory vanish
since one needs an even number of hopping processes to
return to the subspace of allowed states. Below we con-
sider first the second order and then the fourth order of
perturbation theory.

The result in second-order perturbation theory is well
known,!®

=3 2MS,
A

SIA——‘%TA (A0) .
Within the subspace of allowed states only terms with
A=A, contribute, where A, equals the excitation energy
for jumps out of an allowed state. One finds that
A;=(4—1/d)v—1 for the CDW phase and A,=1—v/d
for the SDW phase.

In fourth-order perturbation theory one finds that Hj,

has the form

—}\.Slk] N (Bla)

(B1b)
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A |
4= g [SIAIS1A2S1A3 Ty,]
A A +Ay+A,=0
1
+E ZA’[SL—KSZK] ’ (B2)
A
where the operator S, is for A0 given by
Syp=- S (S, T, ](A0), (B3)
L2 W W

while S,,=0 as usual. Equation (B2) shows that H,, con-
sists of four connected hopping processes; disconnected
processes vanish due to the occurrence of commutators.
The first (i.e., rightmost) and the last (i.e., leftmost) hop-
ping process in a string of four always have the excitation
energies +A; and —A, respectively. For the two process-
es in between there are two possibilities: (i) the second
process can be connected to the first; such processes are
labeled by ¢, and their excitation energies by A,., or (ii)
the second process can be disconnected from the first
(i.e., the two are connected only by the third and fourth
processes); such processes are labeled by d, and their exci-
tation energies are A,;. With this notation Eq. (B2) can
be simplified to
= )\% T—Al TA, T—Al T,,
1

- yN———"—-T.,T_, T, T
“ A2(A,+2,,) MT A TRy T

1
where it is understood that only connected graphs are to
be taken into account. Equation (B4) holds for both the
CDW and the SDW phase. The differences between the
two phases arise in the evaluation of (B4). These
differences will be pointed out below.

1. The CDW phase

The contribution in second-order perturbation theory
follows from (Bla) as

, 1
(7 _-xl—< T—A, Tkl >0

N S
T @—1/dw—1

In the last step we evaluated Hj, in the subspace of al-
lowed states, which is simply the CDW ground state.
The “effective Hamiltonian” thus reduces to a real num-
ber.

In fourth-order perturbation theory there are two
relevant hopping processes of type ¢ (denoted by c; and
¢,) and one of type d. Diagrammatically, type ¢, corre-
sponds to three-site processes, type ¢, to two-site process-
es, and type d to loop diagrams. The corresponding exci-
tation energies are Ay, =v(4—3/d),

Ay, =v(4—3/d)+1, and A,;=v(4—3/d)—1. The first
term in (B2) represents both three- and two-site process-

N(t*)? . (B5)

es. Evaluation of the various terms in the CDW ground
state:is straightforward. The result is

1 1 4 1
' =N(t* 41 2 4—— | — — —_—
a=N1*) A d ] 7»%(}»1"'7%1) 2d l
- 1 1,1 -1
Mt+ay,) 4 Ay d
(B6)

This result is exact up to O(x>U), with x =t* /U, for all
dimensions d = 1.

The ground-state energy in the CDW phase thus fol-
lows as

ESPY =NLiU+H,,/U+H;/U’],

where H;, and H,, are given in (B5) and (B6) respectively.
The explicit result is given in Eq. (2.1).

2. The SDW phase

In the SDW phase the set of allowed states consists of
all states without doubly occupied sites. Within this sub-
space, labeled by the subscript “0,” the second order in
perturbation theory yields

. 1
Hy=— A_1< T_5,Ta o

(t*)?

" 2d0-esa 2% 7

(if)

where we used the Q;; operators defined in (2.3a).

In fourth-order perturbation theory there is just one
possible hopping process of type ¢, corresponding to
three-site processes with excitation energy A, =v /d, and
there is one hopping process of type d, giving rise to loop
diagrams and having excitation energy A;=1—3v/d.
Since A, +A,=1, Eq. (B4) reduces to

r =1 1
Hy= ;FT_}‘I T"l T—A'l T"l - -)FT“M T_7‘2c TAZc TA']
1 1
1
—mT—AlT—AZJ T}‘Zd T}‘l . (Bs)

Diagrammatically the first two terms in (B8) represent di-
agrams without loops, and the last term corresponds to
loops. Consequently one has to distinguish one-
dimensional systems, where loops are impossible, and
higher dimensions (d =2). In d=1, Eq. (B8) can be
rewritten in terms of Q;; operators as

. _ 2(14v)tt
H¢4=ﬁ Z(Qi,i+T+Qi,i—rQi,i+r) ’ (B9)

where 7==11. For d =2, Eq. (B8) can be written as
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s 20t
= {A 2 (01,034 + 05301, —Q1302)

2
4d [D]
""BZQU"'C 2 Qi+1’,i+‘r
(if) i, P#Etr
—D EQHT,,»_,} , (B10)

where now 7 is a lattice vector and the constants 4, B, C,
and D are defined as

_ 8(4r,+1) _202h 1)
202, A} ’
_ 4 _2—A
B—A—?[k1(4d—3)—2d] ; D= o

1

In the derivation of (B9) and (B10) we used similar alge-
braic manipulations as have been used by Takahashi? for
the special case of the Hubbard model (v =0). In the sum
over plaquettes, denoted by boxes “[]”, each distinct pla-
quette is counted only once; the labels {1,2,3,4} refer to
the successive sites encountered as one goes around the
plaquette.

The effective Hamiltonian in the SDW phase is now
given by

H;=NV+H,,/U+H,, /U],

where H,, and H|, are given in (B7) and (B9) (for d =1) or
(B10) (for d = 2).

APPENDIX C: EXPANSION ABOUT THE ISING LIMIT

In this section the spin-flip part H ]5 of the effective
Hamiltonian will be treated as a small perturbation. This
is justified by the outcome, since these terms are of higher
order in the small parameter 1/d. Our results are also
systematic in the small parameter ¢* /U: we calculate all
contributions up to O[(*)°/U*] and neglect terms of
higher order.

First consider the second order in perturbation theory.
Since the excitation energy of a spin flip in the Néel state
is of O[(¢*)?/U], all diagrams involving two spin flips
from the A4, C, or D terms in (5.4) can be neglected, since
they are of O[(2*)°/U®]. Hence the C and the D term
can be discarded to start with. Non-negligible contribu-
tions are obtained only for two spin flips from the J term
or possibly for one spin flip from each of the J and A4
terms. Consequently the factors @V in (5.4) simply yield
factors of unity. Hence the contribution to the ground-
state energy in second-order perturbation theory can be
obtained from the effective Hamiltonian

Hfﬁ—%J’ng , cn
(ij)
where the new coupling constant J' is defined by
_Md—1)*4
U3
and J has been defined in (2.7). Consequently, if A, is the

J=J (C2)
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excitation energy of a spin flip in the Néel state, there are
to second order in perturbation theory only two possible
processes: spin flips from the Néel state to an excited
state, corresponding to the operator Tko’ and the reverse

process, described by T_;\O. Thus one finds for the
second-order contribution (which is a real number):

. 1
Hj,= ‘7\_0< T—AOTAO>Néel

_ (J')Z

.y 3 (0505 I neer (C3)
0 (ij)
"2
awp, e
0

which is of O(1/d) since J' < 1/d. Therefore, to calcu-
late H), correct to O(1/d? and to O[(¢*)*/U?] it suffices
to determine the excitation energy A, to O(1/d) and to
O[(t*)*/U?). The energy of a single spin flip in the Néel
state can easily be determined from (5.3). One finds that,
up to the desired order,

— 9
Sv—3

d >

v—1
2d

_ 4([‘)2
= U2

_1e(e*)*

2
1+ U

Ao |1+

so that (C4) gives a contribution of

v+41 *)2 3v—
2 8(t*) 1+
d U? d

|-

1, )
Uth N4dU

1+

(C5)

to the expectation value ( Hf).

In third-order perturbation theory it suffices to take
only the leading terms in t* /U and 1/d into account,
since third-order contributions are of O[(¢*)*/U%d?] or
smaller. Hence the effective Hamiltonian Hfs can be
simplified in third order to

2t*
Hjsz_%JEQg_FF E Qiszf-f',i+-r
(if) i, PEET
5¢4
+ 3 2 (Qf2Q§4+Q§3Q‘1S4“Qf3Q‘2§4)' (Ce)
2U° | 7%+

From (A 14) one finds that

, 1
Hy=— % <[S1x15112To]>Née|
A +A,=0

1
+= 3
3

ACIS1, S, S, D neer -
Aj+Ap+A,=0

The first term gives rise to connected hopping processes
of the form T_, T,T,, with A>0. The T, process can-
not come from the J term in (C6), since nearest-neighbor
spin flips have a nonvanishing excitation energy. Hence
T, comes from one of the last two terms in (C6). This in
turn implies that T, has to come from the J term in or-
der to obtain diagrams of order O[(¢*)*/U*]. The only
possibility is therefore A=A ., with
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- 4(t*)2

— 4(tt)2
U2

Ay 2

) (C7)

and H/, reduces to

, 1
5= W( (T_s_ToTx_Ineel

(T 3 _T-3_Taa_dnea) >

where only connected diagrams contribute. Finally one
obtains the following result

1, 3%
vt g <
for the third-order contributions to ( H7).

The fourth-order contribution to { H }' ) is again simple,
since only single spin flips contribute and H f is given by

7915

(C1), where now J' can be replaced by its leading term in
1/d. Hence only excitations with energies A=1tA are
possible and one finds, as in (B4), that

, 1

"= F< T 3 Ti T-s Tr_ N

1
2A3,

(T_y T3 _Tr_Tr_dnea > (C9)

where only connected diagrams are allowed. The first
term in (C9) leads to three-site processes, the second to
loop diagrams. Evaluation in the Néel state is easy. The
result is

1o (e*) | 12(e*)
U3 324U U?

Combination of (CS5), (C8), and (C10) finally gives the re-
sult (5.6) for ( H}) quoted in the text.
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