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Streak patterns in low-energy electron difFraction on Si(001)
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The phase transition of Si(001) has been studied by investigating the temperature dependence
of streak patterns in low-energy electron diffraction above the transition temperature. The streak
pattern remains up to well above the transition temperature of c(4x 2) to 2 x1. The temperature de-
pendence of the width and the length of the streak cannot be described by a simple two-dimensional
Ising system. The result is discussed in terms of effects of a strong anisotropic coupling between
adjacent asymmetric dimers, dimer vacancies, and a small amount of the p(2x 2) configuration.

I. INTRODUCTION II. EXPERIMENTS AND RESULTS

The clean Si(001) surface is one of the simplest recon-
structed surfaces. It consists of rows of dimers which
are observed by scanning tunneling microscopy (STM)
and shows a phase transition between a 2x1 struc-
ture at room temperature and a c(4x2) structure at
low temperatures. This phase transition occurs around
200 K and can be represented by a second-order order-
disorder transition. The appearance of the c(4x2) struc-
ture implies that the Si(001) surface is described by an
asymmetric configuration of the dimers, since there is no
possibility that a symmetric configuration shows a clear
c(4x2) LEED pattern. This phase transition was theo-
retically predicted by Ihm et al. and simulated using a
Monte Carlo method by Saxena et al. on the basis of an
asymmetric dimer model represented by the Ising system,
its stable configuration being the p(2x2) structure.

However, the asymmetric dimer model for the stable
configuration is challenged by the STM measurements.
At room temperature, a symmetric dimer arrangement
is seen in the clean parts of the surface, the asymmet-
ric configuration being restricted to the vicinity of dimer
vacancies. ' Then, a recent calculation including spin
correlation claimed that the symmetric configuration of
the dimers is more stable than the asymmetric one. De-
tailed observations of the phase transition are expected
to give important information for solving the problem of
whether the dimers on Si(001) are asymmetric or sym-
metric.

Recent developments in surface physics make it possi-
ble to study two-dimensional critical phenomena such as
order-disorder transitions on clean reconstructed surfaces
and chemisorbed overlayers by using LEED. In phase
transitions, streak patterns play a significant role and are
closely correlated with short-range ordering during the
order-disorder transition. A streak pattern was observed
on the Si(001)-2x1 surface2 and also on the Ge(001)-
2x1 surface. In the present paper, we present pre-
cise measurements of the streak patterns correlated with
the c(4x2) structure on clean Si(001) up to temperatures
well above the transition temperature. The asymmetric
configuration for the dimers is corroborated by the tem-
perature dependence of the streak pattern in LEED.

The experiments were performed using the same appa-
ratus as described in previous papers. ' A commercial
mirror-polished wafer of Si(001) (p-type, 10 Acm) was
washed in acetone or alcohol. The sample was held by
a couple of tantalum electrodes. In an ultrahigh-vacuum
chamber, the sample wafer was heated very slowly by
passing a direct current through it and the temperature
was held at 1500 K for 12 h. The sample was heated
up to 1000 K for 10 s immediately before the measure-
ments. A clean surface with very low defect density was
reproducibly obtained. The amount of dimer vacancies
was estimated to be less than a few percent of the surface
atoms from the STM image. 2

A video-LEED system equipped with a Varian fourfold
LEED optics was used. A video camera using a silicon in-
tensifier target (SIT) tube (Hamamatsu, C1000-12) was
applied, because the SIT tube has high sensitivity and
good linearity in the intensity measurements. LEED pat-
terns were analyzed by using an image processing system.
Each frame was divided into 512x512 sections and each
section had a dynamic range of 8 bits. The intensity of
the streak pattern is very weak as compared with that
of the diffraction spots. A good signal-to-noise ratio was
obtained by accumulating 256 pictures. However, the in-
tensity in the very weak region showed a steplike change,
because each address in the frame memory had only 8
bits, or 256 intensity levels.

Figure 1 shows a part of the contour of the LEED
pattern. The incident energy E„was 36 eV, and the
specimen temperature was 350 K, which is well above
the transition temperature. The upper left and lower
right diKraction spots are half-order spots of (1 1/2) and
(1/2 1), respectively. Clear streaks extend along the
(110) directions through the half-order spots. Quarter-
order spots appear at the middle points of the streaks
with decreasing temperature. This pattern was observed
from the double-domain surface. The sharp streak pat-
tern shows that there exists long-range ordering in the
dimer row and only short-range ordering in the direction
perpendicular to the dimer row.

Figure 2 shows the temperature dependence of the
LEED pattern in the top-view diagrams, which show the
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FIG. 1. Contour of a streak pattern in LEED on Si(001) at
350 K. Ez ——36 eV.

same region as that in Fig. 1. The electron energy was
36 eV. Weak streaks are observed at 450 K, which gain
intensity when the temperature is decreased to 400 K.
A weak and difFuse (1/2 I/2) spot characteristic to the
p(2x2) structure is observed below 400 K at constant
intensity, as shown at the top of each picture of Fig. 2.
Quarter-order spots showing the long-range order appear
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FIG. 2. Top view of LEED patterns on Si(001) as a func-
tion of specimen temperature. E„=36 eV. The intensity
map observed in the same region as that in Fig. 1.

FIG. 3. Temperature dependence of intensity pro6les for
the streak on the Si(001) surface in the temperature range
from 180 to 450 K. (a) Pro61es parallel to the streak of the
(3/4 1/2) spot and (b) perpendicular to the streak of the
(1/2 3/4) spot. E~ = 36 eV.
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FIG. 4. Decomposition of the intensity profile observed at
270 K (closed circles) by using a Lorentzian (dotted curve)
and a Gaussian (broken curve). Solid line shows the fitting
curve, which is the sum of the Lorentzian and the Gaussian.

clearly at 350 K and are strongly enhanced below about
270 K. A clear c(4x 2) LEED pattern can be observed. at
200 K.

In order to discuss the behavior of the streak patterns,
the scattering profiles were analyzed. Figure 3(a) shows
the intensity profiles parallel to the streak around the
(3/4 1/2) spot and Fig. 3(b) shows those perpendicu-
lar to the streak around the (1/2 3/4) spot, which were
observed over the temperature range from 180 to 450 K.
The width and the length of the streak hardly change over
the temperature range, at which the streak is clearly seen.
This result is definitely shown by decomposing the inten-
sity profiles with a Gaussian and a Lorentzian. Figure 4
demonstrates fitting with a Gaussian and a Lorentzian
for the intensity profiles parallel and perpendicular to the
streak around the quarter-order spot observed at 270 K.
The Gaussian corresponds to the diffraction spot, which
represents the long-range ordering, and the Lorentzian
gives a streak pattern the length of which shows the
short-range ordering.

Figure 5 shows the result deduced from the decomposi-
tion of the intensity profiles shown in Fig. 3 as a function
of temperature. The widths of the spot perpendicular
and parallel to the streak show the same tendency. The
length of the streak remains constant, while the width
of the streak remains nearly constant and above 300 K
increases gradually with increasing temperature. The
height of the streak also remains constant up to 300 K,
then decreases gradually. The width of the quarter-order
diffraction spot increases with increasing temperature.
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FIG. 5. Temperature dependence of the width (closed tri-
angle), the length (closed square), and the height (closed cir-
cle) of the streak, and the width (open square) and the height
(open circle) of the (3/4 1/2) spot, which were obtained by
decomposition of the observed intensity pro6le.

III. DISCUSSION

The length of the streak remains constant and the
height and the width of the streak hardly change over
the entire temperature range, as shown in Figs. 3 and 5.
This result is clearly different from that derived &om a
simple two-dimensional Ising system, as described below.

Dynamical diffraction effect can be ignored when ana-
lyzing the intensities of the streak pattern, because the
streak pattern shows the same behavior at various pri-
mary energies of the incident electrons. This property
of the streak pattern in the case of silicon in particu-
lar is due to little multiple scattering. Hence, one can
analyze the streak pattern with the kinematic diffrac-
tion scheme concerning only the topmost atomic layer
in order to discuss the phase transition. In the kine-
matic limit, the LEED intensity is the Fourier transform
of the two-site correlation function. The Fourier trans-
forms of the pair correlation function give a Lorentzian
representing a diffuse and/or streak pattern and a Gaus-
sian representing a diffraction spot. Therefore, short-
range ordering can be taken account of by fitting the
observed profiles with a superposition of a Gaussian and
a Lorentzian. The Lorentzian gives the streak pattern
in the present case. The critical exponents, v and p,
of the usual two-dimensional system can be determined
from the Lorentzian measured as a function of tempera-
ture around the transition temperature, T . The width
of the Lorentzian is given by ~1 —T/T, ~~.~ s Around T„
the streak pattern converges on the diffraction spot with
decreasing temperature.

The present experimental result shows that the width
of the Lorentzian parallel to the streak, i.e., the length
of the streak, remains constant in a wide temperature
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range and the width perpendicular to the streak increases
slightly above 300 K, as seen in Fig. 5. This result
is clearly different kom that derived kom the simple
two-dimensional Ising system. Moreover, the intensity-
versus-temperature curve for a quarter-order spot is also
impossible to be represented by the usual system, be-
cause the observed curve deviates &om Onsager's ther-
modynamic formula, as shown in Fig. 6. Onsager's
thermodynamic formula shows a sharp change of the in-
tensity just below the critical temperature, but in the
present system the intensity changes sigmoidally. These
experimental results will be discussed with the help of
a few modi6cations to the simple two-dimensional Ising
system.

At first, we shall consider the strongly anisotropic cou-
pling between the adjacent dimers. The streak pattern
appears when the coupling within the dimer row is much
stronger than that between dimer rows. This strong cou-
pling may be explained by adding the effect of a dis-
placement of the second-layer atoms. The buckling ar-
rangement of antiferromagnetic ordering could be more
stabilized by an alternating displacement of the second-
layer atoms along the dimer row, as shown by arrows in
Fig. 7(a), where the Si-Si backbond distance remains con-
stant. On the other hand, a displacement of the second-
layer atoms without any change of the Si-Si backbond
length is hard to imagine in the case of ferromagnetic
ordering. A similar argument has been discussed for the
Ge(001) surface. ~s

A strongly anisotropic two-dimensional phase transi-
tion is clearly at variance with the result of the Monte
Carlo simulation by Saxena et al. , which shows an
isotropically randomized system. In this simulation the
coupling constants derived Rom the tight-binding ap-
proximation were used, i.e., H/V= 0.38 and D—/V=
—0.15, with the coupling constants for the spin Hamil-
tonian, V, 0, and D, as shown in Fig. 8. These val-
ues are given by considering the classical dipole-dipole
interaction. A much smaller value of ~H/V~ is obtained
by adding the effect of the second-layer displacement.

ia)

FIG. 7. Top view of the Si(001) surface of (a) the clean
c(4x2) surface and (b) the surface with a dimer vacancy.
Larger (smaller) open circles indicated by —b'e(+be) show up-
per (lower) atoms constructing the dimer. The arrows show
the displacement vector of the second-layer atoms for the sta-
bilized arrangement of the buckling configuration.

The streak pattern seen in the experiment slightly above
the transition temperature can be reproduced by using
H/V —0.05 in a Monte Carlo simulation. ~r ~s How-

ever, the simulated streak length decreases with increas-
ing temperature, which is contradictory to the observed
result. The observed result shows that the streak length
remains constant. That is, this model does not reproduce
the present experimental results.

Next, we shall discuss the effect of vacancies. On the
Si(001) surface, dimer vacancies are spontaneously pro-
duced and a special technique is necessary for reducing
them. Even small amounts of random dimer vacancies
affect the phase transition. The tail appearing in the

temperature dependence of the intensity of the quarter-
order spot is considered to be due to the influence of
random vacancies. In fact, a Si(001) surface contain-
ing a higher density of dirner vacancies shows no phase
transition. Dimer vacancies can reduce the number of
dangling bonds and lower the electronic energy. The elas-
tic strain energy increases due to the distortion field con-
nected with the dimer vacancy formation, as shown in
Fig. 7(b). This distortion field &eezes the flip-flop trans-
formation of the asymmetric dimer within a dimer row
but not in the direction perpendicular to the dimer row.
Hence, areas for the in-phase transformation in the flip-
flop motion are limitted with 6nite size, which is divided
by the domain walls connected to dimer vacancies. The
sigmoidal shape seen in Fig. 6 reflects 6nite size effects
of the domain.

A domain wall forms the p(2x2) configuration. We
designate elements of the antiferromagnetic ordering in
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FIG. 6. Temperature dependence of the intensity of the
(3/2 3/4) spot with the Debye-Wailer correction. Solid line
represents the curve according to Onsager's formula.

FIG. 8. Coupling constants used in the spin Hamiltonian,
V, H, and D Asymmetric dime. r configuration of the Si(001)
surface is schematically illustrated by arrows.
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the dimer row as A and B marked in Fig. 7(a). Then,
ordering of ABAB . . and AAA. A . give c(4x2) and
p(2x2), respectively. If the flip-flop transformation oc-
curs between the A and B configuration in each do-
main, the structure changes between ABABAABAB
and BABABAABA, in which A is connected with a
dimer vacancy.

Thus the p(2x2) configuration is partially formed.
This consideration is supported by the facts that a weak
and diffuse (1/2 1/2) spot characteristic to the p(2x2)
structure was observed below 400 K at constant inten-
sity, as seen in Fig. 2, and that the p(2x2) structure
can be observed in the STM image of Si(001) at low

temperature.
In conclusion, the temperature dependence of the

streak patterns observed on the Si(001) surface can be
interpreted by the strongly anisotropic two-dimensional
Ising system, in which the ground-state configuration is
c(4x2), with a small amount of the asymmetric dimers
in the p(2x2) configuration. Small amounts of dimer va-

cancies may also acct the phase transition.
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