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The impact ionization rate and its orientation dependence in k space is calculated for GaAs. The nu-
merical results indicate a strong correlation to the band structure. The use of a g-dependent screening
function for the Coulomb interaction between conduction and valence electrons is found to be essential.
Comparison with recent results for Si, GaAs shows a harder threshold behavior. A simple fit formula is
presented for easy calculation of the direction-dependent transition rate. With only the band structure
as input the numerical results are closely reproduced in an arbitrary direction in the Brillouin zone.

I. INTRODUCTION

The impact ionization rate is of basic interest in under-
standing electron transport in semiconductors at high
electric-field strengths. This microscopic quantity is
necessary for calculating the probability of the electron to
ionize, which is described by the ionization coefficient a.
Special effects obtained for the impact ionization rate
may be examined experimentally by studying the ioniza-
tion coefficient. For example, several hints for an orien-
tation dependence of a were given experimentally for Si
(Ref. 1) as well as for GaAs.? More recent measurements
by Bulman, Robbins, and Stillman® indicate a more iso-
tropic behavior of a for GaAs.

Another interesting feature is the threshold behavior.
Both anisotropy and threshold behavior were intensively
studied recently by several authors*~".

In our earlier paper,® we calculated the impact ioniza-
tion rate for GaAs numerically, including a local empiri-
cal pseudopotential band structure and the corresponding
wave functions. In particular, a reasonable description of
the ionization rate was obtained for the high-energy
range, whereas the sensitive behavior near the threshold
required a more refined integration scheme extending the
rather small number of special points in the Brillouin
zone.

A more precise calculation of the impact ionization
rate for GaAs near the threshold was performed recently
by Bude and Hess.* They used a Monte Carlo technique
similar to that of Kane,’ also including a realistic band
structure. They obtained a rather soft behavior, contrary
to ltg'ﬁat which follows from the often-used Keldysh formu-
la.

Bude, Hess, and Iafrate’ treated the problem of the
ionization rate in a more complete way, including special
effects of high fields and high scattering rates, such as col-
lision broadening and the intracollisional field effect. Fol-
lowing their representation both influences effect a soften-
ing of the threshold energy for the impact ionization.

A special calculation for the description of the k
dependence of the impact ionization rate was performed
by Wang and Brennan.® They considered the band struc-
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ture by applying the k-p scheme. Their results give a
qualitative picture of the anisotropy of the ionization
rate.

Recently, Sano and Yoshii’ have performed an evalua-
tion of the impact ionization rate for Si using a very
efficient deterministic numerical procedure. In compar-
ison to our former calculation, their special integration
scheme takes into account a rather high number of points
in the Brillouin zone, so that they were able to study
effects of the anisotropy in k space as well as the thresh-
old behavior for Si. Both were found to be direct conse-
quences of the band structure.

In this paper we investigate the impact ionization rate
and its orientation dependence in GaAs. The calculation
is performed using the integration method of Sano and
Yoshii.

Inserting band structures which are obtained from
different sets of local pseudopotential parameters for
GaAs, the pronounced correlation of the particular band
shapes with the impact ionization rate is shown in detail.
In addition, we carried out a similar calculation of the
ionization rate for Si. Generally, the results for the aver-
aged scattering rate show a distinct correlation to the
density of states in these materials which causes the
specific threshold behavior.

Exchange and umklapp processes are included in the
evaluation of the impact ionization rate. The considera-
tion of an appropriate wave-vector-dependent screening
function for the Coulomb interaction in semiconductors
is of significant influence on the results.

Details of the numerical method for the calculation of
the interband transition rate are briefly outlined in Sec.
II. We show the results for GaAs using various band
structures in Sec. III, especially the orientation depen-
dence, and finally compare the averaged energy-
dependent values with those for Si. A summary and con-
clusions are given in Sec. IV.

II. THEORY AND NUMERICAL METHOD

The impact ionization rate is usually determined from
Fermi’s golden rule,
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where () and v; are the crystal volume and the band in-
dex, respectively. M, denotes the matrix element for
ionization including exchange and umklapp processes.
The initial electron states belong to the conduction (1)
and valence (2) bands, whereas the final ones are both in
the conduction band [(3) and (4)]. The integrals are ex-
tended over the Brillouin zone. The ionization rate Eq.
(1) is integrated over all directions in k space to obtain an
averaged, energy-dependent impact ionization rate

S [dk8(E, (k)= Elr(k,,v)
R(E)=—

)
S [d%,8[E, (k)—E]
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The analytical evaluation of the transition rate!! re-
quires strongly simplifying assumptions such as a para-
bolic band structure and free-electron wave functions,
which are not well founded for semiconductors with a
direct (GaAs) or even an indirect gap (Si). Therefore, a
considerable amount of effort has been centered on the
development of efficient numerical methods for the evalu-
ation of the multidimensional integrals in Egs. (1) and (2),
in order to take into account a realistic band structure
and corresponding wave functions in the entire Brillouin
zone. Kane’® first utilized the Monte Carlo method to
perform these integrations for Si. However, his random
sampling method assumes that the integrands are
smoothly varying functions, which is possibly not fulfilled
for the ionization rate in the entire Brillouin zone.

In our previous paper,® we applied the special-point
method!? for the evaluation of the impact ionization rate
in GaAs. Within this method, the integrals over the
whole Brillouin zone are replaced by a weighted sum over
values of the integrand at special points in k space.
Though the maximum number of special points was lim-
ited by computer capacity reasons (we actually used one-,
two-, and four-point sets), the results revealed the
behavior of the impact ionization rate especially for the
high-energy range, i.e., for energies greater than 4 eV (see
Fig. 5).

Sano and Yoshii (Ref. 7) made extensive use of symme-
try relations imposed by the crystal structure, and were
able to take into account a great number of points in the
Brillouin zone for the evaluation of the integrations in
Eq. (1) for Si. This method is accurate enough to treat
even more sensitive effects such as the threshold behavior
or the orientation dependence of the interband transition
rate successfully.

We have calculated the band structure and wave func-
tions within the framework of the empirical pseudopoten-
tial method,!?

\yz(r)z%ﬁ zaa(k)ei(k—G).r , (3)
G

where the periodic part of the (Bloch) wave function is

S [ [dkad’kid kMo (1,2:3,4)%8(E, (k)+E, (k))—E, (k;)—E, (k)] , 1)

expanded with respect to a basis set of reciprocal-lattice
vectors G. First we have utilized the set of pseudopoten-
tial parameters given by Cohen and Bergstresser (Ref.
13). The expansion runs over 113 G vectors to produce a
reasonable band structure in the entire Brillouin zone,
and especially, to give a realistic description near the
threshold. A plot of the band structure is presented in
Fig. 1.

The matrix element M, contains terms for direct (D)
and exchange (E) processes,

|M o ?=2|Mp >+ 2| Mg >~ |M3Mz + MpME| @)

The interaction between the electrons in the bands is de-
scribed by a statically screened Coulomb potential

e2

Vig)J=———— .
1 €0c(q)q?

(5)

The consideration of the wave-vector dependence of the
dielectric function e(q) is of importance for the calcula-
tion of the matrix elements in semiconductors, as pointed
out already by Laks et al.!* For the interaction between
conduction and valence electrons, we apply here a g-
dependent dielectric function derived by Levine and
Louie'> which has been highly successful in calculating
the quasiparticle band structure of various materials, in-
cluding Si and GaAs.!® This model incorporates the
correct long- and short-range properties of the dielectric
function and, in addition, some consequences of the pres-
ence of a gap in the excitation spectrum characteristic of
semiconductors. The interaction between electrons in the
conduction band can be modeled by a Debye potential
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FIG. 1. Pseudopotential band structure of GaAs from Ref.
13.
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with an inverse screening length k= [nye2/(exkp T)] 1/
for a temperature of 7=300 K and a corresponding elec-
tron density of n, =10 cm™3.

The k vectors are restricted to the first Brillouin zone
with respect to the reduced zone scheme. The momen-
tum conservation can be expressed in general by

k,+G,+k,+G,=k;+G;+k,+G, .

M, 2= ‘WZ‘\PPW(qnw;ﬂw |2
, GU)(kl’kS) (GD Gy)

MICHAEL STOBBE, RONALD REDMER, AND WOLFGANG SCHATTKE 49

Introducing the abbreviations

GU=G1_'G3 N

GO=G3+G4_GI_G2 >

we obtain the following expression for the direct contri-
bution to the matrix element for ionization processes:

(ky, ky)

1
QZ

e(q)|q2+;c2]

The term for the exchange process M is obtained simply
by exchanging the indices for the final electron states 3

and 4. The momentum transfer is given by
q=k;—k;+Gy, and the Bloch integrals are calculated
from
BB)(k,k)= 3 af(ka}_gk') . D
G

We want to mention at this point that for umklapp
processes, i.e., G;70 or G,70, we have to consider
terms which go beyond the expansion up to the 113 G
vectors of the pseudopotential band-structure calculation.
The respective expansion coefficients, i.e., those belonging
to reciprocal-lattice vectors with |G| > \/—0(217/a) were
calculated by means of perturbation theory:!”

3> V(G—G')ag(k)
e <lGl
#(k—G)?/(2m,)—E (k)

ay(k)= , (8)

where V(G) corresponds to the set of pseudopotentials.
The values for E (k) and ag.(k) are determined by the
pseudopotential calculation carried out at a former stage.

The numerical treatment of Egs. (1) and (2) requires an
appropriate replacement of the energy- conserving 6 func-
tlons Besides the Lorentz profile used in our earlier pa-
per,® the & function is replaced here by rectangles of unit
area with a height of 1/8E and a corresponding width of
SE,

1/8E, |E—E (k)| <8E/2

SLE-E, =1, g k. (k)|>6E/2,

9

where for 8E we take a value of 0.2 eV, as already chosen
by Kane.’

It is interesting to compare the numerical details of the
special-point method!> with those of Ref. 7. Both
methods are based upon a discretization of the k space,
and a replacement of integrals by sums over respective
finite space elements. The special-point method, howev-
er, constructs by definition a finite set of those special
points for the best approximation of the integrals over
the Brillouin zone. Most of the computational time need-

Bk, +1,,ky+Ky + Gy - (6)

ed within this method stems from the involved band-
structure calculation which has to be performed for the
large number of k vectors contributing to the respective
sums as a result of momentum conservation. Contrary to
the special-point method, Sano and Yoshii (Ref. 7) used a
cubic mesh of equidistant points for the discretization of
the Brillouin zone. All linear combinations of those
points in the Brillouin zone reproduce another point of
the set utilizing the translational invariance with respect
to a reciprocal-lattice vector G. The momentum conser-
vation is then realized with the chosen set only, and the
corresponding wave vectors and energy values are calcu-
lated and stored in the preceding band-structure calcula-
tion.

An important feature of such methods, in general, is
that the storage of energy values and wave functions can
be restricted to the irreducible wedge (IW) if the symme-
try properties of the Brillouin zone are fully exploited.
The wave function for a wave vector Tk, which is ob-
tained by operating one of the 48 transformations T} of
the lattice point group on a wave vector k of the IW, is
then determined from ag(k) via the relations

=T 16-G)-r at (k)

~ (! T
al(T k)= 'k ¢7" oK),

(10)

where in our convention 7 is half of the distance between
neighboring Ga and As atoms in the real lattice. The
upper relation corresponds to a transformation 7, which
changes the sign of two or no vector components of a k
vector in the IW, whereas the other produces an addi-
tional inversion. The global phase factor, which is ob-
tained when applying the band-structure calculation,
averages out in that calculation. The mesh in k space is
constructed with regard to the limits of the IW,

0<k,+k,+k <152 |,
a
2T
0<k, <k, <k, < ||,
a
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as well as to the condition for the interval length of the
assumed grid Ak; =1/n(2w/a), i={x,y,z} with n ER.

For the determination of the averaged ionization rate
R(E), we take a mesh of 152 points in the IW
[Ak;=(2m/a)]. For the special study of the behavior
of r(k,v) with respect to the various k directions, we en-
large the set up to 356 points in the IW
[Ak;=%(2m/a)]. The summations over the
conduction-band indices were restricted to the three
lowest bands, whereas all four valence bands were taken
into account.

III. RESULTS AND DISCUSSION

In order to investigate the influence of the band struc-
ture (see Fig. 1) on the ionization rate, we examine
r(k,,v,) [Eq. (1)], especially along three symmetry lines.
There are only a few points in the first conduction band
that satisfy the threshold condition and, therefore, the to-
tal rate is almost due to electrons in the higher conduc-
tion bands. Concerning the anisotropy of the ionization
rate of GaAs, we restrict our presentation in Figs. 2—4 to
initial electron states in the second conduction band,
which provide the main contributions near the threshold.
The other summations run over all the bands already
mentioned.

In Fig. 2 we have plotted the values of the ionization
rate obtained for initial electrons in the second conduc-
tion band for k points along three symmetry lines, versus
the corresponding energy values given by the band struc-
ture obtained from Ref. 13. The functional correlation is
obvious, and shows that the ability to excite valence elec-
trons into a conduction band is closely connected to the
energy of the initial electron, i.e., it increases with elec-
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FIG. 2. Ionization rate for GaAs calculated for k points
along three symmetry lines plotted vs corresponding energy
values given by the band structure. The fit formula [Eq. (11)]
was also included.
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tron energy.

Furthermore, we have added a fit including only two
parameters that interpolates likewise between the points
of all three directions. The number of points in the
different directions is fixed by the assumed grid, and a
further expansion of those would go beyond our actual
computer capacity. Nevertheless, the fitted functional
correlation enables us to calculate the ionization rate at
each k point of the Brillouin zone. The deviations of
some points may be due to a slightly more complicated
functional correlation. Furthermore, other band struc-
tures can lead to a different fit formula, as we observed
using the band structure of Humphries and Srivastava.!®

To find out which part of Eq. (1) is the main source of
the distinct correlations, we first examined separately the
dependence of the matrix elements on the direction of the
initial electron in k space. In agreement with the results
of Ref. 7 for Si, we have found that the matrix elements
are almost isotropic. This result confirms the assumption
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FIG. 3. Ionization rate (in sec™') for GaAs obtained from the
present numerical calculation (open circles) and from the fit for-
mula of Eq. (11) along the (a) {100), (b) (110}, and (c) {111)
directions.
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that the anisotropy of the ionization rate is caused mainly
by energy and momentum conservation and, especially, is
determined by the initial electron energy. The slightly
different functional correlation for different directions
may be due to the interdependence between energy con-
servation, momentum conservation, and the available
phase space.

The simple fit formula in Fig. 2 can be given by an ex-
pression

?(kl’vl)=P[Ev](kl)—Elh]a 5 (11)

where the parameters are fixed to P=2X10'? s7!eV ¢
and @ =4. The threshold energy was determined to be
E,,=2.1¢eV (see Fig. 5).

In Fig. 3, the approximate ionization rate 7(k) obtained
by applying the above fit formula is compared to values
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FIG. 4. Ionization rate for GaAs obtained from the numeri-
cal calculation for different band structures (Ref. 13: dots, Ref.
18: open circles) along the (a) {(100), (b) (110), and (c) (111)
directions.
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FIG. 5. Ionization rate for GaAs (Refs. 4, 8, and this work)
and for Si (Ref. 7 and this work) vs energy measured from the
conduction-band edge. The bold line for GaAs refers to a band
structure of Ref. 13, the thin line to that of Ref. 18.

which are due to a complete numerical treatment of Eq.
(1). An astonishing quantitative agreement can be noted,
even if some deviations for all directions are apparent.
The figures again show that the energy of the initial elec-
tron is the most important factor that almost uniquely
determines the behavior of the ionization rate in k space.

The similar representation of the correlation given by
Sano and Yoshii for Si (Ref. 7) is founded on the Keldysh
formula.!” Keldysh, however, expands the energies in the
8 function near the threshold energy supposing parabolic
bands. Especially for semiconductors like Si, this approx-
imation is valid only in a formal way. Consequently, the
functional correlation derived from our results is of the
form x* rather than quadratic, as assumed in Ref. 7.

The correlation between the band structure and impact
ionization rate refers to a very sensitive dependence of
this quantity on the assumed energy dispersion. We stud-
ied this feature by applying another band structure to the
calculation of the ionization rate. We have used the set
of local pseudopotential parameters given by Humphries
and Srivastava'® as the alternative one.

The results are shown in Fig. 4, together with those ob-
tained by using the band structure of Ref. 13. Especially
in (100) and (111) directions, large differences between
the curves have to be noted. They result from a slightly
different dispersion of the conduction bands. Since the
ionization rate behaves obviously very sensitively with
respect to the band structure in any case, the most realis-
tic case has to be taken into account. Improved band
structures as given, e.g., by nonlocal approaches'® may be
the way to obtain more reliable results for the ionization
rate.
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Finally, the averaged ionization rate R (E) for GaAs is
shown in Fig. 5 compared to previous results given by
Refs. 4 and 8, as well as to the ionization rate for Si. The
results for GaAs calculated here were obtained with re-
gard to the lowest three conduction bands for the initial
electrons. For comparison with Ref. 7, we have con-
sidered only initial electrons belonging to the lowest con-
duction band in the case of Si.

First, we want to mention the main differences between
the former treatment of the impact ionization rate in Ref.
8 and the present calculation. The former results® were
calculated using a simpler screening function for the in-
teraction of conduction and valence electrons (the
corrected Thomas-Fermi potential) and another approxi-
mation for the energy-conserving 6 function. The results
are distinguishable with respect to the general magnitude
of the impact ionization rate as well as the threshold
behavior. The absolute values for the impact ionization
rate are determined mainly by the interaction strength of
the electrons in the bands which itself is determined by
the screening function. The improved screening function
of Levine and Louie,'” especially its ¢ dependence, yields
a more realistic description of impact ionization process-
es compared to our previous calculation.

Additionally, the replacement of the energy & function
by a Lorentz profile, as favored in our previous paper,®
counts all combinations of k values as ionization events
with a specific weight, and thus causes a softening of the
threshold behavior. It is obvious how the more reliable
behavior near the threshold passes into the high-energy
behavior already obtained in our former calculation.?

Comparison with the result of Bude and Hess* for
GaAs (see Fig. 5) reveals only a slightly softer threshold
for their data. However, it shows a good overall agree-
ment for the energy dependence of the ionization rate
determined by different independent methods, ie., a
deterministic integration scheme and a Monte Carlo
technique.

Furthermore, the ionization rate obtained with the al-
ternative band structure of Ref. 18 is presented. Regard-
ing the threshold behavior of both ionization rates for
GaAs, the strong influence according to the different
band structure is again visible and, as a result, the thresh-
old energy differs by about AE;, =0.4 eV. Besides the
above-mentioned correlation between the energy of the
initial electron and the ionization rate, a shift of the con-
duction bands to higher energies as caused, e.g., by a
different band structure, leads to a smaller ionization
rate. This is due to the decreasing ability of an electron
with a given initial energy to occupy final states at those
higher energies.

Comparing with the curves for Si and, especially, look-
ing at the threshold behavior, the ionization rate in GaAs
shows a rather steep increase. This is caused mainly by
the stronger increase of the density of states in GaAs near
the threshold energy compared to that of Si. The greater
threshold energy for GaAs is simply a result of the larger
gap energy in that material. Thus GaAs shows a harder
threshold behavior than Si.

In addition, we compare the results for Si with those of
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Sano and Yoshii (Ref. 7). The reason for the slight devia-
tion between our results for Si and those of Ref. 7 is even-
tually due to small differences in the band structures, be-
cause all other effects were treated in the same way. In
an extra calculation, the screening of the Coulomb in-
teraction between the electrons in Si was treated by in-
serting the fit formula of Nara and Morita.’ However,
the slight differences in g dependence compared to the
model function given by Levine and Louie!® have no not-
able influence on the results for the ionization rate.

IV. CONCLUSIONS

The anisotropy of the microscopic ionization rate in
GaAs is strongly correlated with the band structure as
well as the initial electron energy. Plotting the ionization
rate in k space versus the corresponding energy values
given by the band structure reveals the unique depen-
dence and leads to a simple general fit formula. The im-
pact ionization rate can be calculated easily via this rela-
tion for all k values, avoiding expensive numerical evalu-
ations.

The band structure is the dominant input into the ex-
tensive numerical calculations, and the ionization rate
behaves very sensitively with respect to the energy disper-
sion. This is shown clearly using slightly different band
structures, which causes strong deviations in the behavior
of the ionization rate along the symmetry lines in k space.

Local pseudopotential band-structure data were used
for calculating the ionization rate. However, they also
determine the accuracy of the results for the ionization
rate within the given method. The desirable application
of a nonlocal band structure may lead to more rigorous
results for the impact ionization rate. Studying the
threshold behavior of the impact ionization rate, we
could confirm that GaAs reveals features of a hard
threshold, whereas Si has a much softer threshold
behavior as a function of energy.

In our present calculations we have neglected phonon-
assisted impact ionization processes, as well as deep-level
ionization which may become of importance at high
fields. Furthermore, other high-field effects such as col-
lision broadening or the intracollisional field effect have
to be considered for a more comprehensive description of
the transport process of hot electrons in semiconductors
similar to that in Ref. 5.

The aim of further calculations may be the study of the
influence of the obtained anisotropy effects on the ioniza-
tion coefficient, where an additional effect of the band
structure is expected.?!
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