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Single-defect thermometer as a probe of electron heating in Bi
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%e have studied the e6'ect of Joule heating on the dynamics of a single bistable defect in a submicron

Bi wire below 1 K. %e interpret the ratio of the two defect transition rates as a local thermometer, via

the detailed balance relation. As the drive current increases, the defect temperature approaches a

power-law dependence with drive, independent of the nominal lattice temperature. - The data are con-

sistent with a simple model of electron heating, and strong thermal coupling between the defect and the

electron bath below 1 K. A second thermometer, based on the amplitude of the defect-induced resis-

tance fluctuations, does not follow the simple heating model.

It is now possible to study the dynamics of individual
defects in metals, due to the development of submicrome-
ter sample fabrication techniques. Several groups have
observed discrete jumps in the electrical resistance of
small samples due to the motions of individual defects, at
temperatures ranging from below 0.1 K to room tempera-
ture. ' Our own efforts have been directed toward the
low-temperature regime, which has several unique
features. First, the sensitivity of the electrical resistance
to the motion of a single defect is enhanced at low tem-
perature due to long-range quantum interference, or
"universal conductance fluctuations" (UCF). Below 1

K, one can observe discrete resistance jumps in samples
with dimensions of order tenths of micrometers, a regime
easily accessible by electron-beam lithography. Second,
the defects observed below 1 K move by quantum-
mechanical tunneling through the barrier of a double-
well potential. ' The tunneling dynamics are strongly
influenced by interactions with conduction electrons in
the metal, causing the tunneling rates to increase as the
temperature is lowered in some circumstances. Third,
due to weak electron-phonon coupling at very low tem-
peratures, it is quite easy to heat the electrons and hence
the defects well above the lattice temperature. This
effect, always a concern for those performing low-
temperature transport measurements, can nonetheless
serve as a tool for probing the electron-phonon interac-
tion.

We report here the effect of Joule heating on the dy-
namics of a single bistable defect in Bi. This study was
motivated by the observation that defects with small duty
cycles are quite sensitive to the amplitude of the measure-
ment current. The ratio of the fast and slow transition
rates of a defect depends on temperature through the de-
tailed balance relation yf /y, =e', where c is the ener-

gy asymmetry of the defect. When c/kT & 1, this ratio is
sensitive to small changes in the temperature T seen by
the defect. Since these defects are strongly coupled to the
conduction electrons in the sample below 1 K, ' we in-

terpret their sensitivity to drive current as an indication
of electron heating. Using the "defect thermometer" to
study heating is attractive because it is based purely on
statistical mechanics —a feature it shares with the Johnson
noise thermometer used by Roukes et al. in a previous
electron heating study.

An electron heating study based only on the defect
thermometer relies on the assumptions that the defect is
more strongly coupled to electrons than to phonons, and
that the temperature deduced from the defect tunneling
rates via the detailed balance relation is the "effective"
temperature of the nonequilibrium electron distribu-
tion. ' We will show that the first assumption breaks
down for temperatures above about 1 K, based on fits of
our data to dissipative quantum tunneling theory. ' '
The data presented here were taken well below 1 K,
where we expect both assumptions to hold. ' We would
have liked to measure the electron temperature directly,
and thereby deduce the relative thermal coupling be-
tween the defect and the electrons and phonons as a func-
tion of temperature. We did not achieve this more ambi-
tious goal, for two reasons. We tried to measure the elec-
tron temperature from the amplitude of the resistance
fluctuations indUced by the moving defect, but this ther-
mometer did not obey a simple heating model. Also, we
could not extend our heating measurements above 1 K
due to interference from other defects in the sample.

The sample for this study is the same Bi wire used in
our previous work. The wire has dimensions 0.1

pm X 1.0 pm X 20 nm, a low-temperature resistance of 2.2
kQ, and has five leads for measurement in a bridge cir-
cuit. At several different values of the applied magnetic
field, the resistance of the sample shows clear transitions
between two distinct values, corresponding to the two
states of a bistable defect in one of the sample arms. All
of the data presented here were taken with a magnetic
field of 7 T, where the energy asymmetry of the defect
was largest; hence the ratio of transition rates was most
sensitive to temperature. At each value of temperature
and drive, several hundred transitions were recorded and
analyzed. The individual transitions were found using a
comparator, and the histograms of dwell times in each
state were fit to exponentials to find the average dwell
time in the state. The fast and slow transition rates yf
and y, are the reciprocals of the average dwell times.

Figure 1 shows ln(yf /y, I vs 1/T, taken with a low

enough drive current that no significant heating of the
sample occurs. The data can be fit by a straight line
through the origin, with a slope equal to the energy
asymmetry of the defect, c./kz =0.42+0.02 K. We per-
formed the heating experiment by increasing the ampli-
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FIG. 1. ln(yf/y, ) vs 1/T for a single defect in Bi. The tran-
sition rates obey the detailed-balance relation with a slope of
0.42+0.02 K. Inset: Schematic diagram of the sample, show-

ing current and voltage leads.

tude of the ac drive current used to measure the resis-
tance. (We checked that using a large dc current for
heating plus a small ac measurement current produced
consistent results. ) Figure 2 shows the results of heating
the sample with large drive currents, for lattice tempera-
tures of 0.132, 0.247, and 0.490 K. Rather than plot
yf /y„we plot the defect temperature, defined as
T &d„, =( /ek~)/In(y&/y, ). For low drive current, the
defect temperature rises slowly above the lattice tempera-
ture. As the drive increases, the defect temperature ap-
proaches a power-law behavior that depends only on
drive, independent of the initial lattice temperature.

Behavior similar to that shown in Fig. 2 has been ob-
served by Roukes et al. , who derived an expression for
the electron temperature as a function of drive based on
an earlier model of Anderson, Abrahams, and Ramak-
rishnan. ' The model is based on the observation that
the thermal conductance between electrons and phonons
in a sample of volume V is k,]ph C ]7 ]ph where

C,]=y„TV is the electronic heat capacity and 7 ]ph
=aT~ is the electron-phonon-scattering rate. The ex-
ponent p varies between 2 and 3 for typical disordered
films. ' For low drive currents, the temperature offset

between the electrons and phonons is proportional to the
power dissipated in the sample, Q =I R. As the current
increases, the electron temperature rises, and the elec-
trons become more eScient at cooling themselves by em-
itting phonons. Eventually the electron temperature ap-
proaches the asymptotic dependence on drive
T,] ~I ' + ', independent of the initial lattice tempera-
ture To. Integration of the equation dg=k, I~h(T)dT
from Tz to T,] yields the expression

T,~+ —To+ =[(2+p)/ay„j(I R/V) . (1)

fhe solid lines in Fig. 2 represent a single global fit of Eq.
(1) to all the data shown in the figure, with the two free
parameters p and the product ay„. The values of the pa-
rameters obtained from the fit are II =2.0+0.2, and

ay, I=(4.5+1.0)X10' W/K m .
Before interpreting these results, we examine the as-

sumptions made regarding heat transfer in the sample.
First we consider the thermal coupling of the defect to
the electrons and phonons. Figure 3 shows a log-log plot
of the fast and slow transition rates of the defect versus
temperature. The behavior of these rates below 1 K is
described by dissipative quantum tunneling theory, ' and
was the subject of a previous paper. The theory de-
scribes tunneling of a defect between the wells of a
double-well potential, in the presence of strong interac-
tions with a dissipative environment, or heat bath. In our
experiment, the temperature and energy asymmetry are
much smaller than the vibrational level spacings in a
well, and much larger than the tunneling matrix element.
In this regime, the only property of the heat bath that
enters into the theory is the low-energy spectral density
of excitations J(co) 0- co", where n is 1 or 3 for electrons or
phonons, respectively. We showed previously that for
T &1.2 K the data could be fit with a model that con-
sidered only electrons in the heat bath. To fit the data
above 1.2 K, one must include the phonon contribution.
The solid line shown in Fig. 3 is a fit of the data to a func-
tion calculated by Grabert' that includes the effect of
both electrons and phonons. We do not claim that the fit

shown in Fig. 3 confirms the formula of Grabert —clearly
more high-temperature data points are needed. We are
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FIG. 2. Log-log plot of defect temperature vs drive current,
for three difFerent values of the lattice temperature, TO=0. 132,
0.247, and 0.490 K. The defect temperature is determined from
the ratio of fast and slow transition rates via the detailed bal-
ance relation. The solid lines represent a global least-squares fit
of the data to Eq. (1) with two parameters p =2.0 and
ay„=4.5X10' W/K m'.
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FIG. 3. Log-log plot of fast ($) and slow (~ ) transition rates
vs temperature. The solid line is a least-squares fit to the
theoretical function calculated by Grabert in Ref. 13. The
crossover between electron-dominated and phonon-dominated
tunneling occurs at Tph =0.95 K.
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interested in the value of Grabert's parameter T b, the
crossover temperature between electron-dominated and
phonon-dominated behaviors. For the data shown in the
figure, T „=0.95+0.03 K. A fit to data from the same
defect measured at a different value of the magnetic field
(0.14 T) yields T I, =0.91+0.03 K. Since the lattice tem-

peratures in our heating study are well below T &, we are
justified in neglecting the thermal coupling between de-
fect and phonons. '

Another crucial assumption in the analysis leading to
Eq. (1) is that the electrons heat while the phonons
remain at the temperature of the cryostat. This assump-
tion is valid if the thermal link between the electrons and
phonons is much weaker than that between the phonons
and substrate and between the substrate and cryostat. '

The latter condition is easily fulfilled. The Si substrate
has a surface area 10 times larger than the sample area,
and is immersed in liquid helium in close proximity to the
cryostat thermometer. We believe that the former condi-
tion is also satisfied, by the following argument. The
thermal conductance between film and substrate is about
k,„b/T A =500 W/m K, where A is the area of the
film in contact with the substrate. ' We estimate kz} pQ

in

our Bi film as follows: The density of electron and hole
states at the Fermi level is generally larger in thin Bi films
than in bulk Bi. We take the value y,1=2 J/K m,
which is twice the value for bulk Bi. ' The electron-
phonon scattering rate was measured by Dorozhkin, Lell,
and Schoepe, who obtained ~,&p&=eT with p =3 and
a=3 X10 s ' K . (Our own measurements suggest a
smaller value of p, but we will use this as a starting point. )

The film thickness is 20 nm, so we have k, 1 I, /T A = 120
W/K m . The above estimates give k,„b/k, I s =4 at 1

K, and 40 at 0.1 K.
A final assumption usually made in heating experi-

ments is that the electron and phonon temperatures are
uniform throughout the sample. Unfortunately, this as-
sumption is not valid in our experiment, due to the very
small sample size. (This small size is necessary to enable
us to detect the motion of a single defect. ) In our sample,
shown in the inset to Fig. 1, heat dissipated in the sample
can flow within the electronic system directly out the
leads to the large pads, without first equilibrating with
the phonons in the sample. We estimate the thermal con-
ductance out the leads using the Wiedemann-Franz rela-
tion: IC/o T=2.5X10 WQ/K . The longest distance
from any part of the sample to the large pads is about 0.5
pm, corresponding to about half the sample resistance,
i.e., 1 kQ. Hence the thermal conductance of the elec-
trons from the hottest part of the sample to the cool pads
is about 2. 5 X 10 " T W/K . In comparison, the
thermal conductance between the electrons and phonons
inside one arm of the sample (A =0.05 pm ) is only
6 X 10 ' T W/K according to the estimate made
above. These numbers show that the Joule heat generat-
ed within the sample diffuses out the leads at least as
quickly as it transfers to the phonon system, giving rise to
a temperature gradient in the sample.

This last consideration precludes us from obtaining an
absolute estimate of the electron-phonon-scattering rate
from our data. Equation (1) was derived assuming that

all the Joule heat dissipated in the sample transfers to the
phonons within the sample volume. If we try to interpret
the value of u obtained from Fig. 2 this way, we find

a =2 X 10' s ' K, which is a factor of 7 larger (at 1 K)
than the value obtained by Do rozhkin, Lell, and
Schoepe. The discrepancy reflects the fact that the heat
in the electron system diffuses out the leads, and there-
fore has a larger volume in which to transfer to the pho-
non system. If we knew the exact location of the defect
in the sample, we might be able to model the heat flow
and temperature in the system, but that is not possible in
the present experiment. Despite this limitation, our esti-
mate of the temperature dependence of the electron-
phonon coupling may still be valid. Our value

p =2.0+0.2 is lower than the value p =3 obtained by
Dorozhkin, Lell, and Schoepe in a low-temperature
heating experiment, but it is consistent with the values
between 2 and 2.5 obtained from weak-localization stud-
ies carried out at higher temperatures, 20 including those
in Ref. 9.

The above analysis presents a consistent, but not
unique, explanation of the data in Fig. 2. An alternative
explanation for an observed value of p =2 has been pro-
posed recently by Kanshar, Wybourne, and Johnson, '

who point out that the heating model leading to Eq. (1)
assumes good thermal coupling between the phonons in
the films and substrate. By allowing the coupling to vary,
these authors show that data from a heating experiment
can obey a power law varying anywhere from p =2 to 3,
even when the underlying electron-phonon scattering rate
depends on temperature with p =3. Another concern is
our estimate of the electron-phonon scattering rate,

pQ a T~, based on Ref. 9. The experiments of Ref. 20
give p =2, and a=2X10' s 'K . With this larger
value of a, we find k,„b=0.6k,

& p& independent of temper-
ature, so our assumption that the electrons heat while the
phonons stay cold may be questionable. We also find
with this value of a that the thermal conductance out the
leads is less important, and our measured value
a=2.2X10' s 'K agrees fortuitously with the values
from Ref. 20. We cannot distinguish between these inter-
pretations of our data, but we can assert that our mea-
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FIG. 4. Log-log plot of electron temperature vs drive

current, for the same three lattice temperatures shown in Fig. 2.
The electron temperature is deduced from the amplitude of the
defect resistance jump, whose equilibrium temperature depen-
dence is shown in the inset. These heating data do not obey Eq.
(&)-
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sured values of a represents an upper bound on the
electron-phonon-scattering rate in our sample.

Finally, we discuss our attempt to measure the electron
temperature directly, based on the temperature depen-
dence of the amplitude of the resistance fluctuations, 5R.
We can compare the observed behavior of 5R, shown in
the inset to Fig. 4, with that predicted by universal con-
ductance fluctuation theory. ' Near 1 K, the phase-
breaking length L& in our sample is between 0.1 and 0.2
pm. Thus the sample is just barely in the one-
dimensional (1D) limit, defined by L„,L &L& &L„
where L„, Ly and L, are the sample thickness, width,
and length, respectively. In this limit, 5R ~L;„L&
where L;„ is the smaller of L& and the thermal length,

L,h=(hD/kT)' . At these low temperatures we expect
L&o-T ', due to electron-electron scattering, hence
5R o- T . The observed dependence is about T
which is rather good agreement. As the temperature is
lowered, the sample dimensionality will cross over to OD

when L& becomes comparable to the sample length of 0.5
pm. In this regime the theory predicts 5R ~L& '

~ T ', which is consistent with the roll-off seen in the
inset to Fig. 4 at the lowest temperatures.

Since 5R depends only on L& and L,h, both of which
depend only on the electron temperature, we hoped that
5R would serve as a good electron thermometer. Figure
4 shows a plot of the electron temperature, deduced from
M, versus drive. These data were taken simultaneously
with those shown in Fig. 2. Unlike the data in Fig. 2,

however, the data in Fig. 4 cannot be fit with Eq. (1), be-
cause 7"„does not asymptotically vary as a power law

with drive. In addition, T,~
appears to increase with

drive initially much faster than Tdef This latter observa-
tion would be plausible if the defect were only weakly
coupled to the electrons, but in the present circumstance
we find it disturbing. Given the choice between our two
thermometers, we trust more the reliability of the defect
thermometer because of its connection to statistical
mechanics. We do not know why 5R does not serve as a
reliable electron thermometer, but we mention incidental-

ly that Bergmann et al. " found the Coulomb-interaction
resistance anomaly to be a poor thermometer in a heating
study of Au films, possibly due to violations of Ohm's
Law.

In summary, we have shown that the transition rates of
a single defect can be used as a local thermometer under
nonequilibrium conditions, via the detailed-balance rela-
tion. We have used this thermometer to study electron
heating in a submicrometer Bi sample, and we find results
consistent with a simple heating model, with electron-
phonon power law p =2. We cannot obtain the absolute
electron-phonon-scattering rate from this experiment,
due to the nonuniform temperature profile in the submi-
crometer sample.

We gratefully acknowledge the assistance of P.
McConville, M. Dubson, R. Tobin, and W. Pratt, Jr.
This work was supported in part by the National Science
Foundation under Grant No. DMR-9023458.

'T. L. Meisenheimer et al. , Jpn. J. Appl. Phys. 26, 695 (1987).
K. S. Rails and R. A. Buhrman, Phys. Rev. Lett. 60, 2434

(1988};Phys. Rev. B 44, 5800 (1991).
G. A. Garfunkel et al. , Phys. Rev. B 41, 4901 (1990).

4N. M. Zimmerman et al. , Phys. Rev. Lett. 67, 1322 (1991);B.
Golding et al. , Phys. Rev. Lett. 68, 998 (1992).

5K. Chun and N. O. Birge, Phys. Rev. B 48, 11 500 (1993).
B. L. Al'tshuler and B. Z. Spivak, Pis'ma Zh. Eksp. Teor. Fiz.

42, 363 (1985) [JETP Lett. 42, 447 (1985)];S. Feng, P. A. Lee,
and A. D. Stone, Phys. Rev. Lett. 56, 1960 (1986).

7P. A. Lee, A. D. Stone, and H. Fukuyama, Phys. Rev. B 35,
1039 (1987), and references therein.

8M. L. Roukes et al. , Phys. Rev. Lett. 55, 422 (1985).
S. I. Dorozhkin et al. , Solid State Commun. 60, 245 (1986).
J. Liu et al. , Phys. Rev. B 40, 7527 (1989).
G. Bergrnann et al. , Phys. Rev. B 41, 7386 (1990).

' It has been shown that the distribution function for hot elec-

trons in metals is quite similar to the Fermi distribution for

energies within several kT of the Fermi energy. This justifies
the concept of an "electron temperature, " and supports the
assumption that the ratio of the defect tunneling rates mea-

sures that temperature far from equilibrium. See M. R. Arai,
Appl. Phys. Lett. 42, 906 (1983); and S. K. Sarker et al. ,
Phys. Rev. B 35, 9229 (1987).

'3A. J. Leggett et al. , Rev. Mod. Phys. 59, 1 (1987), and refer-
ences therein. See also Yu Kagan and N. V. Prokofev, in

Quantum Tunneling in Condensed Matter, edited by Yu Ka-

gan and A. J. Leggett (Elsevier, New York, 1993).
~4H. Grabert, Phys. Rev. B 46, 12753 (1992). Grabert's form

for the spectral density of bath excitations can be written as

J(to) =Kto[1+(hto/kTph ) /2n K], where K =0.2 is the cou-

pling parameter between the defect and electron-hole excita-

tions. The ratio of phonon coupling to electron coupling is

then roughly 0.25( T~,«,„/T~h ), where T„«,„is the actual lat-
tice temperature in the experiment, and T„h =0.95 K, from

Fig. 3.
P. W. Anderson et al. , Phys. Rev. Lett. 43, 718 (1979).

6For the case of Bi Alms, see Refs. 9 or 20.
' We follow the point of view of Refs. 8, 12, and 15 here, where

the phonon-substrate coupling is characterized by a thermal
conductance k,„b. At higher temperatures, it may be neces-

sary to consider a more sophisticated model that treats each
phonon frequency independently. See Ref. 21, based on the
model of N. Perrin and H. Budd, J. Phys. (Paris) Colloq. 33,
C4-33 (1972).

' W'e use the same value for the thermal boundary resistance as
in Ref. 8, taken from W. A. Little, Can. J. Phys. 37, 334
(1959). Many solid-solid interfaces have similar values of
thermal boundary resistance, cf. E. T. Swartz and R. O. Pohl,
Rev. Mod. Phys. 61, 605 (1989).

' N. E. Phillips, Phys. Rev. 118, 644 (1960). Our guess for y, ] in

our Bi film is based on the discussion in Ref. 23 and refer-
ences therein.
F. Komori et al. , J. Phys. Soc. Jpn. 52, 4306 (1983); also P. H.
Woerlee et al. , J. Phys. C 16, 3011 (1983).
M. Kanshar et al. , Phys. Rev. B 47, 13 769 (1993). See also J.
C. Nabity and M. N. Wybourne, J. Phys. Condens. Matter 2,
3125 (1990). According to this work, the 100-nm-thick oxide
on our substrates may reduce the high-frequency component
of the phonon coupling between film and substrate.

-'-'The UCF calculation is strictly valid only for an ensemble of
defects.
N. O. Birge et al. , Phys. Rev. B 42, 2735 (1990).


