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The open-system boundary conditions for the one-dimensional Schrédinger equation are derived
by dividing the unbounded domain into a finite system and two semi-infinite reservoirs. The resulting
boundary conditions on the system are non-Markovian, as they contain a convolution over the
history of the system. Thus, time-irreversibility arises in a pure-state problem. The propagator
which appears in the boundary condition is derived for a simple discrete model. The correctness of
the boundary conditions is verified and the usefulness of the discrete model is demonstrated by a
numerical calculation of the time-evolution of a wave packet.

Many quantum systems are open, in the sense that
they are coupled to their environment in a way that
permits an exchange of particles.! Examples include any
electron tunneling or wave-guide structures to which con-
ductive leads are attached. To the extent that such
systems are describable in terms of pure single-particle
states, one would like to use the Schrodinger equation
to model their behavior. Also, one typically wishes to
expend a minimal effort describing the effects of the en-
vironment, and instead concentrate on the description of
the system. This is most conveniently done by incorpo-
rating the effects of the environment into boundary con-
ditions applied to the equations describing the system.

Open-system boundary conditions are necessarily
time-irreversible.1'> The appropriate boundary condi-
tions for the steady-state Schrodinger equation are well-
established: v + (i/k)dvy/dz is fixed on each boundary.
For time-dependent problems, however, only approxi-
mate boundary conditions have been developed, and
these will be discussed below. We present here a deriva-
tion of the exact open-system boundary conditions in a
discrete space. These conditions are non-Markovian, in
the sense that they contain a convolution over the past
history of the system. The problem provides a physically
transparent example of the origin of time-irreversibility
and non-Markovian behavior. The solution also provides
a practical computational scheme.

Our development of the open-system boundary condi-
tions parallels that of Zwanzig’s kinetic equation for the
density matrix.* We begin with a one-dimensional, un-
bounded domain, and partition it into three regions: a
semi-infinite left-hand reservoir, the finite system of in-
terest, and a semi-infinite right-hand reservoir. (The use
of the term “reservoir” anticipates the application of this
theory to statistical problems, but for the present pur-
poses the reservoirs simply contain that part of the wave
function whose time-evolution is not evaluated in detail.)
The wave function in these respective regions will be de-
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noted by 9,1, ¥s, and ¥,.g. Then Schrodinger’s equation
may be written as

ol w‘r'L HrL H,TL 0 11[}’!'[4
tho | ¥s | = | H H, Hly Y | - (1)
er 0 HiR H,-R "/)rR

The components of the total Hamiltonian include H,p,
and H,g, which operate within the respective reservoirs,
H,, which operates within the system, and H;y, and H;p,
which couple the system to each reservoir. To derive the
open-system boundary conditions, we will eliminate 1,1,
and ¥,.g from (1).

Let ¢(s) = L[¥(t)], the Laplace transform of ¥(t).
Then (1) becomes
d)rL(s) d"rL(O)
ihgs | Bs(s) | — | %a(0)
d)rR(S) d)TR(O)
Hyp Hp 0] [éni(s)
=|Hy H, Hlg || ¢(s) | - (2)
0 H; H,.R ¢TR(S)

Solving for ¢.1, and ¢,g in terms of ¢, and then substi-
tuting the results into (2) yields

ihlsds — s(0)] = Hobs + Hir[(ihs — Hrp)  H]p s
+(ihs — Hyp) "k, (0)]
+H!,[(shs — Hyr) ' Hirds
+(ihs — H,g) ‘ihab,r(0)] . (3)

Let (¢hs — H,)"' = g(s), the Green’s function for the
reservoir, with the inverse Laplace transform £ 1[g(s)] =
G(t), the propagator. Note that G(t) is an operator on
the space of all functions %, on the appropriate reser-
voir. (Also note that the Laplace transform naturally
incorporates causality into g; no imaginary infinitesimals
are required in the denominator.) Now taking the in-
verse Laplace transform of Eq. (3) leads to an augmented
Schrédinger equation,
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t
m%ﬁ = H,v,(t) + HiL / Gr(t —T)H po(r) dr
0

+iﬁGL(t)1/),L(O)}

t
+H!, / Gr(t — 7)H;gtps(7) dr
0

+iﬁGR(t)’l/).,.R(0)} . (4)

We see that in addition to the Schrédinger equation for
the isolated system, we have two new terms associated
with each reservoir: a term involving the initial (¢ = 0)
state of the reservoir and a convolution integral over the
history of the system from 0 to ¢t. The presence of the
convolution makes (4) a non-Markovian equation, and in-
troduces the time-irreversibility required of an open sys-
tem.

Observe that here non-Markovian irreversibility arises
in a pure-state problem, and consequently there is no in-
crease in the thermodynamic entropy, in contrast to the
usual notions of irreversibility.® There is, however, a loss
of information in some sense, as the quantum-mechanical
amplitudes propagate into the reservoirs. The irre-
versibility of the present model is perhaps more math-
ematical than physical, but we believe that this is the
simplest model in which non-Markovian irreversibility oc-
curs.

Let us also point out the differences between the
open-system model and the more conventional models
of dissipative systems which are known to display non-
Markovian irreversibility.®” These models consist of a
particle coupled to a heat bath. In this case, the Hilbert-
space description of the state of the system plus the heat
bath is defined by the direct product of the degrees of
freedom of the system with those of the bath. In the
open-system case, the space is naturally partitioned into
a direct sum of the system and reservoir components as
shown in (1). Thus the projection-operator techniques in-
troduced by Zwanzig* apply directly to the open-system
problem, even in the case of a pure quantum state.

The open-system Schrédinger equation (4) is quite gen-
eral, but to demonstrate its usefulness we must apply it to
a more specific model. We choose a one-dimensional dis-
crete model such as is often derived from a tight-binding
approximation, but we will view it as simply a finite-
difference approximation to the continuum Schrodinger
equation. The wave function is defined only on a dis-
crete set of points z; = jAz, and we denote its value
by ¥; = ¥(x;). Then the second-order approximation to
the Hamiltonian is of a tridiagonal form

(H¥); = —cjvoj—1 + djp; — Cit1¥j+1- (5)

We partition the discrete domain so that points j < 0 are
the left-hand reservoir, points 1 < j < J are the system,
and points j > J are the right-hand reservoir.

To apply (4) to the discrete model, we require the reser-
voir propagator G(t). We will index the reservoir points

by 1 =1,2,3,..., with [ = 1 being the point adjacent to
the system. One can derive the exact propagator for an
unbounded uniform discrete model by any of a number of
techniques, and then use the method of images to obtain
Gy (t) for the semi-infinite reservoir:

Gui(t) = (1/ik)e~ /P
x [V J_p (2, /B) — Y Jiyp (2e0t/R)],  (6)

where J,, is a Bessel function of the first kind, and with
¢, and d, as defined in (5). Each interaction Hamiltonian
H; has only one nonzero element. Thus, in (4) only terms
involving Gy; appear in the initial-value terms and only
G, appears in the convolution integral. This can be
simplified to

: J1(2¢c,t/h
Gul(t) = e_‘d"/"———l(ic t/ ) (7

One can also derive G1; from a recursion relation often
used to model electron waveguides.®

To demonstrate the effectiveness of the open-system
boundary conditions, a computer program for integrat-
ing (4) was developed. The Cayley time-discretization
scheme® was generalized to include the memory integrals
in (4). Because much of the motivation for the study of
open systems comes from the recent progress of semicon-
ductor technology, the program was tested by calculating
the motion of an electron wave packet in the conduction
band of GaAs. The domain was taken to be 50 nm wide
and the potential was assumed to be constant. The mesh
spacing was Az = 1.0 nm and a time step of At =0.2 fs
was used. The initial wave packet was Gaussian,

(;,0) = e exp[—(z; — z.)?/207], (8)

centered at z. = 10 nm, of width ¢ = 10 nm, and of
average wave vector ko = 0.7 nm~! (corresponding to an
average energy Eo = 0.267 eV). The results of this calcu-
lation are shown in Fig. 1, which verifies that reflection-
less propagation through the boundary has indeed been
achieved. If any components of the wave function were
reflected, one would see interference effects in the prob-
ability density. Such interference is readily observable if
the boundary conditions are not accurately implemented,
as in the presence of minor programming errors. The re-
sults of Fig. 1 also illustrate the operation of the initial-
value term in (4), as a part of the initial wave packet lies
in the left-hand reservoir and subsequently propagates
into the system.

While the example of Fig. 1 used a constant potential,
the open-system boundary conditions still apply when
the potential within the system is complicated and even
time-dependent. The propagators (6) and (7) are correct
so long as the potential within each reservoir is constant.

Prior work on open-system boundary conditions for
Schrédinger’s equation occurs in the context of wave-
packet calculations like that illustrated above. The first
such calculations circumvented the open-system prob-
lem by using a closed system large enough to model
the phenomena of interest without generating reflec-
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FIG. 1. Time evolution of an electron wave packet in an
open system. The open-system boundary conditions are ap-
plied at z = 0 nm and ¢ = 50 nm, and the simulation pa-
rameters are described in the text. The probability density
density is plotted for the wave packet at the indicated times.
Note the propagation of the wave packet into the system from
the left-hand boundary, and the absence of interference or re-
flections as the wave packet passes through the right-hand
boundary.

tions from the boundaries within the lifetime of those
phenomena.®® Another expedient involved adding a
negative imaginary potential near the boundary to at-
tenuate the wave function before it had an opportunity
to reflect.!>1? Recent interest in the simulation of tunnel-
ing devices has prompted the development of a number of
improved, though still approximate, open-system bound-
ary conditions.’3'® In general, these schemes involve
fitting the wave function in the vicinity of the bound-
ary to a simple functional form which can then be ex-
trapolated to find the value of the wave function on the
boundary. This approach was introduced by Mains and

Haddad,®'* and has recently been extended by Regis-
ter, Ravaioli, and Hess.!® In a technique developed by
Shibata'® the w(k) dispersion relation is approximated
over an appropriate region by a linear function, which
leads to a boundary condition containing only first-order
time and space derivatives. Shibata’s work provides a
Markovian approximation to the more general solution
presented here. All of these methods work to varying
degrees, over some energy range, depending upon the ac-
curacy with which the wave function may be fit within
their assumptions.

In a more general context, one often encounters spu-
rious effects when one must truncate a set of basis func-
tions in a quantum-mechanical calculation. An example
occurs in chemical physics in the study of dissociative
systems.!” The general approach presented here, draw-
ing upon the projection operator techniques of statisti-
cal physics, might be applicable to such problems if the
appropriate propagators can be conveniently evaluated.
Another possible application involves optical propagation
within the paraxial approximation.'® This approximation
leads to a form of the Schrédinger equation, and in this
case the open-system boundary conditions would repre-
sent radiation losses transverse to the direction of prop-
agation.

In summary, we have presented the general solution
to the open-system problem for the one-dimensional
Schrodinger equation. The general formulation leads to
a practical technique for simulating the time-evolution
of quantum states within a simple discrete model. The
open-system equation (4) also demonstrates, in a sim-
ple intuitive context, the origin of irreversible and non-
Markovian behavior in a quantum system.
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the manuscript.
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