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We present self-consistent spin-polarized electronic-structure calculations for amorphous Fe„B&00 „
(50~x ~ 95) alloys, based on a supercell linear-muffin-tin-orbital technique and realistic structure mod-

els produced by molecular-dynamics simulations. We show that the electronic densities of states of the

amorphous alloys are very similar to that of the crystalline Fe borides. This confirms the conclusions as

to the similarity of the local order in the crystalline and amorphous phases drawn on the basis of the

structural studies. The calculated composition dependence of the magnetic moments is in good agree-

ment with experimental data on amorphous films, with a maximum of the magnetic moment close to
15 at. %%uoB. Thedecreas eof th emomen t for lowe r Bconten t isshow n toaris e fro m th ecompetitio nbe-
tween ferro- and antiferromagnetic exchange interactions, the decrease with higher B content is due to a
dilution effect: polarizable d-d bonds are replaced by magnetically inert p-d bonds. We also present de-

tailed calculations of the photoemission intensities.

I. INTRODUCTION

During the last decades, a vast literature has been de-
voted to the magnetic properties of amorphous
transition-metal —metalloid alloys. ' The two competing
theoretical concepts for the magnetism of alloys (the
band theory based on a picture of nearly free itinerant
electrons ' and the Heisenberg model of localized
spins ' ) have also been applied to amorphous magnets.
On the basis of the concept of localized electrons Corb
et a/. have developed the "coordination-bond model"
which attributes the reduction of the magnetic moments
with an increasing content of metalloid atoms to the
chemical bonding, i.e., to the formation of nonpolarizable
p-d hybrid bonds from polarizable 3d transition-metal
states. On the other hand, Malozemoff et al. '

developed the "band-gap theory" of strong ferromagne-
tism in amorphous alloys based on the existence of a hy-
bridization gap in the electronic density of states in the
majority-spin band. Whereas the coordination-bond
model focuses on the local atomic environment, and espe-
cially on the metal neighbors of the metalloid atoms, the
band-gap theory asserts that the reduction of the magnet-
ic moment is determined only by the valence of the
metalloid and is independent of the local environment.
However, a critical analysis of the magnetization data of
amorphous (Fe,Co,Ni)-(B,P) alloys shows that neither the
band-gap model nor the coordination-bond model offer a
consistent explanation of the composition dependence of
ferromagnetism. The striking contrast between Co- and
Fe-based alloys is very instructive: In amorphous Co-B
and Co-P alloys (as well as in Co-based amorphous

transition-metal alloys), the average magnetic moment
per Co atom varies almost linearly with composition. '

The magnetic moment in the amorphous alloys is almost
the same as in the crystalline compounds and, for low
metalloid content, extrapolates to the magnetic moment
of pure Co. The alloys show strong magnetism and only
weak magnetovolume effects. On the other hand, amor-
phous Fe-B, Fe-P, Fe-Zr, Fe-Y, . . . alloys show a max-
imum of the magnetic moment at approximately 85 at. %
Fe. ' ' The strong magnetovolume effect observed in
the Fe-based alloys and the Invar effect are strongest at
the composition with the largest magnetic moment. In
the Fe-rich regime, the data show rather strong scatter,
depending on the preparation conditions and on the
thermal history of the samples. As a rule, the magnetic
moments are lower in vapor-quenched amorphous rib-
bons"' and decrease faster with decreasing B concen-
tration. Only for microcrystalline alloys does the mag-
netic moment of the Fe-rich alloys extrapolate to the
magnetic moment of a-Fe (p =2.2@~ ). For the amor-
phous alloys, the moment extrapolates to the much lower
value ascribed to hypothetical amorphous Fe
(p = l.3pz —l.Spy ). ' For higher B content, the magnet-
ic moment in the amorphous alloys is only slightly lower
than that of the crystalline Fe borides. '

There have been several electronic-structure calcula-
tions for the amorphous Fe borides. ' ' The calcula-
tions of Fujiwara' and of Nowak et al. ' are based on
the tight-binding linear-muffin-tin-orbital (TB-LMTO)
method and simple structural models based on relaxed
dense-random-packing structures. The calculations are
for the paramagnetic phase and achieve self-consistency
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only in an average sense (one-electron potential and
charge density are consistent for average Fe and B sites).
The tight-binding calculations of Krompiewski et al. '

and Ching and Xu and the TB-LMTO calculations of
Turek ' have been performed for the ferromagnetic
phase, but they are either non-self-consistent ' ' or
achieve self-consistency only between spin density and
magnetic moments, at fixed interatomic transfer in-
tegrals. ' Krompiewski et al. ' and Turek ' made an at-
tempt to study the variation of the magnetic moment
with composition and achieved reasonable agreement
with the rather scattered experimental data for B con-
tents larger than 15 at %%uo.. TheFe-ric hregio nha sheen
explored only by Krompiewski et al. ; the magnetic mo-
ments extrapolate to a very low value (p= l. lp~ ) in hy-
pothetical amorphous iron. No serious attempt has been
made to correlate the predictions for the electronic struc-
ture with existing data: The paramagnetic results' ' for
the electronic specific heat disagree with experiment by
up to a factor of 3; the comparison with photoemis-
sion and soft x-ray spectra ' is hampered by the
scatter between the various sets of experimental data and
the evident importance of matrix-element and resolution
effects.

Thus, in spite of the evident technological importance
of the materials, our understanding of their electronic
and magnetic behavior is still at a surprisingly low level.
The key to progress seems to be in the resolution of two
probletns: (a) improved structural modeling. A good
structural model should predict not only the average
structure factor, but, much more importantly, the partial
structure factors at a level of detail sufficient to charac-
terize the chemical and topological short- and medium-
range order. Furthermore, the modeling should be based
on interatomic forces based on a quantum-mechanical
description of the chemical bond to allow one to check
the consistency of the atomic and electronic structures.
(b) The other problem is electronic structure calculations
that are self-consistent not only on average, but achieve
consistency between the local potential and the local
charge and spin density on the individual atomic sites.

Recently, it has been shown that the key to a calcula-
tion of interatomic forces in materials with an apprecia-
ble covalent character of the chemical bond is in the re-
vival of an old concept: the bond order. ' Within
tight-binding theory, the total energy may be decom-
posed in a repulsive pairwise term (describing the electro-
static and exchange-correlation contributions) and a co-
valent bond energy with the strength of each bond given

by the product of the transfer integral and the bond order
counting the difference in the number of electrons in
bonding and antibonding states. Different methods for
the calculation of the bond order have been pro-
posed. " For disordered materials, the analytical cal-
culation of the bond order on a Bethe lattice used as a
reference system has proven to be particularly fruit-
ful. ' A Bethe lattice is characterized only by the
mean bond length and coordination number, but this
turns out to be sufficient to grasp the essential aspects of
the electronic structure. For example, for transition-
metal glasses this simplified approach reflects the change

from weak, additive interatomic forces in the common-
band alloys (e.g. , in ¹iPd) to strong, nonadditive forces
in split-band alloys (e.g., Ni-Zr, Ni- Y). The tight-
binding-bond approach has very recently been general-
ized to transition-metal —metalloid alloys and it has been
shown that the resulting nonadditive potentials lead to a
very accurate description of the chemical and topological
short- and medium-range order.

For the calculation of the electronic properties of
liquid and amorphous metals, the supercell method ' is
the only one to achieve local self-consistency. In the su-
percell method, the glass is modeled by a small, periodi-
cally repeated supercell. It has been shown that super-
cells containing 60—70 inequivalent atomic sites yield a
reliable description of the electronic density of states of
the amorphous alloy, which is not seriously affected by
the periodic boundary conditions. Larger supercells con-
taining —150 atoms are sufficient for the calculation of
transport properties. The supercell method has also
been extended to spin-polarized electronic-structure cal-
culations. '

In this paper we present spin-polarized electronic-
structure calculations for amorphous Fe B&pp alloys,
for compositions ranging from pure Fe to the mono-
boride FeB. Our calculations are based on accurate
structural models generated using a simulated
molecular-dynamics quench and tight-binding-bond po-
tentials. We use a linear-mu5n-tin-orbital (LMTO) su-

percell technique which permits for locally self-consistent
calculations and present a detailed analysis of spin-
polarized photoemission intensities. We find that in the
Fe-rich limit, the magnetic properties are dominated by
competing ferro- and antiferromagnetic exchange in-

teractions arising from local fluctuations in the potentials
and charge densities. The presence of antiferromagnetic
exchange interactions leads to the appearance of negative
Fe moments for isolated sites, causing the decrease of the
average moment at B contents lower than 15 at. %.
These effects are strongly volume dependent. At larger B
contents the saturation moment decreases again; in an

amorphous Fe~pBgp alloy most iron atoms are nonmag-

netic (-2/3), and the others show moments fluctuating
between 0.2pz and 1.2@~. This is in contrast to the crys-
talline monoboride with a magnetic moment of about
1.2pz per Fe atom. We show that the faster decrease of
the magnetic moment with increasing 8 content is largely
disorder induced. We also present detailed calculations
of the x-ray and ultraviolet photoemission spectra and a
detailed comparison with experimental data.

The paper is organized as follows: In Sec. II we recapi-
tulate very briefly the construction of the structural mod-

els; Sec. III describes the technical details of the self-

consistent local spin-density calculations using the
LMTO method. Section IV presents the results and con-
tains a detailed discussion of the structure-property rela-

tionship. Our conclusions are presented in Sec. V.

II. STRUCTURAL MODELING

Our calculations are based in the structural models of
Ref. 35, extended to a wide range of compositions. The
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models are generated by a simulated molecular-dynamics
quench based on interatomic forces derived using a
tight-binding-bond approach from a simplified model of
the electronic structure. The basic assumption of a nar-
row Fe-d band interacting with a broad B-p band is
motivated by our knowledge of the electronic structure of
the crystalline Fe-B phases. The forces mediated by
the covalent bond in the p-d band complex are expressed
in terms of the tight-binding transfer integral t,j (R ) and
the bond order e;. counting the difference in the number
of electrons occupying bonding and antibonding states.
The bond order may be expressed in terms of the off-
diagonal Green's function and calculated analytically us-
ing renormalized perturbation theory on a Bethe-lattice-
reference system. The contribution of the Fe-s electrons
to the interatomic forces is treated via pseudopotential
perturbation theory; the B-s electrons are assumed to
form a completely filled nonbonding band interacting
only weakly with the p-d bands. The results of the
present paper largely confirm these assumptions. The
tight-binding-bond method leads to strongly nonadditive
pair forces with a preference for strong, short Fe-B
bonds. This nonadditivity rejects the strong covalent
character of the bond and is the main cause for the ob-
served chemical and topological short- and medium-
range order effects. The simulations used for the analysis
of the diffraction data are based on ensembles with
%=10 to 2X10 atoms. ' To generate the coordi-
nates for the electronic-structure calculations, the
molecular-dynamics simulations are repeated for N=64
atom ensembles. Configurations for the electronic-
structure calculations were chosen such that the partial
correlation functions calculated for a single 64-atom
configuration are as close as possible to those derived
from an ensemble average of over the larger models. For
any further details and for a detailed comparison of the
calculated structure with experiment we refer the reader
to Refs. 35 and 36. Here we only emphasize the close
similarity of the short-range chemical and topological or-
der of the amorphous alloys with the trigonal-prismatic
atomic arrangements in crystalline Fe B, x= 1,2,3,
demonstrated in these simulations.

III. ELECTRONIC STRUCTURE:
COMPUTATIONAL DETAILS

The techniques for calculating the electronic structure
of amorphous solids fall essentially into three classes: (i)
efFective medium approaches, (ii) supercell techniques,
and (iii) real-space recursion calculations. Effective medi-
um approaches attempt to extend the coherent-
potential theory (which has been very successful for sub-
stitutionally disordered alloys) to the case of topologically
disordered materials. They involve very complex aver-
ages over comp1ex many-body correlation functions and
have never been sho~n to work beyond the most simple
monatomic cases. Supercell techniques apply conven-
tional band-structure methods developed for crystalline
solids to periodically repeated supercells representing the
amorphous material. The advantage of the super-
cell techniques is that they allow to achieve charge self-
consistency on every local site; the disadvantage is that

the application of the technique is in practice limited to
systems with a maximum of 100 inequivalent sites in the
periodically repeated cell. The real-space recursion
method is based on a tight-binding representation of the
Hamiltonian. In non-self-consistent calculations, very
large systems (up to 10 atoms) may be treated. Howev-
er, to achieve charge self-consistency, the local density of
states (DOS) on every site is required. In practice, self-
consistency is achieved only for an average atom
represented by the local DOS and charge density aver-
aged over a small number of atoms (typically 10—20)
selected from the central region of a larger cluster (typi-
cally 500—1000 atoms). ' ' Comparing the recursion and
supercell methods, the advantage of the former is that it
is less affected by the periodic boundary conditions and
that of the latter is the possibility to achieve local self-
consistency. Comparisons of supercell calculations with
-60 atoms per cell with recursion calculations based on
800-atom clusters representing amorphous Ca70A130 have
demonstrated that the effect of the periodic boundary is
small. On the other hand it can be shown that the
neglect of self-consistency effects on the local fluctuations
in the charge density and in the potential can lead to sub-
stantial differences in the loca1 DOS and in the local mag-
netic moments. So in applications whose aim it is to
explore the relation between the local atomic and the lo-
cal magnetic structure, there is no alternative to the use
of the supercell method.

In principle, any band-structure code could be used for
supercell calculations —the choice is merely a matter of
computational efficiency. In our calculations we used the
scalar relativistic variant of the linear-muffin-tin-orbital
(LMTO) method in the atomic-sphere approximation
(ASA). Exchange and correlations are treated in the
local-spin-density approximation (LSDA). The ratio of
the radii of the atomic spheres is taken as ra lrF, =0.82,
corresponding to the positions of the nearest-neighbor
peaks in the Fe-B and Fe-Fe correlation functions. A su-
percell represents only one possible atomic
configuration —in principle a configuration average must
be performed. This is a very expensive procedure. %e
have taken an average over a small number of
configurations for the example of Fe80820 and found that
the configuration-induced changes in the total DOS are
very small. In the average magnetic moment we found
changes of +3%, depending on configuration. For most
other compositions, only a single reference configuration
has been considered.

Photoemission intensities are calculated in terms of the
partial photoionization cross sections o &(fun, E) and the
partial densities of states n &(E) (a =Fe,B). The partial
photoionization cross sections are calculated under the
following approximations: (a) neglect of wave-vector
conservation (as is legitimate for amorphous materials),
(b) dipole approximation to the electromagnetic field, and
(c) single-scatterer final-state approximation.

IV. ELECTRONIC AND MAGNETIC STRUCTURE

The calculations have been performed at the atomic
densities of the amorphous alloys given by Hasegawa and
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FIG. 1. Composition dependence of the density of amor-

phous Fe„B&oo, alloys and of crystalline Fe-B compounds. (~ )

experimental data of Hasegawa and Ray (Ref. 52) for glassy al-

loys, (+) experimental densities for pure Fe and crystalline

Fe3B, Fe28, and Fe-8 (Ref. 55), and (0) densities used in the
present calculations.

A. Electronic density of states
and distribution of magnetic moments

Figure 2 sho~s the spin-polarized electronic densities
of states for amorphous Fe„B&oo „alloys with
50~x ~95; Fig. 3 shows the distributions of the 1ocal
magnetic moments for these alloys. These are the main
results of this paper. The electronic DOS of the glassy al-
1oys is surprisingly close to that of the corresponding
crystalline phases: The electronic states close to the
Fermi level are dominated by the Fe-d states forming a

Ray. The determination of the density of amorphous
alloys is always subject to some uncertainty, experimen-
tally as well as in computer simulations. The data of
Hasegawa and Ray show a marked change in slope at
about 21 at. %%uo B(seeFig . 1):Theapproximatel y linear
concentration dependence in the Fe-rich regime extrapo-
lates to a density of p-7.47 g cm, about 6% lower than
the density of bcc Fe (p=7.92 g cm ). At higher B con-
tent the density varies again approximately linearly with
composition —this time the linear trend extrapolates to
the density of crystalline iron. This change in the con-
centration dependence of the density has been taken to
indicate a change in the atomic structure. Recent com-
puter simulations have confirmed that the medium-

range order in the glassy phase changes profoundly as the
composition approaches that of the crystalline Fe38
phase. The density of the crystalline compounds is al-

ways substantially larger than that of the amorphous al-

loys (the difference is up to 5.5% in the case of Fe2B). In
our calculations, we have used densities that interpolate
(respectively slightly extrapolate) the data of Hasegawa
and Ray. In addition we have investigated the density
dependence of the electronic and magnetic properties for
a few selected compositions.

spin-split two-peaked band with the Fermi level just
above the main peak of the majority band and close to
the minimum of the DOS in the minority band. A re-
markable difference in the DOS's of the crystalline and
amorphous alloys is the absence of the hybridization gap
at the upper edge of the d band in the amorphous phases.
For all amorphous alloys, the Fermi level falls in a region
of rapidly decreasing DOS, in contrast to the crystalline
compounds where E~ is pinned in the hybridization
gap. ' The similarity in the two-peak structure of
the DOS of the crystalline and amorphous alloys is im-
portant, because it demonstrates that the structure of the
DOS of the amorphous alloy is not related to the two-
peak structure of the DOS of elemental bcc Fe (fcc or hcp
Fe have a totally different DOS structure). The latter
originates from the atomic arrangement in the bcc lattice
with eight nearest neighbors arranged on a cube and six
next-nearest neighbors arranged on an octahedron. The
crystalline Fe-8 compounds are characterized by local
units in the form of a 8-centered trigonal prism of Fe
atoms, eventually with additional Fe atoms capping the
square faces of the prism. Our simulations have
shown ' that this is also the preferred local order in the
amorphous alloys. Therefore the double-peaked DOS of
the amorphous Fe-8 alloys does not indicate a local bcc-
like coordination, but the similarity of the local order in
the crystalline and amorphous phases.

Of the previous electronic-structure calculations for a-
Fe, B&00 „alloys, the real-space recursion calculations
using the TB-LMTO calculations of Nowak et al. "
(paramagnetic) and Bratkovsky and Smirnov (spin po-
larized) for Feso820 show the double-peaked structure of
the DOS, but not the spin-polarized empirical TB calcu-
lation of Krompiewski et al. ' This could indicate the
importance of charge self-consistency (although this is
achieved only in an average way in the recursion calcula-
tions).

The analysis of the partial local DOS's (Fig. 4) shows
several remarkable features: (i) The B-s states interact
only weakly with the Fe-d—8-p band complex. 8-s and
8-p states are separated by a remarkably distinct pseudo-

gap at a binding energy of 7—8 eV (depending slightly on
composition). The s states form a fully occupied, non-
bonding band. This confirms the assumptions made in

the construction of the tight-binding-bond potentials.
Even at a composition of Fe508~0, the hybridization of 8-
s and B-p states is still rather weak. (ii) The covalent cou-
pling between B-p and Fe-d states is stronger in the spin-
down (minority) band, leading to a slightly increased oc-
cupation of the B spin-down states and small negative
moments in the B sites. This ferrimagnetism induced by
a strong covalent coupling in the spin-down band is a
rather general phenomenon in many glassy and crystal-
line transition-metal and transition-metal —metalloid al-
10 s 41,42, 55

The distribution of the local magnetic moments as a
function of composition is shown in Fig. 3. The Fe mo-
ments show a broad distribution of positive moments
(ranging between Ip, s and 3IMs in the Fe-rich limit), with

a mean value that decreases monotonically with increas-
ing B content and with a small number of negative Fe
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moments for x ~ 85. All B atoms carry a small negative
moment (see also Table I). The most striking result is

certainly the appearance of negative (antiferromagnetic)
Fe moments. This correlates with the results obtained
for pure amorphous Fe. ' As for the hypothetical amor-
phous element this effect depends strongly on the density.

B. Magnetovolume effects: Competing ferro-
and antiferromagnetic exchange interactions

For x =90, x=80, and x=65 we have investigated the
inhuence of the volume on the magnetic properties. The
distributions of the magnetic moments are shown in Fig.

5. In the Fe-rich alloy Fe90B&0 a reduction of the atomic
volume leads to a multiplication of sites with negative
moments; i.e., the exchange coupling becomes more anti-
ferromagnetic with decreasing interatomic distance. At
the density of p=8.15 gcm the distribution of the
magnetic moments is bimodal; 25%%uo of the sites carry
negative moments. Even at higher B contents (x=80),
where all Fe moments are positive at normal density, neg-
ative moments appear under compression [see Fig. 5(b)].
Only for x =65 does the system remain purely ferrimag-
netic; compression leads only to a reduction of the overall
magnetic moment. The increase of the magnetic moment
with decreasing density explains the Invar effect of the
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FIG. 2. Spin-polarized electronic density of states of amorphous Fe„B&oo alloys.
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FIG. 3. Distribution of the local magnetic moments pF, on

the Fe sites in amorphous Fe„B&00 alloys.

amorphous Fe-B alloys. In agreement with experimental
observation, ' the Invar effect is the largest at the compo-
sition where the magnetic moment per Fe atom reaches a
maximum, i.e., at a B content of about 20 at. %.

The same tendency towards an increasing antiferro-
magnetic component in the exchange interaction has
been found in pure amorphous iron' ' ' and has been dis-
cussed in terms of local environment effects by
Kakehashi. The effect is correlated to the transition
from ferromagnetism at low density to antiferromagne-

tism at high density in close-packed crystalline Fe. Ac-
cording to recent LSD calculations, this transition occurs
at a nearest-neighbor distance of d=2.575 A (Ref. 57),
d=2.594 A (Ref. 58) in fcc Fe, and d=2.633 A in hcp Fe
(Ref. 59). In an amorphous material, the transition from
ferro- to antiferromagnetism occurs at a local level. Our
detailed analysis for a-Fe (Ref. 16) and a-Fe-Zr (Ref. 41)
had shown that a negative moment on a central Fe atom
is stabilized, if the nearest-neighbor shell contains a high
number of "contracted" neighbors (i.e., with distances
(2.6 A), in full agreement with Kakehashi's local-
environment theory. This result is confirmed here for a-
Fe-B.

It is remarkable, however, that the tight-binding calcu-
lations of Krompiewski et al. ' as well as the tight-
binding recursion calculations of Bratkovsky and Smir-
nov fail to predict negative Fe moments although the
average moments are in good agreement with our results.
The difference is in the degree of self-consistency that has
been achieved. The calculation of Krompiewski et al. '
is based on an empirical tight-binding Hubbard Hamil-
tonian and achieves self-consistency only between ex-
change splitting and magnetic moment. The real-space
recursion calculation of Bratkovsky and Smirnov is
based on a TB-LMTO Hamiltonian. Self-consistency is
achieved only for an average atom: The local DOS aver-
aged over sites taken from the central region of a cluster
is used to calculate the charge density and the potential.
Hence local fiuctuations in the self-consistent potential
are neglected. We have checked the inhuence of these lo-
cal Auctuations by comparing TB-LMTO calculations
with the locally self-consistent potentials and with the po-
tential parameters averaged over all sites occupied with
the same species. No negative moments have been found
in the calculations with the averaged potential parame-
ters. This shows that the Auctuations in the atomic envi-
ronment are fully effective only if their inhuence on the
local one-electron potential is considered. Thus local
self-consistency is of prime importance for the calcula-
tion of the magnetic structure. Again these results have
been confirmed for other amorphous alloys. '

TABLE I. Composition x, density p, and average magnetic
p(Fe) =p/x, average magnetic moment per Fe atom].

moments p for amorphous Fe-B alloys [p=xpr, +(1—x)ps,

Fe6,B3
FessB6

Fe„B,
FeqlBl3

Fe48B16
Fe42B22

Fe32B32

X

(at. % Fe)

95.3
90.6

85.9
79.7

75.0
65.6

50.0

p
(gem )

7.46
7.45
7.80
8.15
7.43
7.39
7.54
7.74
7.17
6.95
7.30
7.65
6.71

pFe
(p~)

2.21
1.95
1.49
0.90
1.70
1.86
1.68
1.39
1.85
1.78
1.56
1.27
0.29

pg
(p~)
—0.15
—0.17
—0.13
—0.08
—0.14
—0.14
—0.13
—0.11
—0.14
—0.14
—0.12
—0.09
—0.02

p
(p~)

2.10
1.75
1.34
0.81
1.44
1.45
1.31
1.09
1.35
1.12
0.99
0.80
0.14

p(Fe)
(p&)

2.20
1.93
1.48
0.89
1.67
1.82
1.64
1.39
1.8
1.70
1.51
1.22
0.28
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Fe&oB&o (c). Solid lines, total (local) DOS; dotted line, partial s-electron DOS; dashed line, partial p-electron DOS; dot-dashed line,
partial d-electron DOS.
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C. Concentration dependence of the magnetic moment

Our calculations show that the variation of the mag-
netic moment of amorphous Fe B& is dominated by
two competing effects: (i) In the Fe-rich limit (x ~80)
the magnetovolume effect is dominant. If the density
data measured for amorphous samples with 82 &x ~ 88
are extrapolated to lower B content (see Fig. 1), the aver-
age magnetic moment per Fe atom is predicted to be al-
most constant in this region (see Fig. 6). If the density is
assumed to extrapolate to the density of bcc Fe (see Fig.
l), a decrease of the magnetic moment in the Fe-rich re-
gime is predicted (see Fig. 6). Experimentally, all amor-
phous alloys with x ~ 88 are at least partially microcrys-
talline, with densities varying according to the prepara-
tion and the degree of cystallinity. The theoretical re-

suits, however, refer to purely amorphous systems. (ii) At
larger B content the magnet moment decreases, essential-
ly as a consequence of a dilution effect. Substitution of
Fe by B leaves the Fe-Fe nearest-neighbor distance un-
changed over a wide range of compositions, but reduces
the number of Fe-Fe neighbors at a constant total coordi-
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I I I
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FIG. 5. Variation of the distribution of the local magnetic
moments with density for amorphous Fe90Blo (a), Fe»B2O (b),
and Fe6,B35 (c). See text.

l
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I I

20 15

at. /o B

I

10

FIG. 6. Composition dependence of the average magnetic
moment per Fe atom in a-Fe B&oo „. (a) Comparison with ex-
perimental data on thin amorphous films produced by sputter-
ing or evaporation. The solid line represents an interpolation
through the data of Bayreuther et al. (Ref. 13); the shaded area
indicates the scatter of the experimental data compiled by
Cowlam and Carr (Ref. 11). The open circles represent the re-
sults of the present calculations with the estimated error. The
two values quoted for Fe90Blo correspond to the upper and
lower limits of possible densities (cf. Fig. 1 and discussion). (b)
Comparison with experimental data on melt-spun amorphous
ribbons. The shaded areas summarize older experimental data
compiled by Cowlam and Carr (Ref. 11). The more recent data
of Ze et al. (Ref. 12) are represented by crosses: X (with error
bars), neutron scattering; +, static magnetization measure-
ments. The theoretical results are represented by the open cir-
cles.
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nation number of the Fe sites. ' As a consequence of
the reduced number of Fe-Fe contacts, the d-band bond-
ing becomes weaker. Instead the Fe-d states interact
with the 8-p states forming bonding and antibonding hy-
brids. The interaction with the B-p states pulls the Fe
minority band down. This causes a rapid decrease of the
magnetic moment per Fe atom to P(Fe)=0.50ps in a

Fe5OB5O and to P(Fe) = 1.22ps in orthorhombic FeB.
Quite generally, the magnetization is weaker in the

amorphous than in the crystalline alloys (see Table II).
This is a consequence of the disorder-induced broadening
of the p-d band complex which makes a large spin split-
ting energetically less favorable. At equal volume this
would lead to a large reduction of the magnetic moment.
However, the reduction of the density of the glassy phase
relative to the crystal leads to an enhancement of the
magnetization which compensates part of the disorder-
induced reduction.

Comparison with experiment is complicated by the
larger scatter of the published data. " ' Figure 6(a)
compares our result with experimental data on thin
amorphous films prepared by sputtering and coevapora-
tion. The solid line gives an interpolation through the
most reliable data the shaded area indicates the scatter
of the other data given in the compilation of Cowlam and
Carr. " The theoretical results are in excellent agreement
with the experimental data; the slight underestimate of
the magnetization in FespBgp is eventually due to the fact
that the structural model is less realistic for these high B
concentrations because of the neglect of the hybridization
of B-s orbitals with the p-d band complex in the construc-
tion of the potential (see Sec. II). Experimental data on
melt-spun amorphous ribbons are available only for B
concentrations between 14 and 28 at. % B. Here we note
a large discrepancy between the older data compiled by
Cowlam and Carr and the more recent data obtained by
Ze et al. ' by neutron scattering and static magnetization
measurements [Fig. 6(b)j. The new data are only slightly
higher than the theoretical predictions.

Our calculations also explain why neither the band-gap
model ' nor the coordination-bond model can be ex-
pected to work for a-Fe„B&pp „. Both models make the

fundamental assumption of strong ferromagnetism. This
is simply incorrect because the Fermi level falls into a re-
gion of high DOS of the majority band. The weak
magnetism is also confirmed by the strong magnetovo-
lume effect. The calculations also do not confirm the ex-
istence of a hybridization gap that could pin the Fermi
level.

D. Stoner model and local-moment criterion

In the Stoner model of itinerant ferromagnetism the
nonmagnetic state is unstable with respect to the forma-
tion of a ferromagnetic state if

I& 1

n (EF)
(4.1)

Here I is the effective exchange integral and n (EF) is
the DOS per atom and spin or equivalently the uniform
Pauli susceptibility. The "Stoner parameter" I deter-
mines the exchange splitting 5 of spin-up and spin-down
one-electron states as a function of the magnetic moment
p,

E=Ip . (4.2)

p;=gg; (EF)b, +0(h ),
J

(4.3)

where y;, (EF) is the nonlocal susceptibility of the band
electrons. Equation (4.3) holds for the ferromagnetic

This is a self-consistency equation: The exchange split-
ting produces spin-polarized electron states which add up
to a net magnetic moment, and this has to satisfy the
self-consistency relation (4.2). The Stoner model has
originally been formulated for an elemental magnet. As
in Fe B&pp alloys, the B DOS at the Fermi level is
negligible compared to the Fe DOS; the simple form of
the model may be considered to be valid in the present
case. The Stoner criterion has been generalized to local
moments at impurity sites and to systems with disordered
local moments. In a disordered system, exchange
splittings 6 on the sites R produce local moments

TABLE II. Comparison of the magnetic
Fe„B&oo „alloys.

moments calculated for amorphous and crystalline

Fe3B

Fe7sB
Fe2B

Fe6sB3s

FeB

FesoBso

'Reference 45.
Reference 44.

'Reference 43.

(orthorh)'
(orthorh)b
(am)
(tetr)'
(tetr)'
{am)

(orthorh)'
(orthorh)'
(am)

p (kgm )

7.38
7.38
7.17
7.36
7.36
6.95
7.30
6.71
6.71
6.71

2.02, l.91
2.25, 2.02

1.85
1.95
1.84
1.78
1.51
1.26
1.25
0.29

pB (p~)
—0.263
—0.15
—0.14
—0.23
—0.11
—0.14
—0.12
—0.10
—0.07
—0.02

P (Pa)

1.39
1.53
1.35
1.22
1.19
1.12
0.97
1.15
1.18
0.14
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(FM), the antiferromagnetic (AFM), and the disordered
local moment state. In a completely disordered state,
splittings b and —6 are equally probable on neighbor-
ing sites. Hence contributions from the neighbors aver-
age out, and the moment formation is determined by the
purely local criterion

P; = I (EF )b,;, (4.4)

p=X„M(EF )b, = b In (EF),
I XAFM(EF )~

with the FM and AFM susceptibilities

X„M(EF)= XXoq(EF),

(4.5)

(4.6)

(4.7)

where t(EF)=Xoo(EF) is the local susceptibility. For the
case of homogeneous FM or AMF, Eq. (3) becomes

(1)

ao —]
C
rQ

X

-3
-2 -1 0 1 2
Magnet. I(= moment. t &si

XAFM(EF ) g Pj Xoj (EF ) ~

J

(4.&)
FIG. 7. Local exchange splitting against local moment p; for

amorphous Fe„B,OO „alloys with different compositions and
densities (see text).

r =+1 for 5 =+5 .

The FM and AFM criteria are then

» &~XAFM

for AFM and

(4.9)

I ) 1/XFM = 1 in (EF ) (4.10)

(4. 1 1)

The validity of this relation seems plausible if the ex-
change splitting merely leads to a repopulation of states
at the Fermi level, without changing the character of the
occupied states (as happens for instance in an antifer-
romagnet). However, it is doubtful in a case of coexisting
positive and negative local moments. The validity of this
expression may be verified on the basis of our locally
self-consistent LSD calculations. As the moment is car-
ried predominantly by the Fe-3d states, we define the lo-
cal exchange splitting 6; in terIns of the difference in the
position of the center of gravity CR „& ~~ & ~

of the spin-up
i

and spin-down bands,

for FM.
A generalization of the Stoner model to inhomogene-

ous amorphous magnets with fluctuating local moments
and exchange splittings on the basis of (3) will hold if the
proportionality between p, and 6, holds on a local level,
i.e.,

XFM, ;«F)=EXES «F»
J

XAFM, i ( EF ) X Xij (

J

a site I, will acquire a positive moment if

1AM, i + XAFM, i + 1 ~1

and a negative moment if

~AFM, t +XFM, i + l~r-

(4.13)

(4.14)

(4.15)

(4.16)

varying between 95 and 50, and for different densities.
We see that the proportionality expressed by Eq. (11) is

obeyed exactly with I=0.935 eVlp, ~. This value is al-

most exactly the same as that found in crystalline and
amorphous Fe-Zr and Co-Zr alloys (Fe, Co, and Zr sites)
and in crystalline and amorphous Fe and Co (I=0.95
eV/iu, z ). ' This indicates that for d states the Stoner pa-
rameter is really a universal quantity. A similar conjec-
ture was recently made by Himpsel on the basis of pho-
toemission and inverse photoemission data for a wide
range of ferromagnetic, antiferromagnetic, and spin-glass
systems. However, our result is more general, because it
extends the correlation to the local moments and ex-

change splittings.
On the basis of this result it will be possible to extend

Eqs. (4.6) and (4.7) to a criterion for local moment forma-
tion. With the local FM and AFM susceptibilities

~i CR. .nlm ) CR-num ), nl =3d (4.12)

The calculation of the local susceptibilities is now un-

der way.

[this is also the convention adopted in a similar analysis
for a-(Fe, Co, Ni)-Zr alloys ' j. Within the LMTO ASA,
the center of gravity is one of the potential parameters
characterizing the one-electron potential within each
muffin-tin sphere. Figure 7 shows the local exchange
splitting 6,- as a function of the local magnetic moment
for all Fe sites in amorphous Fe„B&oo alloys with x

K. Photoemission spectroscopy

Photoemission spectroscopy should in principle pro-
vide a critical test of the theoretical predictions on the
electronic structure. For amorphous solids, the situation
is complicated by the fact that the electronic DOS shows
no sharp features like the Van Hove singularities of the
spectrum of crystalline materials that could be related to
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UPS
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Fujiwara' and Nowak et al. ' (see Fig. 10). The remain-
ing difference can be explained in terms of spin fluctua-
tions, with realistic results for the enhancement factor

p' It is characteristic that A., ;„increases in the Fe-rich
limit.

V. CONCLUSIONS

We have presented self-consistent spin-polarized
electronic-structure calculations for amorphous
Fe„B&oo alloys, based on realistic models of the atomic
structure. Our calculations show that the electronic den-
sity of states of the amorphous alloys is very similar to

&0-

e-
CV

o
E

E

20 25
l

30

FIG. 10. Linear coefficient of the electronic specific heat for
a-Fe„B,OO „. o, experiment (Ref. 23);, present calculation
(spin polarized); X, Fujiwara (Ref. 17) and Nowak et al. (Ref.
18), non-s pi n- polari zed calculation.

FIG. 9. Comparison of calculated and experimental UPS (a)

and XPS (b) spectra for Fe75B25 Solid lines, theory; dashed line,

Paul and Neddermeyer (Ref. 25); dotted line, Amamou and

Krill (Ref. 26); dot-dashed line, Matsuura et al. (Ref. 24); dou-

ble dot —dashed line, Cartier et al. (Ref. 27).

that of the crystalline Fe borides: The electronic states
close to the Fermi level are dominated by Fe-d states that
are strongly hybridized with the B-p states. A distinct
hybridization gap separates the bottom of the Fe-d—8-p
band complex from a nonbonding B-s band. This shows
that the basic assumptions made in the calculation of the
interatomic forces using the tight-binding-bond model
are correct. The similarity of the electronic structures of
the crystalline and amorphous phases corroborates the
conclusions drawn on the basis of the computer simula-
tions of the atomic structure: The local order (both
chemical and topological) in the glassy phase is similar to
the trigonal prismatic crystalline structures. We have
also presented detailed calculations of the photoemission
intensities. However, the comparison with the available
experimental data reveals large discrepancies among the
various sets of experiments. More reliable experiments
are needed to permit a critical evaluation of the theoreti-
cal predictions. The calculated DOS at the Fermi level
agrees well with low-temperature specific-heat data if the
electron-photon and spin-fluctuation enhancement fac-
tors are taken into account.

The predicted composition dependence of the magnetic
moments agrees very well with data on thin amorphous
films and reasonably well with the most recent data on
melt-spun amorphous ribbons. Older data on melt-spun
samples point to somewhat higher magnetic moments
than the theoretical predictions. For the Fe-rich alloys
we find a large magnetovolume effect. The analysis of the
physical effects involved in the variation of the magnetic
moment with composition shows that the situation is far
more complex than predicted either by the coordination-
bond model or the band-gap theory: ' In the Fe-rich
limit, the magnetic moment is reduced relative to that of
bcc Fe, because fluctuations in the local atomic environ-
ment lead to a competition between ferro- and antiferro-
magnetic exchange interactions. The interactions leading
to the formation of negative local moments on Fe sites
are extremely sensitive to local charge self-consistency:
Averaging over the charge density calculated at different
sites eliminates the local moments. Therefore the nega-
tive Fe moments have not been seen in previous calcula-
tions based on empirical TB Hamiltonians, ' in non-self-
consistent calculations, or in calculations achieving
self-consistency only on an average atom. The negative
Fe moments disappear for B contents larger than 15%,
leading to a maximum moment per Fe atom close to this
composition. At larger B content, the magnetic moment
is reduced, because polarizable d -d bonds are replaced by
magnetically inert p -d bonds.

Our calculations for the Fe-B glasses confirm results
obtained on inter-transition-metal glasses ' and on amor-
phous iron' that there is a universal proportionality of
the local magnetic moments and the local exchange
splitting —the Stoner parameter is a constant for itinerant
3d magnets, even on a local level.

Our results show that the LMTO supercell technique is
a reliable tool for predicting the electronic and magnetic
properties of topologically disordered materials, without
any adjustable parameters. Remaining problems are the
precise nature of the mechanism giving rise to negative
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moments and the effect of these frustrated interactions on
the spin structure: Exactly antiparallel moments on a
disordered structure are necessarily an oversimplification.
In both respects the last result of a universal local Stoner
parameter will be important: It allows one to transform
to a local TB-LMTO Hamiltonian and to formulate a lo-
cal moment criterion for glassy alloys, as well as to relax

the condition of collinear spin structures. These results
will be reported soon.
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