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We have used the technique of polarized-neutron reflectometry to study the magnetic-induction
profile just beneath the surface of a 1-pm-thick film of lead with the magnetic field applied parallel to the

surface. The sample was maintained at a temperature of 1.5 K throughout the experiment, and the ap-

plied field H was varied from below H„ the bulk critical field, up to the critical field for surface super-

conductivity, H, 3. From the measurements with the lead film in the bulk superconducting phase

{H& H, ) we found that the spin-dependent reflectivity profiles are consistent with an exponential decay
of magnetic induction with a penetration depth A, =39+1 nrn. At higher applied fields {H, & H & H, 3) we

obtained information on the diamagnetism in the surface superconducting layer. We discuss the sensi-

tivity of the measurements to the form of the magnetic-induction profile, in particular to nonlocal effects,

and show that a good description of the surface diamagnetism, over the whole range of applied fields,

can be achieved with the local Ginzburg-Landau theory if the Ginzburg-Landau parameter ~ is allowed

to vary with the applied field.

I. INTRODUCTION

When a magnetic field H is applied parallel to the sur-
face of a type-I superconductor at a temperature below
the superconducting transition temperature T, the ex-
clusion of magnetic flux from inside the sample can take
place in two different ways, according to whether H is
greater than, or less than, the bulk critical field H, . If
H &H, then the magnetic induction 8 vanishes every-
where except in a region of order the penetration depth A,

beneath the surface. The application of higher fields
(H & H, ) destroys the bulk superconductivity, and usual-
ly allows magnetic flux to penetrate the entire sample as
for a normal metal. Under special circumstances, howev-
er, a superconducting layer may persist just below the
surface, at a depth approximately equal to the coherence
length g, and flux will be excluded to a certain extent
from this region.

For this surface superconductivity to exist the applied
field must be greater than H, but less than the surface
critical fteld, H, 3. Within the Ginzburg-Landau theory,
H, and H, 3 are related by

H, 3 =2.39aH, ,

where tc=A, /g is the Ginzburg-Landau parameter. With
the requirement that H, 3 be greater than H„ it follows
from Eq. (l) that tt must exceed OA2 for the surface su-
perconducting phase to be possible.

Although A, and g do indicate the characteristic length
scales over which the magnetic induction in the bulk and
surface superconducting phases vary, they do not, by
themselves, define the actual shape of the magnetic-
induction profile 8 (z), which measures the value of the
magnetic induction at a distance z beneath the surface
of the superconductor. In the London limit, which
applies to high-a', type-II superconductors, the magnetic
induction decays exponentially with depth,
8(z)-exp( —z/A, ), and the profile is determined by one
parameter, A, , alone. In general, however, 8 (z) does not
vary in a simple way with z. The evaluation of 8 (z) for
the surface superconducting layer can only be achieved
by numerical solution of the equations describing the
electrodynamic properties of the superconductor, and
for low-~ materials, especially type-I superconductors
(tt & I /&2), the nonlocal relation between induced
current density and magnetic induction should also be
taken into account. Theoretical calculations for the bulk
superconducting phase have shown that the range of the
magnetic-field penetration is increased by nonlocal
effects, that the shape deviates from an exponential, and
that under some circumstances the magnetic induction
can actually change sign. ' This sign reversal has been
observed experimentally in tin.

Tests of such calculations cannot be made from a
knowledge of A, and g alone. Ideally, what is required is a
set of experimental measurements of the full magnetic-
induction profile 8(z) as a function of tt and H. The
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most direct technique available that can provide informa-
tion on 8 (z) is polarized-neutron refiectometry
(PNR). " The method works because the fraction of
neutrons reflected specularly from a sample depends on
the way in which the scattering potential varies normal to
the surface, and because included in the potential is a
magnetic term proportional to the difference between the
internal and external magnetic induction. The scattering
potential also contains a nonmagnetic part, proportional
to the nuclear scattering length density, but it is possible
to separate the nuclear and magnetic parts with polarized
neutrons, since the nuclear potential is independent of the
orientation of the neutron spin, whereas the magnetic in-

teraction changes sign according to whether the neutrons
are polarized parallel or antiparallel to the magnetic field.

The application of PNR to probe magnetic-field
profiles in superconductors has been relatively recent, but
a number of systems have been studied. The technique
was used to determine the penetration depth of niobium'
and of the high-T, superconductor YBa2Cu307, ' ' and
to investigate the surface superconducting layer in an al-

loy of lead and bismuth (0.8% Bi in Pb). ' In this work
we chose to use lead as the superconductor because it can
exhibit the surface superconducting phase without the
need for alloying. The use of a pure metal is simpler
from the point of view of theory because in a "dirty" al-

loy the impurity atoms act as scattering centers that
break up the coherence of the conduction-electron pairs.
This introduces another length scale, the electron mean
free path, and therefore greater complexity, into the prob-
lem. '

The aim of the work described in this paper was to in-

vestigate the magnetic-induction profile in lead both in
the bulk and surface superconducting phases, and to
compare the results with calculations derived from mod-
els for B(z). Lead is a type-I superconductor with

T, =7.2 K and H, (0)=6.4X10 A/m (800 Oe} at abso-

lute zero, so the conditions required for bulk and surface
superconductivity are easily accessible to experiment.
Some PNR measurements on pure lead have already been
presented, ' ' but these showed no indication of di-

amagnetism above H, . This is because at the tempera-
ture the measurements were carried out, 4.4 K (Kef. 14)
and 5.5 K (Ref. 15},H, 3--H, (Ref. 16) or, in other words,
~ as defined by Eq. (1} is approximately 0.42, which is

marginal for surface superconductivity. In pure lead, ~
increases as the temperature decreases, ' and so the sur-
face superconductivity occurs only at temperatures less
than 5.5 K. Our measurements were performed at 1.5 K,
at which temperature re=0. 55.

II. EXPERIMENTAL DETAILS

The lead film was deposited by evaporation onto an
ion-cleaned, silicon substrate, which was cut from a pol-
ished single-crystal wafer. The area of the substrate was
approximately 3X3 cxn, and the thickness of the film

was 1 pm as recorded by a quartz flux monitor positioned
adjacent to the substrate during the evaporation process.
Immediately after preparation, the sample was sealed un-

der nitrogen inside a plastic bag for transportation. This
precaution was taken because lead rapidly develops a sur-

face oxide layer on exposure to air.
The neutron experiment took place on the CRISP

reflectometer at the spallation neutron source, ISIS. A
full description of the instrument is given elsewhere. '

Here we summarize only those features particular to the
operation of CRISP with polarized neutrons. '

The CRISP beamline views a liquid-hydrogen modera-
tor, from which emerges a polychromatic beam of neu-
trons, pulsed at the source frequency of 50 Hz. The neu-
tron beam is spin-polarized by reflection from a cobalt-
titanium mirror, and the polarization state is reversed
when required in a Drabkin, two-coil, nonadiabatic spin
flipper. Two slit apertures upstream of the sample serve
to collimate the neutron beam, and the sample itself is
glued onto an adjustable platform inside a pumped He
cryostat. An electromagnet external to the cryostat ap-
plies a horizontal magnetic field parallel to the surface of
the sample. The specularly reflected neutrons are count-
ed in a single He gas detector situated 1.75 m away from
the sample.

In the time-of-flight method, the angle 8 of the neutron
beam incident on the sample is fixed, and the reflectivity
is recorded as a function of neutron wavelength A,„,
which is given by the flight time from the target to the
detector. The reflectivity depends only on the component
of the scattering vector normal to the surface,

Q, =(4n/A„)sin. 8, , and because of the intrinsic narrow-
ness of the neutron pulse the resolution in Q, is dominat-
ed by the divergence of the incident beam. During the
present experiment 0 was set to 0.3', a value which gave
us an accessible range of Q, that covered the part of the
reflectivity curve most sensitive to the variation in mag-
netic induction in the superconductor. The nominal
divergence b,8 [full width at half maximum (FWHM) of
the equivalent Gaussian distribution], defined by the slit

openings, was 0.017'. As will be discussed later, the
values for these angle parameters used in the analysis
were allowed to vary slightly to match the measured
reflectivity profiles.

An important aspect of this study was that as many as
possible of the experimental parameters were kept con-
stant throughout the experiment. Thus, only one sample
was used, the same instrument configuration was main-

tained, and the sample temperature was 1.5 K during
every run. The only variable that was changed during
the course of the experiment was the applied magnetic
field. By minimizing the number of variables in this way
we hoped to achieve the maximum sensitivity to relative
changes in the field profile in the superconductor from
run to run, particularly with regard to differences above
and below H, .

III. ANALYSIS

A single PNR run yields the reflectivities for neutrons
polarized parallel (R+) and antiparallel (R } to the ap-
plied magnetic field, as a function of wavelength or, more
physically, Q, . Total refiection of neutrons
(R+=R =1) occurs at wavelengths above the critical
wavelength, but for shorter wavelengths the reflectivities
fall vary rapidly. The difference between R+ and R is
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greatest just below the critical wavelength, and this is the
region of the curve most sensitive to the magnetic-
induction profile. As with the phase problem in crystal-
lography, it is not possible to derive B(z) directly from
the measured refiectivities. Instead, the information is re-
trieved by means of a calculation of R + and R from a
model for B (z}. Such a calculation can be performed by
a numerical integral transform, or by a matrix method
in which B(z) is made into a discrete function of z
through the hypothetical subdivision of the sample into a
large number of planes of constant magnetic induction. '

The latter approach, which is an adaptation of the prob-
lem of the propagation of electromagnetic radiation
through stratified media, is the one which we have
adopted. In order to avoid generating spurious oscilla-
tions in the calculated reflectivity due to the discrete sam-

pling of B (z) we chose the size of the elements, da, to be
much smaller than any of the other length scales that
affect the reflectivity, and typically M was between 0.5
and 1 nrn.

There are several corrections which need to be incor-
porated into a reflectivity calculation in order to achieve
a realistic simulation of the experimental conditions. In
our case, three extra factors were important: the diver-

gence of the incident neutron beam; the local roughness

of the surface; and the existence of a nonsuperconducting
lead-oxide layer on the surface of the films. We took ac-
count of the incident-beam divergence by averaging the
reflectivity over a Gaussian distribution of incident angles
with a full width at half maximum of 68, and included
the effect of surface roughness in the conventional way
via a factor I(A,„)which depends on the neutron wave-

length and incident angle, and which resembles a Debye-
Waller factor. z' I(A,„}includes a parameter (zD) that

may be interpreted as the mean-squared deviation of
points on the surface from their average position. Lead
oxidizes very rapidly upon exposure to air, and the oxide
layer that forms on the surface affects the reflectivity.
Unfortunately, we were not able to analyze the oxide lay-

er on the same sample as used in the neutron experiment
because the surface was damaged by condensation when

the film was removed from the cryostat after the experi-
ment. Instead, we based our assumptions concerning this
layer on x-ray studies of lead films evaporated onto sil-

icon single crystal substrates under similar conditions to
ours. These have shown that orthorhombic PbO is the
oxide type that forms, and that the thickness of the sur-

face layer Mph~ is typically 5 nm. We found that the cal-
culated reflectivities were not particularly sensitive to
Mpb~ in the region near the critical edge where the
reflectivity is most spin dependent, and so in order to
reduce the number of fitting parameters we fixed Mpbo at
5 nm, a value consistent with the x-ray analysis and
which also gave a good description of the part of the
reflectivity curves well below the critical wavelength.
Similar experiences with the surface oxide layer were re-
ported in Ref. 15.

Although, in principle, the angle and divergence of the
incident neutron beam are defined by the geometry of the
spectrometer they are still uncertain to some degree, and
in practice we found that 8 and 58 were best treated to-

gether with (Zn ) as fitting parameters, to be obtained

from the measured reflectivities. Ideally, these three pa-
rameters should have remained constant throughout the
entire experiment, in which case they could have been ob-
tained once and for all from a single reflectivity measure-
ment under conditions where the lead was in the normal,
metallic state (e.g., T) T, ). In reality, however, the ac-
tion of refilling the cryostat with He caused minute
changes in the sample alignment which were manifest as
small shifts in the critical edge of the reflectivity spectra.
We felt it prudent, there, in the erst instance to treat 8,
68, and (zn ) as fitting parameters, to be obtained for
each run from the best fit of the model to the measured
reflectivities.

Ideally, this surface characterization should have been
carried out with the lead film in the normal state where
the reflectivity is spin independent. Heating the sample
above T, for every field, however, would have compro-
mised our original intention to maintain the sample can-
ditions as constant as possible, and would also have been
costly in neutron time. Instead, we adopted the simpler,
but approximate, approach of fitting the calculated spin-

independent reflectivity to the average of the two spin

dependent reflectivities R+ and R measured at T=1.5
K. This procedure is valid as long as the flipping ratio,
R + /R, is close to unity.

A typical example of such a fit is given in Fig. 1, which
shows the spin-averaged reflectivity measured in a field of
5.6X10 A/m (700 Oe). The results of the fit to this
curve were 8=0.293'+0.0005', 58=0.023'+0.0011', and
(zn)=(10.0+0.8) nm. The curve calculated without
the 5-nm surface layer of PbO is also shown in Fig. 1 to
demonstrate how the reflectivity is modified by the oxide
layer. Considering the results for all the different fields,
we found a range of 8 values from 0.293' to 0.303', but
only small variations in 58 and (zD2 ) that were compara-
ble with the statistical error in any one fit. For the
remainder of the analysis, therefore, we used 58=0.023'
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FIG. 1. The spin-averaged reflectivity of a 1-pm film of lead
on a silicon substrate measured at a temperature of 1.5 K and in
an applied magnetic field of 5.6X10 A/m (700 Oe). The con-
tinuous line is a model of the reflectivity, calculated for an in-
cident angle of 0.293', an angular divergence of 0.023
(FWHM), a surface roughness of 10 nm, and a 5-nm-thick sur-
face layer of PbO. The broken line is calculated the same way
but without the surface oxide layer.
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and (zD ) =10 nm as fixed parameters, but allowed 8 to
vary. Further fine tuning of the individual 0 values took
place during the next stage of the analysis when the spin-
dependent reflectivities were considered.

IV. RESULTS

1.3

1.2

0 II. DI AI ~ . -~-~ ~

0.9

8(z)=IMDH exP( —z/A, ) . (2)

To test this model for 8 (z) we fitted all the data sets mea-
sured with applied fields below H, to the calculated spin-
dependent reflectivities and flipping ratios, using Eq. (2)
to describe the magnetic-induction profile. In these fits,
only the penetration depth A, and the incident angle 8
were allowed to vary, while the other surface parameters
were fixed at the values obtained from the fits to the
spin-averaged reflectivity and given in the preceding sec-

A. The bulk superconducting phase (H &H, )

Figure 2 shows the reflectivities for the two polariza-
tion states measured in an applied magnetic field of
6.0X10" A/m (750 Oe), which is just below I, for the
sample temperature of 1.5 K. The difference between R +

and R is clearly visible for neutron wavelengths close to
0.5 nm, just below the critical edge. This difference is
more easily visualized on a plot of the flipping ratio
R+/R, as shown in Fig. 3 for the same data as in Fig.
2. The characteristic feature of the flipping ratio, data is
a minimum centered just below the critical edge. The
depth of this minimum was found to scale approximately
with applied field for H &H„and as a result, the most
accurate information on the magnetic induction was
gained from measurements in which H was just below
H, .

Notwithstanding the possibility of nonlocal correc-
tions, which will be discussed later, the most likely ap-
proximation to the magnetic-induction profile is the ex-
ponential decay law that emerges from the Londons'
theory:

0.8

0.7

0.6 I I I I I

0 35 0 40 0 45 0.50 0 55 0 60 0.65

Wavelength (nm)

FIG. 3. The flipping ratio, R /R, for the data shown in

Fig. 2.

tion. The continuous lines in Figs. 2 and 3 depict the best
fit to the data measured at a field of 6.0X10 A/m, and
in Fig. 4 we have magnified the region around the
minimum and drawn the theoretical curves correspond-
ing to penetration depths of 37 and 41 nm. These
represent the acceptable limits within which the penetra-
tion depth might lie for this particular field. Similar
bounds were obtained for all but the two lowest fields, for
which the diamagnetic signals were too weak to yield an
accurate value for A,.

Taking into consideration all of the five runs performed
with fields less than H„we conclude that an exponential
model for the magnetic-induction profile with penetration
depth A, =(39+1)nm describes the results of this experi-
ment very well. The penetration depth showed no depen-
dence on field within experimental error. Figure 5 sum-
marizes the complete set of measurements for the bulk
superconducting phase, together with calculations of the
flipping ratios at each field for a constant penetration
depth of 39 nm.

We turn next to the possibility of observing nonlocal
effects in the PNR data. The work of Sommerhalder and
Thomas and of Halbritter has predicted that for materi-
als with low ~ the induction profile will deviate from the
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FIG. 2. The spin-dependent reflectivities R and R mea-
sured in an applied magnetic field of 6.0X10 A/m (750 Oe).
The continuous lines are the reflectivities calculated for the two
polarization states, with the same instrumental and surface pa-
rameters as in Fig. 1, and an exponential decay of magnetic in-
duction with a penetration depth of 39 nm.
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FIG. 4. An enlargement of the central portion of Fig. 3 with

calculated curves corresponding to A, =37 and 41 nm. These are
the limits of uncertainty in A, for this data.
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FIG. 5. The fiipping ratios measured at a temperature of 1.5
K at five different values of the applied magnetic field in the
bulk superconducting phase (H &H, ). The theoretical curves
have all been calculated from a model which assumes the induc-

tion profile decays exponentially with a penetration depth A, =39
nm. The instrumental and surface roughness parameters are the
same for each calculated curve, and are as in Fig. 1. The values

of the applied fields (in units of 10 A/m) are, from top to bot-

tom, 2.0, 4.0, 4.8, 5.6, and 6.0.
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FIG. 6. Investigation of the possible influence of nonlocal
effects on the flipping ratios. The plot shows how the minimum
value of the fiipping ratio changes when the exponential model
induction profile is made to undergo an abrupt sign reversal at a
depth zo. Such sign reversals in 8(z) are known to occur in
nonlocal superconductors when zo/A, &4, but this demonstra-
tion shows that the effect is too small to be detected by PNR.

closer to the surface than 4A, and we conclude, therefore,
that in its present form the technique of PNR cannot
detect nonlocal corrections to the exponential decay of
magnetic induction in the bulk superconducting phase.

exponential decay of Eq. (2) and, more specifically, that a
sign reversal will occur at a certain distance beneath the
surface which becomes smaller as ~ decreases. For lead,
the calculations predict the sign reversal to occur at a
depth of -5.5A, , with a largest negative value for the in-
duction of -0.1% of its value of the surface. These
efFects are very small indeed, and it is not surprising,
therefore, that the exponential decay model is adequate
to describe the present data within the experimental ac-
curacy.

Although not manifest in our PNR data from lead,
nonlocal efFects could perhaps have a measurable
influence on the flipping ratios with more extreme type-I
superconductors, in which the sign reversal is nearer to
the surface and the amplitude of the negative field max-
imum is greater. To investigate this possibility we have
considered an approximate field profile in which B(z)
abruptly changes sign at a distance z0 beneath the sur-
face, and evaluated the spin-dependent reflectivities for
difFerent values of z0. For this exercise we used the pa-
rameters appropriate to the present lead sample,
8=0.30, b,8=0.023', (zD ) = 10 nm, and A, =39 nm, and
considered an applied field of 4.8X10 A/m. We found
that varying z0 afFected the depth of the minimum in the
Sipping ratio curve, but did not noticeably change its
shape. To illustrate the size of the efFect, we plot in Fig. 6
the minimum Sipping ratio as a function of the ratio
z0/A, . This figure shows that the Sipping ratios are virtu-
ally insensitive to the sign reversal if it occurs at a depth
greater than 4A, . The calculations of Halbritter indicated
that for no value of sc does the sign reversal occur much

B. The surface superconducting phase (H, &H & H, 3)

The transition from bulk to surface superconductivity
as H increases caused an abrupt change in the relation-
ship between the spin-dependent reflectivities. Below H„
the difFerence between R+ and R increased with the
applied field, as can be seen on Fig. 5, whereas above H„
this trend was reversed. Following Ref. 15, we represent
the field dependence of R+ and R by the integral I of
the polarization (also known as the spin asymmetry},
P =(R + —R }/(R ++R ), over the normal component
of the scattering vector, Q, :

Ip= I P(Q, )dQ, . (3)

The values of Iz obtained from the reflectivity data are
plotted against the applied magnetic field in Fig. 7. At
low fields, I varies in proportion to the applied field, but
between 6.0X 10 A/m and 6.2 X 10 A/m there is a sud-
den drop in I, followed by a more steady decrease with
extrapolates to zero at an applied field of approximately
8. 1X10 A/m. Figure 7 closely reseinbles the equivalent
plot in Ref. 15, for a Pb (0.8%%uo Bi) alloy, which also
showed a sharp drop in I followed by a residual signal at
higher fields. The residual signal arises from the surface
superconducting layer, and a comparison of Fig. 7 with
the I data shown in Ref. 15 for pure lead measured at a
temperature of 5.5 K, which shows no residual signal
above H„confirms that in lead the surface superconduc-
tivity can only exist at temperature below 5.5 K. From
Fig. 7 we estimate the critical fields for bulk and surface
superconductivity at 1.5 K to be H, = (6.1+0.1)X 10
A/m [(765+10)Oe] and H, 3=(8.1%0.3)X 10 A/m
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suits we immediately encountered a problem. In order to
solve the two nonlinear GL equations to find B (z) as a
function of the applied field we need values for two out of
the four variables ~, A, , H„and H, 3, the other two being
constrained within GL theory by Eq. (1) and by the rela-
tion

0.0
0.0 2.0 4.0 6.0 8.0 10.0

[(1020+30)Oe] and hence, from Eq. (1), we obtain
v=0. 56+0.02.

The flipping ratio data from the surface superconduct-
ing phase, an example of which is given in Fig. 8 for a
field of 6.7 X 10 A/m (840 Oe), very much resembles that
from the bulk phase, with the only noticeable difference
being a slight shift of the minimum of the curve towards
larger wavelengths. Once again, the only way to extract
information about the magnetic-induction profile for the
surface superconducting layer is via a theoretical model
for B (z).

To our knowledge, the spatial profile of the diamagne-
tism in the surface superconducting layer has only ever
been studied by solution of the nonlinear Ginzburg-
Landau (GL) equations. These calculations are neces-
sarily inexact because the GL theory is only strictly valid
in the local limit, i.e., for extreme type-II superconduc-
tors, and for temperatures near to T„but it nevertheless
provides a useful and simple means by which an approxi-
mate form for B (z) can be obtained.

In attempting to apply the GL theory to the present re-
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II I Ii I

II I I
II
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ab. it blitt'I
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TT'

0.8

0.7
0.35 0.40 0.45 0.50 0.55 0.60 0.65
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FIG. 8. Flipping ratios obtained from the surface supercon-
ducting layer of lead at a temperature of 1.5 K and in an applied
field of 6.7 X 10 A/m (840 Oe). The continuous line is calculat-
ed from the GL theory induction profile with x=0.499 and

ff A 39 nm, and with instrumental and surface parameters
the same as in Fig. 1 ~

Applied field ( IO A /m)

FIG. 7. The integral af the polarization, I~, as defined in Eq.
(3), plotted against the applied magnetic field. The critical fields

H, and H, 3 at the working temperature of 1.S K are indicated.

where A,,Ir is the GL effective penetration depth, and po is
the flux quantum. Unfortunately, if we take A,,&=A,, and
use the values of k, H„and H, 3 directly measured in this
experiment, then Eqs. (1) and (4) do not yield the same re-
sult for It' Eq. (1) gives It=0.56+0.02 and Eq. (4) gives
~=0.500+0.025. In other words, the experimental
values of the penetration depth and the critical fields for
lead are not consistent with the GL theory.

In order to proceed with the GL theory, one or more
of the experimental parameters had to be allowed to vary
outside the experimental error. Concentrating on just the
most accurately determined data set, that measured at an
applied field of 6.7X10 A/m (see Fig. 8), we assumed
first of all the value ~=0.56 derived from Eq. (1) with the
measured H, and H, i, and set A,,Ir to whatever value was
required to satisfy Eq. (4). We then solved the GL equa-
tions numerically for B (z) using the same method as Feli-
ci and Gray, and calculated the spin-dependent
reflectivities and flipping ratio with the same surface
roughness and beam divergences parameters as obtained
earlier from the analysis of the bulk superconducting
phase. The resulting curve was a very poor fit to the
measured flipping rations.

Next, we repeated the calculation assuming ~=0.50, as
derived from Eq. (4) with the observed values of H, and

ff
=A, . This approach yielded a much better fit to the

data measured at H =6.7 X 10 A/m, but when applied to
the data taken at higher fields it increasingly underes-
timated the amount of surface diamagnetism. It is easy
to see why this should be, as the value of H, 3 predicted by
Eq. (1) is significantly less than the field at which the di-
amagnetic signal actually vanished in practice. In other
words, the surface diamagnetism extends to higher fields
than predicted by the GL theory with a =0.50.

It was apparent, therefore, that the GL magnetic-
induction profile worked well at a particular value of the
applied field, but that it was not able to describe the
reflectivity data for all applied fields between H, and H, 3

with a single set of parameters. To illustrate the level of
agreement which can be obtained with the GL theory, we
have drawn on Fig. 8 the best fit achieved with H, fixed
at its experimental value, ~ allowed to vary slightly from
0.50, and A,,Ir tied to H, and a. by Eq. (4). Figure 9 shows
the corresponding magnetic-induction profile. The quali-
ty of the fit was very sensitive to ~, as shown in Fig. 10,
which is an enlargement of the same data as in Fig. 8 but
with theoretical curves corresponding to ~=0.497 and
0.501.

Although a theory is no longer meaningful if the so-
called constants in the equations have to be varied in or-
der to achieve a satisfactory description of a set of obser-
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vations, we nevertheless felt that it might be possible to
gain some insight into the failure of the GL theory, and
also, perhaps, to establish a useful, empirical method to
"patchup" the theory, if fits to all of the data sets could
be achieved by allowing ~ to vary with field but keeping
the same fixed value of H, and constrain A,,s to satisfy Eq.
(4) [note that this approach explicitly violates Eq. (1) ex-
cept when H =H, 3]. The fitted data sets are shown in

Fig. 11, and the values of ~(H) that give the best fit at
each field are plotted in Fig. 12. Ii(H) remains approxi-
mately constant at 0.50 for fields between H„and
-7.2X 10 A/m, then increases towards 0.56 at H =H, 3
the latter limit being determined, as of necessity, by the
requirement that the diamagnetic signal vanishes the
value of a. which satisfied Eq. (1).

FIG. 9. The induction profile calculated from the GL theory
that gives rise to the calculated flipping ratios in Fig. 8.
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FIG. 11. The flipping ratios measured at a temperature of 1.5
K at six different values of the applied magnetic field in the sur-
face superconducting phase (H, &H(H„). The theoretical
curves have all been calculated from the induction profiles de-
rived from the GL theory with x treated as a variable parame-
ter. The instrumental and surface roughness parameters are the
same for each calculated curve, and are as in Fig. 1. The values
of the applied fields (in units of 10 A/m) are, from top to bot-
tom, 6.25, 6.7, 7.0, 7.2, 7.6, and 8.0.

V. DISCUSSION

We will begin by comparing the superconducting con-
stants of lead obtained in this work with literature values
from other techniques. From the variation of the in-
tegrated polarization with field, Fig. 7, we determined the
bulk critical field at 1.5 K to be H, =(6.1+0.1) X10
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FIG. 10. An enlargement of the central portion of Fig. 8 but
with calculated curves corresponding to ~=0.497 and 0.501.
This illustrates the sensitivity of the flipping ratios to small vari-
ations in z.

Applied field (10 0 / rn }

FIG. 12. The solid circles are the values of ~ required in the
GL theory to achieve the fits to the experimental flipping ratios
shown in Fig. 11 with H, fixed at the experimental value of
6. 1 X 10 A/m. The small error bars reflect the sensitivity of the
fits to x, as illustrated in Fig. 10. sc is seen to increase with ap-
plied field. The open squares at H =H, and H=H, 3 are de-
rived from Eq. (4) and Eq. (1), respectively, with A,,&=A, =39 nm,
H, =6.1X10 A/m (765 Oe), and H,3=8.1X10 A/m (10200e)
as determined experimentally. The error bars on the latter two
K values derive from the experimental uncertainties in A,, H„
and H, 3.
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TABLE I. Literature results for the penetration depth of lead
referred to absolute zero. Only the values for the actual
penetration depths, A,(0), are given even though in some tech-
niques the measured quantity relates more naturally to the Lon-
don penetration depth, A,I ( T), at temperatures close to T, .

Technique

Absolute surface impedance
Magnetization of thin films

Perpendicular field transition
Surface impedance
Quantum interference in thin film

Field attenuation in thin film
Surface impedance in a field
Absolute surface impedance
Inductance
Polarized neutron reflectometry

A,(0) /nm

—54
39+3
-44
-48'
51-56

45.3+8
-42

48+4
—52.5
39+1

Ref.

28
29
30
31
32
33
34
35
36

This work

Only A,l (0) is given explicitly in Ref. 31, but the results for
k( T) obtained by a strong-coupling calculation are shown
graphically in Fig. 1, and the value A,(0)=48 nm cited here has
been taken from this graph.

A/m (765+10 Oe). Assuming the Gorter-Casimir tem-
perature dependence, H, ( T)=H, (0)t'1 —( T/T, ) j, which
is applicable to within a few percent for lead, we esti-
mate the critical field at absolute zero to be
H (0)=(6.4+0. 1)X 10 A/m (804+13). This result is in
excellent agreement with the accepted value,
(6.39)X 10 A/m (803 Oe) for bulk samples of lead.

Values of H, 3, and hence of a via Eq. (1), have been re-
ported for lead from a number of experimental tech-
niques. Thermal and electrical conductivity and mi-
crowave surface resistance measurements' both gave
H, 3/H, =1.35 at T=1.5 K. This ratio corresponds to
Ir =0.56 by Eq. (1), which is the same as we have obtained
from the ratio of the critical fields. A rather lower v was
inferred indirectly for pure lead by extrapolation of ac
susceptibility measurements in a series of lead-bismuth al-
loys. The extrapolation indicated H, 3/H, =1.0 at 4.2
K, which is lower than was reported in Refs. 17, where at
the same temperature H, 3/H, =1.15 for pure lead. It is
not clear whether this inconsistency simply reflects exper-
imental error, or whether there is a more fundamental
problem in the extrapolation of critical fields from dirty
to pure superconductors.

The penetration depth for pure lead has been measured
on many occasions, and by a number of different tech-
niques. The various results are collected together in
Table I. We will not attempt to present a detailed cri-
tique of each of the methods, but we would like to dwell
briefly on the large discrepancies evident in Table I. This
discord reflects the basic problem common to all tech-
niques, namely that of relating the experimentally mea-
sured quantity to the actual value of the bulk penetration
depth at absolute zero, A, (0).

Aside from PNR, the methods listed in Table I fall into
one of two categories: those which seek to determine the
absolute value of a physical property which depends on A,

(Refs. 28, 29, 30, 32, 34, and 35), and those which only
measure changes in a quantity relative to a fixed tempera-

ture (Refs. 31, 33, and 36). In principle, a technique in
the first category can yield the actual penetration depth,
but the reliability of the result depends on the validity of
the assumptions implicit in the theory used to convert the
measured quantity into a penetration depth, and often on
having an accurate knowledge of the sample dimensions.
For example, the static magnetization methods (Refs. 29
and 32) determine A. from the total fiux penetrating the
sample, and assume the form of the induction profile
across a film derived from the local GL (London) theory.
Similarly, the absolute surface impedance measurements
(Refs. 28 and 35) require the absolute reactance in the
normal state, which cannot be measured directly.

Methods belonging to the second category are often
very precise, but are even more indirect than absolute
measurements because they are only sensitive to the tem-
perature variation of A, , and not be k itself. To analyze
such data it is usual to consider temperatures close to T„
where the penetration depth diverges and the supercon-
ductor behaves locally. In the local limit k is equivalent
to A,L, the London penetration depth, whose temperature
variation is accurately known close to T, . A knowledge
of dA, L/dT near T„ together with the size and tempera-
ture variation of the energy gap 2b, (T), yields A, L (0),
which can be converted into A.(0) if the BCS coherence
length go is known. With lead, however, there is a great
deal of uncertainty in this procedure. Various different
values of the ratio 2b, (0)/kT, have been used, ranging
from 3.5 to 5.5, and go is similarly uncertain from 78 to
129 nm. The problems are exacerbated still further by
the likelihood of strong-coupling effects in lead, which
would modify the BCS temperature variation of the gap,
and the question of whether the quasiparticle scattering
at the surface is diffuse or specular. Finally, any mea-
surement that uses a sample whose thickness is less than
—10K is subject to corrections to account for finite-size
and mean-free-path effects to obtain the penetration
depth of the bulk pure material.

Although the method of obtaining A,(0) by PNR is also
indirect to some extent, the problems are different from
those described above. If the film is sufficiently thick that
size effects are unimportant, which we expect to be true
within a few percent for the present sample, and if the ap-
plied magnetic field is accurately calibrated, as is
confirmed by the value of H, (0) obtained here, then the
uncertainties lie entirely in the characterization of the
surface and the assumed form of the decay of induction.

It is difficult to judge how the nonideality of the sur-
face will affect the final value of A, . A model with all the
right elements should give a good description of both the
spin-dependent reflectivities and the flipping ratios. This
appears so in the present experiment, and in that case A,

should be determined to the stated accuracy. If some fac-
tor has been omitted, however, then there may be sys-
tematic errors. As shown earlier, the PNR measure-
ments are most sensitive to the initial decay of magnetic
induction, and do not respond to deviations from a pure
exponential decay that might occur at depths greater
than a few k. In this respect the other methods differ,
since they determine A. from the total flux penetrating
into the sample. As the nonlocal correction to the ex-
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ponential decay is predicted to be very small in lead the
distinction between these definitions is expected to be of
no consequence here.

As may be seen from Table I, the value A,(0)=39+1
nm reported in this work by PNR is on the low side com-
pared with other experimental results. Theoretical pre-
dictions for the penetration depth of lead are scarce, but
the weak-coupling calculation by Bardeen and
Schrieff'er gave A, (0)=48 nm, and a later calculation by
Swihart and Shaw, which took account of strong-
coupling through the theory of Nam, reduced this value
to 40.6 nm for the case of diffuse scattering. In a previ-
ous PNR study, preliminary results on lead and Pb(Bi)
alloys were presented that included a set of upping ratios
for a lead sample measured at 4.4 K and in a field of
3.2X10 Ajm (400 Oe). The data were found to be in
fair agreement with a calculation that assumed A,(4.4
K)=40 nm, but the precision of the measurement was
much less than attained in the present work.

Other PNR studies have met with mixed success re-
garding the penetration depth of simple materials. The
data for niobium'~ yielded A(0) =41+4 nm, in satisfacto-
ry agreement with earlier values, but Aipping ratio mea-
surements of high statistical quality from a Pb(Bi) alloy'
differed significantly from a calculation based on the ex-
ponential decay model. In that work it was suggested
that nonlocal effects might be responsible for the
discrepancy, but this explanation is not borne out by our
investigations described here.

Although our PNR measurements from the bulk su-

perconducting phase of lead are consistent with the estab-
lished notion of an exponential decay of magnetic induc-
tion, the surface superconducting layer has been less easy
to explain in terms of existing theory. The local GL
theory is successful in that it can generate an induction
profile to fit the experimental Gipping ratios at any partic-
ular value of the applied field, as shown in Fig. 11, but it
is not able to describe all the measurements between H,
and H, 3 simultaneously with a single set of parameters.
Rather, to use the GL theory we found it necessary to in-
crease ~ by approximately 10%%uo from H, to H, 3, which is
a significantly larger variation than the precision to
which ~ is determined from an individual run, as illus-
trated in Fig. 10.

That the GL theory is only semiquantitative for the
surface superconductivity is hardly surprising. Not only
is it a local theory, but even in type-II superconductors it
is strictly valid only near T, . For example, suSciently
below T, the penetration depth A,,z that enters into GL
theory is not simply related to the actual penetration
depth observed below H, and, moreover, if z is to vary

with applied field then so must A,,fr if Eq. (4) is to be
satisfied. Notwithstanding these problems of self-
consistency and applicability, the GL theory has provid-
ed us with a useful, approximate method to obtain the
spatial variation of the surface diamagnetism, and it
would be interesting to see whether the empirical use of
GL theory with a a parameter that increases with H
works for other materials too, and also whether it has any
foundation within a proper nonlocal theory of the surface
superconducting layer.

VI. CONCLUSIONS

The experiments reported here have been informative
both in respect of the technique of PNR and also for the
understanding of magnetic-field profiles in nonlocal su-
perconductors. We have found PNR to be very sensitive
to the initial rate of decay of magnetic induction, and this
feature has enabled us to determine the penetration depth
in the bulk superconducting phase of lead with a pre-
cision of a few percent. Our value of A, (0)=39+1 nm is
somewhat lower than most other experimental deter-
minations. The PNR technique does not appear to be
sufBciently sensitive to the fine details of the induction
profile to detect the deviations from exponential decay
predicted to occur at depths of several times A,(0), in
type-I superconductors, due to the nonlocal relationship
between induced current and field.

We have studied the surface superconducting layer in
lead, and found that the induction profile calculated from
the Ginzburg-Landau theory provides a useful model of
the surface diamagnetism in terms of the phenomenologi-
cal parameter a. No one value of ~ is able to represent
the measurements of the surface diamagnetism over the
whole interval from H, to H, 3, but this shortcoming can
be overcome if sc is allowed to vary with applied field,
while retaining of necessity the GL relationship Eq. (4)
between ~, X,N, and H, . It is not clear to us whether this
purely empirical method has any physical significance or
not, but either way we hope that the new experimental di-
mension brought to surface superconductivity by these
PNR measurements will stimulate interest in the develop-
ment of a truly microscopic theory of the phenomenon.
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