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Final-state efFects in neutron scattering from liquid neon
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We report inelastic scattering measurements of the neutron Compton profile, J(y), in liquid Ne, over a
broad range of neutron wave-vector transfers for liquid at a density of 36.1 atoms nm at 27 K. The
measurements used a chopper spectrometer at a pulsed-spallation neutron source. The wave vectors

span the range 105 to 276 nm, a range in which deviations from impulse-approximation scattering are
expected to be dominated by final-state e6ects. Spectrometer resolution and sample-dependent multiple

scattering were taken into account using a sophisticated Monte Carlo simulation. The data were ana-

lyzed, using the series expansion of Sears, to determine the magnitude of the first antisymmetric term in

the expansion as a function of wave-vector transfer. Special care was taken to assess possible contribu-

tions arising from systematic errors. We find that the measurements agree very well with a calculation

using a pair-distribution function, g (r), from path-integral Monte Carlo simulation of liquid Ne near this

density and temperature.

I. INTRODUCTION

The momentum distribution of atoms in a liquid or
solid can be directly determined via inelastic neutron
scattering if the momentum transferred to the target
atom by the neutron in the scattering process is large
enough. This is because at large momentum transfers,
A'Q, the scattering has the form of scattering from a
noninteracting gas of particles having the same momen-
tum distribution as the actual target atoms. Such deep-
inelastic neutron scattering has been used to measure
momentum distributions in solid' and liquid ' He, the
other noble gases in solid and liquid phases, liquid
and solid Hz, hydrogen embedded in a host matrix, hy-

drogen bonds, ' pyrolytic graphite, " as well as simple
metals. ' Unfortunately, experimental circumstances,
such as low neutron flux and poor instrument resolution
at large incident neutron energies, forced early experi-
menters to conduct such measurements in a regime where
the impulse approximation (IA) is not strictly valid. Be-
cause of this, deviations from the IA due to final-state
effects in the neutron scattering have been the subject of a
great deal of interest. ' In this paper we examine the
form of these deviations in liquid Ne. '

Much of the early neutron inelastic-scattering work on
liquid Ne focused on examination of collective excita-
tions. ' Single-particle neutron-scattering measurements
performed on liquid Ne were those of Buyers et a/. ' In
these experiments the dynamic scattering factor, S(Q, co),
of liquid Ne at 26.9 K was examined for 34 values of Q,
in the range 8—125 nm . Analysis of these data indi-
cates that in liquid Ne, collective behavior is probed
when Q is less than approximately 40 nm ', while the
scattering for larger Q becomes characteristic of single-
particle response, that is, (i) the peak position follows the
recoil energy

Q2Q 2

where M is the mass of the target atom, and (ii) the width
of S(Q,co) increases linearly with Q. Buyers et al. ob-
served oscillations in both the width and peak position of
S(Q, to) for Q less than approximately 100 nm '. These
oscillations are attributable to interatomic interference
effects, and their presence indicates that the IA is not val-
id. Final-state effects are also present in these data, but it
is not possible to determine their contribution explicitly.
The scattering data for 50&Q &100 nm ' were later
reanalyzed by Sears to obtain a value for the kinetic ener-

gy. He used a symmetrization procedure to remove the
effect of final-state interactions and averaged the scatter-
ing function over a range of wave-vector transfers to re-
move coherent contributions.

With the advent of pulsed-spallation neutron sources,
scattering experiments at wave-vector transfers larger
than those easily accessible at reactor-based neutron
sources became possible. Peek et al. measured the
scattering function S(Q,P), where P is the scattering an-

gle, in liquid Ne at several sample densities and tempera-
tures, in the range 200 nm '&Q &280 nm '. At these
large values of Q, interatomic interference effects are
negligible and distortions due to final-state effects are ex-
pected to be sma11 compared to unaccounted for
multiple-scattering backgrounds and statistical uncertain-
ties.

With improvements in the understanding of instrument
resolution and multiple-scattering corrections as well as
the increase in neutron flux brought about by high-
current accelerators and improved spallation-target
designs, high-quality data at both large and small Q can
be obtained in which final-state effects must be accurately
taken into account for correct interpretation. A number
of theories have been developed for calculating the form
of final-state effects. Unfortunately the complex calcula-
tions associated with several of these theories have only
been performed for He. ' ' However, a treatment of
final-state effects due to Sears' is applicable to a wide
variety of systems.
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II. DEEP-INELASTIC NEUTRON SCATTERING

A. General considerations

The double-differential scattering cross section for a
system of ¹identical atoms is

d20 =Xb2 S(Q,co),
f I

(2)

where b is the bound scattering length per atom, k; and

kf are the magnitudes of the incident and scattered neu-

tron wave vectors, respectively, Q is the neutron wave-
vector transfer (Q=k; —kf ), Ef is the final energy of the
neutron, and A'cu is the energy lost by the neutron in the
scattering process. S(Q, ~O), the dynamic structure fac-
tor, can be written as

Liquid Ne is an excellent system for investigating the
applicability of Sears' theory because (i) good quality
low-Q data exist for liquid Ne which indicate interatomic
interference effects are small at Q values greater than 100
nm ', therefore any deviations from IA scattering for Q
greater than 100 nm ' are dominated by final-state
effects, (ii) the momentum distribution n (p) is expected to
be Gaussian thus simplifying the analysis, (iii) the pair
potential is well-known and many-body contributions
are expected to be small, and (iv) structural information,
needed to evaluate the coefFicients appearing in the Sears
expansion, can therefore be computed for liquid Ne using
path-integral Monte Carlo techniques. ' The low-Q por-
tion of the current measurements overlaps the larger
wave-vector transfers achieved in the work of Buyers
et al. ,

' while the high-Q portion is over the same Q
range, with improved counting statistics, as the data of
Peek et al. taken at T =25.8 K.

R.(t)=R.(0)+ P. ,

where P is the momentum of the jth atom of mass M.
In this regime S (Q, co) reduces to

fi .pS,A(Q, co)= f n(p)5 + —co d p . (7)

In isotropic systems such as liquids, gases, and polycrys-
talline materials, n (p) is also isotropic. For an isotropic
Gaussian n (p),

1 2

n(p)=
(2ma )

~ 2o'
exp

(E„) is simply related to the width of the momentum
distribution 0 by

30'p

2M
(10)

This result is known as the impulse approximation. In
this approximation, S,A(Q, to) is identical to the dynami-
cal structure factor for scattering from a noninteracting
gas of atoms with momentum distribution n(p). The ar-
gument of the 5 function in Eq. (7) expresses conservation
of energy and momentum for the scattering of a neutron
by a single atom. In addition, the form of the argument
indicates that the center of S,A(Q, co) corresponds to the
"recoil energy, " Eq. (1), and its width is the result of
Doppler broadening arising from the initial motion of the
target atoms.

Knowledge of n (p) permits the average single-particle
kinetic energy (,Ei, ) to be determined by integration over
all particle momenta weighted by n (p),

2«, )=f.(p) P d'p.

S(Q,co)= f F(Q, t) exp( icot)dt . — (3) B. y scaling

The correlation function F (Q, t) is given by

F(Q, t)=—g ( exp[ —iQ R, (0)]exp[iQ R (t)]),1

lj

(4)

where R, and R are the atomic positions of the ith and
jth atoms in the Heisenberg representation. If Q is
sufticiently large then coherent processes are minimal,
and in this incoherent approximation F(Q, t) assumes the
form

Expressing the results of the previous section in terms
of the neutron Compton profile, J(y), instead of S(Q, co)
is straightforward. When the z axis is taken to be the
direction of Q then Eq. (7) is

S,A(Q, m)= f n(p)5 + —co d p,AQ Qpz

2M

where p, is the z component of the target atom's momen-
tum. With the West scaling variable y defined as

F(Q, t)=—g ( exp[ —iQ.R;(0)]exp[iQ R.(t)])5," .1

tJ

My=

Eq. (11)can be written
T

(12)

If the time of passage of the neutron through the sam-
ple is short compared to the time-scale characteristic of
the atomic motions in the sample then the correlation
function may be approximated by its short-time
behavior, '

SiA(Q ~)= f 5(fiy —p, )n (p)d p . (13)

Then the neutron Compton profile J(y) is related to
S(Q, co) by
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J(y) = S(Q,c0),

and therefore

J&~(y)= J5(Ay —p, )n(p)d p

= J n (p„,p, hy)dp„dp

(14)

(15)

D. Sears expansion

The Sears expansion of the neutron Compton profile
is"

d JIA(y )
Jp(y) =J,~(y) —A3

cog

where J&~(y) is the function J(y) in the impulse approxi-
mation.

J&z(y)dy is the probability of finding an atom with

tnomentum component y in the direction of Q in the
range dy. For this reason J&z(y) is referred to as the lon-

gitudinal momentum distribution function, the direction
of Q defining the longitudinal direction. In an isotropic
system only the magnitude of Q is relevant.

C. Validity of the impulse approximation

One way of determining whether the IA is valid is to
discuss the scattering process in terms of classical impul-
sive forces. This is typically done by introducing an "in-
teraction time" ~ such that, '

+A4
d J(y)

(&0)

with

M(p'~y) M2(F )
A3= and A4=

36k' Q 72fi Q2

where Jp(y} is the observed neutron Compton profile,
J,~(y) is the longitudinal momentum distribution func-
tion, V is the interatomic potential, and F is the mean
force on the target atom during the scattering. The terms
with coeScients A3 and A4 are corrections to the IA
arising from final-state effects, and give definite predic-
tions for the Q dependence and the magnitude of devia-
tions from the IA.

Qvpr= 1, (16} III. MEASUREMENT CONDITIONS

where vo is the rms velocity of atoms in the sample and 'r

corresponds to the interaction time of a neutron with a
target atom. In order for the IA to be valid the mean im-

pulse delivered to the target atom by other atoms in the
sample during the scattering event must be negligible
compared to the momentum of the target atom, i.e.,

For &+Mvo (17)

Fp

z(E, )
(19)

This simple treatment illustrates that the regime of va-
lidity of the IA is dependent on the strength of the intera-
tomic interactions. For liquid Ar at T =85 K and liquid
Ne at T =27 K, Sears' calculated the ratio appearing on
the right-hand side of Eq. (19). The values he determined
are 34 and 47 nm ' for liquid Ar and Ne, respectively.
Peek determined, using a Debye model, this ratio for
noble-gas solids in the neighborhood of their triple
points. For Ar and Ne he obtained the values of 41 and
44 nm ', respectively.

The IA is asymptotically exact for most systems as
Q —+ ae. This has been shown to be true even for the un-
bounded harmonic oscillator potential. For a hard-
sphere fiuid, however, the IA regime is never reached,
not even in the limit of high Q.

where Fp is the rms force acting on the target atom due
to other atoms in the sample. Combining Eqs. (16) and
(17}one obtains

F
«Mvp .

Vp

Therefore, for the IA to be valid

TABLE I. Wave-vector transfers for Ne as a function of
neutron-scattering angle for a detector bank and incident neu-
tron energy E;. Note: the wave-vector transfers are for Ne.

Scattering
angle P Wave-vector transfer Q (nm '}

(deg) E; =124.6 meV 194.5 meV 299.0 meV 499.1 meV

87.3
106.3
121.3
136.3

105
120
130
138

131
150
163
172

162
186
202
214

209
241
261
276

The neutron-scattering measuremei. ts were conducted
on the High Resolution Medium Energy Chopper Spec-
trometer (HRMECS) at Argonne National Laboratory's
Intense Pulsed Neutron Source (IPNS). In order to span
the desired range of neutron wave-vector transfers, data
were taken at four different nominal incident neutron en-
ergies: 124.6, 194.5, 299.0, and 499.1 meV. The scat-
tered neutrons were detected in 62 He detectors grouped
in four bands located a nominal 4 m from the center of
the sample. The mean scattering angles of the detector
banks were 136.3', 121.3', 106.3', and 87.3'. The wave-
vector transfers, at these scattering angles, for the in-
cident neutron energies employed are listed in Table I.
The sample cell consisted of six 6061-T6 aluminum tubes
each having an inner diameter of 0.953 cm and an outer
diameter of 1.110 cm. The cell tubes were connected to a
copper manifold with high-pressure tubing and posi-
tioned vertically. All sample tubes exposed 10.2 cm to
the incident neutron beam.

The sample was prepared in situ with a clean gas-
handling system by condensing 99.999% pure natural Ne
obtained from the Linde Division of Union Carbide.
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Ne
"Ne

e

90.51
0.27
9.22

19.992 2.671
20.994 5.7
21.991 1.88

92.76
0.59
6.65

'Data taken from F. W. Walker, D. G. Miller, and F. Feiner,
Chart of the Nuclides 13th ed. (General Electric Company, San
Jose, 1983).
Scattering cross-section data taken from V. F. Sears, in

Methods of Experimental Physics, edited by D. L. Price and K.
Skold (Academic, Orlando, 1986), Vol. 23A, p. 534.

There are three stable isotopes of Ne. Their relative nat-
ural abundances and neutron-scattering properties are
listed in Table II, which indicates that the vast majority
of neutrons scattered by a natural Ne sample are scat-
tered by Ne. The presence of Ne was taken into ac-
count as discussed in Sec. IV B.

The cell temperature during the experiment was main-
tained by a Displex closed-cycle refrigeration system. Si
diode thermometers, located at the top and the bottom of
the cell assembly, were used to record the cell tempera-
tures periodically. The temperature difference across the
assembly was approximately 1.4', but the temperature
difference across the liquid Ne was certainly less than
this. Temperature variations, defined to be the standard
deviation of the recorded temperatures, were approxi-
mately 0.1'. The stated sample temperature of 27 K is
the average of the temperatures recorded by the two ther-
mometers. The sample pressure was approximately 0.7
MPa. At 27 K this corresponds to a Ne sample density
of 36.1 atoms nm

At each incident-neutron energy a filled cell and empty
cell data set were taken. Data collection at each incident
energy took approximately 48 h, half this time being
spent collecting data from the filled cell, the other half
from the empty cell.

IV. DATA ANALYSIS

The purpose of this work is to go beyond a mere con-
sistency check between the scattering data and a theory
for final-state effects. To do this, the key parameter,
wave-vector transfer Q, needs to be varied over a wide

range. In addition, the important effects of instrument
resolution and multiple scattering on the measured neu-
tron Compton profiles need to be well understood and ac-
counted for. In this section we demonstrate how one
corrects for such effects and that a quantitative measure-
ment of final-state effects emerges unambiguously from
the analysis.

A. Scattering corrections and instrument simulation

The primary correction to the filled sample cell time-
of-flight data is the subtraction of the empty ce11 scatter-
ing. Because the scattering from the liquid Ne and the

TABLE II. Properties of Ne isotopes.

Mass Scattering
Isotope Abundance (%)' (amu)' o, (b) intensity (%)

scattering from the Al cell have significant overlap, good
counting statistics are necessary in both the filled cell and
empty cell runs. For our Ne samples, at the three lower
incident neutron energies, obtaining a high-quality empty
cell run was particularly important due to the presence of
diffraction peaks in the time-of-flight spectra. These
diffraction peaks were due to coherent scattering from
the Al tubes and from an unshielded Cu manifold which
although not in the direct neutron beam contributed no-
ticeable intensity to the time-of-flight spectra due to the
poor vertical collimation of the neutron pulses.

The empty cell run and the filled cell run were not of
exactly the same duration, nor was the incident neutron
flux constant in time; therefore the empty cell data were
scaled for each run using a scaling factor determined
from the integrated neutron intensity from a beam moni-
tor, located before the sample assembly. In addition, the
incident neutron energy for the empty cell run tended to
vary slightly from that for the filled cell run (typically by
less than l meV). This energy difference shifts the filled
cell and empty cell time-of-flight spectra relative to one
another (by less than 1 ps). To correct for this a program
was written which calculated the time-of-flight for a neu-

tron inelastically scattered from Al, in the IA, for the in-

cident neutron energies characteristic of the filled and
empty cell runs. The empty cell time-of-flight data were
then shifted by the difference in these calculated times-
of-flight before being subtracted from the filled cell
data

For analysis of these Ne data we used a sophisticated
Monte Carlo chopper-spectrometer simulation program,
SPEC SIM, developed by Blasdell. ' ' This program
generates both a function which tells how the scattering
is modified by finite instrument resolution and the
sample-dependent multiple-scattering corrections. In or-
der to determine the instrument resolution function it is
necessary (i) to characterize the time and velocity distri-
bution of the neutron pulse emerging from the face of the
moderator, and (ii) to determine the average chopper
open-time, the effective width of the moderator, and the
source emission time delay. This determination is done
in SPEC SIM by fitting the time spectra recorded by the
two BF3 beam monitors, accounting quantitatively for
the neutron beam chopping as well as for the response of
the monitors.

Given the pulse-shape parameters, SPEC SIM performs
a Monte Carlo simulation in order to calculate the instru-
ment resolution function. This is done by simulating the
scattering of neutrons, in the IA, from a Ne sample with
nuclei which are fixed before the scattering event. The
sample, sample cell, and instrument materials and
geometry used in the simulation are the same as those in
the actual experiment. The calculation therefore includes
the effects of sample attenuation on the multiple scatter-
ing and upon the instrument resolution. In this case, any
broadening of the (y-scaled) simulation singly scattered
neutron time-of-flight data is due to instrument resolu-
tion. The Ne cross-section-weighted mass of 20.1368
amu was used in the simulation and in the y scaling of the
measured time-of-flight data.

The instrument resolution functions generated for the



49 FINAL-STATE EFFECTS IN NEUTRON SCATTERING FROM. . . 15 567

experimental conditions identical to those of our liquid
Ne sample for the 136.3' detector bank are shown in Fig.
1 and Table I. Table III lists the standard deviations for
all the instrument resolution functions employed. It
should be noted that (i) the resolution functions are asym-
metric in y, and (ii) the width of the resolution functions
increases with increasing incident neutron energy. This
same behavior is seen in the resolution functions generat-
ed using the analytical formalism of Loong, Ikeda, and
Carpenter which, unlike SPEC SIM, does not take into
account the effect of finite sample size. The widths, as
measured by the standard deviation, of the resolution
functions for the 87.3' detector bank are essentially the
same for a point scatterer and for a scatterer having the
physical dimensions of our sample. For the 136.3' detec-
tor bank however, the width of the resolution functions
for our sample geometry are larger than those for a point
scatterer by as much as 17%

For the present data SPEC SIM predicts that 9% of the
total scattering, after the empty cell scattering has been
subtracted, was due to sample-dependent multiple
scattering. Such scattering is primarily due to neutrons
that scatter twice from Ne atoms or once from the Al cell
and once from a Ne atom. Figure 2 shows the relative
sizes of the various backgrounds for data converted to
J(y). We note that the shape of the multiple-scattering
contribution calculated using SPEC SIM is very different
than the shape of the low-order polynomial background
used to account for multiple scattering in the earlier n (p)
measurements on liquid Ne by Peek et al.

B. Extraction of the model parameters

Once the simulation sample-dependent multiple
scattering contribution has been subtracted from the ob-

TABLE III. Standard deviations for the instrument resolu-
tion functions generated by SPEC SIM. The wave-vector
transfers are for Ne. See Text Sec. IV A.

0
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E
0

i = 124.6 meV

i = 194.5 meV

i = 299.0 meV

9.1 rneV
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y (nrn ')

I
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FIG. 1. Chopper-spectrometer resolution functions calculat-
ed for scattering from the liquid Ne sample into the spectrome-
ter 136.3' detector bank, for four incident neutron energies used
in the present work.

served spectra, the data are fit by numerically convolut-
ing a model response, whose parameters are varied to ob-
tain the "best" fit with the observed data, with the instru-
ment resolution function

Jo(y)= f R (y y')J„(y')dy'+F—(y) .
&min

Here Jo(y) is the measured neutron Compton profile,
R(y —y') is the instrument resolution function, and
J (y') is the model neutron Compton profile, and F(y) is
a second-order polynomial which allows for sample-
dependent multiple scattering not accounted for by the

Scattering angle

P (degrees)

87.3
106.3
121.3
136.3

87.3
106.3
121.3
136.3

87.3
106.3
121.3
136.3

87.3
106.3
121.3
136.3

(nm ')

E; =124.6 meU
105
120
130
138

E; =194.5 meV
131
150
163
172

E;=299.0 meV
162
186
202
214

E;=499.1 meV
209
241
261
276

Standard deviation
(nm ')

1.14
1.00
0.97
0.97

1.48
1.30
1.24
1.24

1.99
1.75
1.66
1.65

3.11
2.72
2.56
2.51

0.13

0.11

0,09—

0.07—

0.05—

0.03—

0.01

—0.01—300 —200
I

—100 0
I I I I

100 200 300

y (nm ')

FIG. 2. y-scaled background subtraction and multiple-
scattering corrections for (P) =106.3', E; =499.1 meV: filled-

sample-cell time-of-Aight data (solid line); empty cell data
(dashed line); data difference (solid circles with error bars);
sample-dependent multiple scattering calculated with

SPEC SIM (dotted line).
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simulation. The contribution of F(y) was very small,
amounting typically to only a percent of the peak intensi-
ty. In Eq. (22) the limits of integration, y;„and y,„,
were —250 and +250 nm ', respectively. The "best" fit
is taken to be the one with the smallest reduced y .

C. Identi5cation of the Anal-state

contribution of the scattering

spectral density of the velocity autocorrelation function is
Gaussian.

A good estimate of (,E), & can be obtained using the ac-
curate pair potential for Ne developed by Aziz, Meath,
and Allnatt and g(r), the radial distribution function.
The average of the Laplacian of the potential energy is
formally

The model response represents the neutron Compton
profile that would be observed if the instrument resolu-
tion function were a 5 function. It was composed of two
functions, each having the forxn of the first two terms in
the Sears expansion,

(23)

where

and

m, (V'V&

36k'Q;
(24}

B;
IA(3 }

p 3/p "P
(2m.a (;) )

(y y(i) )2

20
( I')
2

(25)

=3(E) &= "sT« (26)

with

1 0T =T 1+
12 T

4
1 0 + e ~ ~

240 T
(27)

and

(28)

where T is the physical sample temperature (27 K), V is
the pair-potential energy, M is the xnass of the atoxn, and
( .

& denotes a thermal average. The term of order fi
in Eq. (27) is exact while the term of order fi is an ap-
proximate result obtained under the assumption that the

The index i refers to the relevant Ne isotope (i =1 for
Ne and i =2 for Ne). The pair potential V(r) is as-

sumed to be identical for Ne and Ne.
The respective J,~(y), of the Ne isotopes appearing in

Eq. (23} are assumed to be Gaussian. In nonclassical
liquids, to order ))i'in a Wigner-Kirkwood expansion, the
momentum distribution remains Gaussian. Further-
more, measurements of n (p) in liquid Ne at T =25.8 K
density 36.3 atoms nm (close to our sample tempera-
ture and density) found no indication of non-Gaussian
behavior within their experimental accuracy.

Appropriate parameters appearing in Eqs. (23)—(25)
were constrained in order to reduce the number of free
parameters in the fits. The widths, cr [see Eq. (9)], of the
Ji&(y) were determined by assuming that (E), & is given

by

(V V(r)&=4np JV V(r)g(r)r dr, (29}

where p is the sample density. g(r} has not been mea-
sured for liquid Ne at the temperature and density of our
sample, therefore a g(r) calculated using path-integral
Monte Carlo techniques (PIMC) was used. Use of this

g (r) and the HFD-C2 potential3 yields a value of 52.4 K
for 0.

In the calculation of (E„& of Ne and Ne it was as-
sumed that (V V(r) & is the same for both isotopes. Be-
cause T,I, the effective texnperature, is mass dependent,
[see Eqs. (27) and (28)], (E),( Ne) & is 1.5% larger than

(E),( Ne)& at 27 K. For Ne at this temperature and
sample density T«=33.9 K, so (,EI, &=50.9 K. A re-
cent PIMC calculation ' of (E), & in liquid Ne at T =27
K yielded a value of 51.3+0.4 K, which is consistent
with our Wigner-Kirkwood expansion result.

In the fitting process the scattering intensity Bz of Ne
was constrained to be 7.2% of 8, , the intensity of Ne
(Table II). In addition, the distance between the centers
of J,~(y) for the two isotopes was held fixed at a value
determined by the scattering kinematics. Due to uncer-
tainty in the y scale, arising from the determination of
mean incident-neutron energy and uncertainties in the
sample and instrument geometry, the absolute positions
of the scattering peaks in y were not held fixed.

The neutron Compton profile for a natural Ne sample
will have an antisymmetric component even in the ab-
sence of final-state effects. This is because the scattering
froxn Ne is kinematically separate froxn that from Ne,
due to the difference in their masses. We note that the
size of the largest correction to the IA is determined by
the A 3 term in the Sears expansion, a term which is an-
tisymmetric in y. As Q increases, the separation between
the Ne and Ne responses increases. At very large Q,
~here the IA is expected to be valid, the size of the an-
tisymmetric component in the observed profile arising
from the kinematic separation of the scattering can be
significant. Note that the polarity of the antisymmetric
component due to the kinematic separation of the
scattering is opposite to that of the A3 term in the Sears
expansion. At the Q's employed in the present work,
however, this effect is very small and is removed by using
a model response of the form given in Eq. (23}.

As mentioned previously, the raw time-of-flight data
were y scaled using the cross-section-weighted mass of
20.1368 amu. Changes in the width and position of the
IA coxnponent of the response brought about by this
choice of a y-scaling mass were corrected using a method
described elsewhere.
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V. RESULTS AND DISCUSSION

TABLE IV. y for fits to liquid Ne data for 95 degrees of
freedom.

x'
Scattering Incident neutron energy (meV)

angle P (degrees) 124.6 194.5 299.0 499.1

87.3
106.3
121.3
136.3

123
66

151

103
102
134
129

83
119
84

116

73
63
69
76

A. Results and conclusions for liquid Ne

By fitting the observed neutron Compton profiles with
a model having the form of Eq. (23), values for A3 were
obtained for liquid Ne for Q's in the range 105 to 276
nm '. For all fits, g values are listed in Table IV and
corresponding values for A3 are listed in Table V. In
general the fits to the data using the model response of
Eq. (23) are very good.

Typical fits to the data are shown in Figs. 3 —6. The
dotted line in each of these figures is the polynomial
background I'(y) in Eq. (22). The fit residuals are the
difference between the data and the fit, divided by the un-

certainty associated with the data. Note that the residu-
als are very evenly distributed over the entire profile, with
no systematic deviations evident.

Additional fits using a model function which included
the A4 term yielded A4 coefficients with very large un-

certainties and no discernible Q dependence. It is impor-
tant to note that inclusion of the A& term did not appre-
ciably change the values of the A3 coefficients obtained
from fits that did not include the A4 term. This increases
confidence in the identification of the A3 magnitudes.
The A4 term is most likely not detectable in the present
data due to its small size and symmetry, which is the
same symmetry as the IA component of Sears' expansion.

The A 3 coefficients versus Q are plotted in Fig. 7. Also
shown in Fig. 7 is a line showing A3 computed using Eq.
(21). The average of the I.aplacian appearing in Eq. (24},
( 7 V ), was calculated using (a) the same PIMC-
generated g (r) used to compute the eff'ective temperature
(Sect. IVC}, because no measured g(r} is available, and
(b} the same ¹Nepair potential of Aziz and Chen. 2o

The value of this ( V V) is given in Table VI as the entry
for 26.1-K liquid. Figure 7 shows that both (i) the Q
dependence of the A3 coeScient is in good agreement
with the Q

' behavior predicted by Sears' theory, and (ii)
the magnitude of the A3 coefficient as a function of Q is
in good agreement with expectations.

One may ask, how large are expected final-state effects
for other Ne liquids, and how are they expected to de-
pend upon density at a fixed temperature? As examples,
we therefore include in Table VI values of ( V V) calcu-
lated for a series of three Ne liquids at 35 K, for which
measured S(Q)'s are available. ' In these cases, we cal-
culated a g (r) corresponding to the tabulated S(Q), then

TABLE V. Values for the A3 coeScient for liquid Ne,
determined from the fits, as a function of scattering angle and
incident neutron energy E;.

Scattering angle
()) (degrees)

87.3
106.3
136.3

87.3
106.3
121.3
136.3

87.3
106.3
121.3
136.3

87.3
106.3
121.3
136.3

(nm ')

E; =124.6 meV
105
120
138

E; =194.5 meV
131
150
163
172

E;=299.0 meV
162
186
202
214

E;=499.1 meV
209
241
261
276

A3
(nm )

3380+210
2990+240
2700+240

2100+300
2500+400
3200%400
27002400

1900+400
2300+400
2500+400
1800+400

15002500
2000+500
7002500

10002500

used this g (r) in the (V V) calculation with the Aziz po-
tential. One sees that the final-state effects increase
with increasing density of the liquid. This can be under-
stood by examining the numerical details of the calcula-
tion of ( P' V ) . The magnitude of r ( V V ) falls steeply
with increasing r, and is largest for r below 0.27 nm. It is
below approximately this value of r that g (r) increases as

01110 I I I ~
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FIG. 3. Neutron Compton profile, data and fit for E;= 124.6
meV ((()))=106.3, (Q) =121 nm '). The fitting procedure is
detailed in the text Sec. V. The dotted line is the term F(y) in

Eq. (22). The fit residuals are the difference between the data
and the fit, divided by the uncertainty associated with the data.

y is the chi-squared value for the fit, v is the number of degrees
of freedom.
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FIG. 4. Data and fit for E;=194.5 meV (($)=106.3',
(Q) =150 nm '). Other matters are as for Fig. 3. Note that
the residuals are evenly distributed over the range of wave-
vector transfers y.

density increases, although the position of the first peak
in g(r) remains at approximately 0.305 nm, essentially
unchanged with change of liquid density.

Another value of (V2V) in Table VI deserves com-
ment: that for 35 K and 33.4 atoms nm . It comes from
a PIMC calculation of g(r) using the Aziz pair poten-
tial. The result differs somewhat from that which uses
a g(r) derived from experiment, but the difference is
not large enough to alter the key conclusions (i) and (ii)
above.

Finally, in order to indicate more explicitly the relative
size of the contribution arising from the A 3 term for Ne
at 26.1 K and 36.4 atoms nm ', Figs. 8 and 9 show the
IA contribution (symmetric in y) and the antisymmetric

FIG. 5. Data and fit for E;=299.0 meV ((I')=106.3',

(q ) =186 nm ')

A 3 contribution, determined from the data fits, for the
largest and smallest Q's examined.

B. Expectations about Snal-state efFects in solid Ne

The average Laplacian appearing in A3, Eq (21), .can
be calculated for the solid phase as well, provided a suit-
able angle-averaged g (r) is available for the integral, Eq.
(29). The resulting values my be applied to measurements
on polycrystalline solids. Such g (r)'s have been calculat-

Q1110 I ~ I ~
I

I ~ I ~

I
I I I ~

I
~ ~ I I

I
~ I ~ ~

0.090—

TABLE VI. Values of the average Laplacian, Eq. (29), for
condensed Ne, calculated using the pair potential of Ref. 20.
A larger value indicates a larger antisymmetric final-state effect
on the deep-inelastic neutron scattering at a given Q.

0.070—

0.050—

Phase

Liquid'
Liquid
Liquid
Liquid
Liquid'
Solid'
Solid'
Solid'

Density
(atoms nm '

)

36.1

34.7
33.4
31.7
33.4
44 97'
44.85'
43.78'

Temperature
(K)

27.8
35
35
35
35
4.2

10.0
20.0

10 (V V( ))
(Knm )

3426
3498
3157
3092
2915
4362
4377
4441

V5

C4

0.030—

0.010—

~ I a ~ I ~ I I a I a a a ~ I I I I ~ I a ~ I

-250 -150 -50 50 150 250
~

I
I I s ~

I
a ~ ~ \

I
I s I I

I
I ~ ~4

n A W z . .-r a.WA. —- AA. a-~v vga y» v
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'Ref. 21, g (r) calculated by PIMC simulation.
bRef. 41, measured S(Q) converted to g (r).
'D. N. Batchelder, D. L. Losee, and R. O. Simmons, Phys. Rev.
162, 767 ( 1967).

y(nm-1)

FIG. 6. Data and fit for E;=499.1 meV ((P)=106.3',
(Q)=241nm ').
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