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The free energy of defects in solids is computed with Monte Carlo simulation techniques and by vari-
ous approximate techniques. The results are compared in order to determine the accuracy and range of
applicability of the various approximate methods. The systems studied are a bulk crystal, a vacancy, a
(100) free surface, and a 2£5(310)/[001] symmetric tilt boundary in Cu described by embedded-atom
method potentials. The Monte Carlo simulations employ both the Frenkel-Ladd method and thermo-
dynamic integration. The approximate techniques include quasiharmonic calculations and the recently
proposed local harmonic method. The results indicate that the harmonic methods significantly underes-
timate the temperature variation of the defect-free energies for this potential. The discrepancies become
large for temperatures above about half of the melting point.

I. INTRODUCTION

The knowledge of the free energy of defects is impor-
tant in the predicting many physical phenomena. One
example is in nucleation theory. The free energy of the
interface between the two phases in question is a crucial
ingredient in determining the barrier to nucleation and
nucleation rates. However, the determination of free en-
ergies from atomic scale computer simulations is a
difficult task. In this paper, the accuracy of approximate
methods of determining the free energy in atomic scale
simulations will be compared to accurate Monte Carlo
(MC) simulation results. The goal is to provide a mea-
sure of the accuracy and range of applicability of these
approximate methods.

The calculation of the free energy is substantially more
difficult than the calculation of the energy or enthalpy of
a defect. The zero-temperature defect energy can be
computed readily from assumed interatomic potentials by
molecular statics or energy minimization techniques.
Zero-temperature defect energies can also be computed
from first-principles electronic structure calculations.
Finite-temperature properties of a defect system can be
computed from MC simulations. MC simulations pro-
vide a means of computing the ensemble average of a
quantity. Thus, any quantity that can be written as an
ensemble average can be computed in a straightforward
manner, though the simulations may require substantial
amounts of computer time to obtain reliable statistics.
The free energy, though, cannot be written as a simple
ensemble average. Therefore, more elaborate techniques
are required to compute the defect-free energies. The
free energy and/or free-energy differences can be comput-
ed via a variety of techniques that have been pro-
posed.!”7 All of these methods have the disadvantage
that the computational effort required is very large.

One method of simplifying the computational problem
is to introduce the quasiharmonic approximation.® In
this approach the full Hamiltonian is replaced by a har-
monic expansion about the equilibrium positions. The vi-
brational frequencies can then be computed by diagonali-
zation of the dynamical matrix and the thermodynamic
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functions can be computed from these frequencies. There
are two potential shortcomings with this approach.
First, the harmonic approximation may not be valid at
higher temperatures. Previous calculations’ using the po-
tentials considered here showed that the thermodynamic
properties of the bulk lattice are well represented by
quasiharmonic results. The quasiharmonic approxima-
tion can break down for two reasons. First, the ampli-
tude of the vibrations can become large enough that the
quadratic approximation of the potential energy breaks
down. This breakdown may be more severe at a defect.
For a crystal with inversion symmetry, the third-order
terms in the expansion of the potential energy must van-
ish by symmetry. Thus, the anharmonic corrections will
enter at fourth order. At a defect, the third-order terms
need not vanish, so the harmonic approximation is more
suspect for a defect environment than for a perfect crys-
tal. The second reason that the harmonic approximation
can fail is the onset of diffusive processes. Again, this is
more likely to occur at extended defects such as grain
boundaries or dislocation cores than in the bulk. Thus,
even though the harmonic approximation has been seen
to be good for the bulk crystal, it is an open question
whether it works well at a defect.

The other drawback to quasiharmonic (QH) calcula-
tions of the free energy of large defects is the computa-
tional effort required. While these calculations are faster
than MC simulations, the work required to determine the
eigenfrequencies by standard techniques scales as N 3
where N is the number of atoms in the periodic cell for
the calculation. (This scaling is softened for intermediate
size systems due to the fact that the number of points in
the Brillouin zone that must be sampled scales as N !
until one gets down to a single k point.) This factor
makes the direct application of quasiharmonic calcula-
tions to large defects computationally very intensive.

The potentially large computational effort associated
with quasiharmonic calculations has prompted efforts to
find computationally simpler models. LeSar, Najafabadi,
and Srolovitz'® and Sutton'' have both proposed free-
energy models based on a local estimate of the phonon
density of states. The method proposed by LeSar et al. is
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referred to as the local harmonic (LH) method. These
models are described in detail below. They have been
used to compute grain boundary free energies,'? and
segregation of binary alloys to interfaces.!>!* The latter
application also involves making approximation to the
configurational entropy and defining effective interactions
for the case of alloys at finite concentrations. These
methods have been reviewed by Sutton. !

The main goal of this paper is to provide some compar-
isons between the approximate results obtained with the
QH and LH methods and the MC results. There have
been some previous comparisons of the LH method to
MC-based results. The perfect crystal free energy and
equilibrium volumes for a Morse potential were found to
be in good agreement.'® For a monovacancy, the temper-
ature variation predicted by the LH approximation was
about 20% smaller than that obtained from the MC
simulations. In addition, the perfect crystal free energy
and entropy of bulk Au described by embedded-atom
method (EAM) potentials was found to be well described
by the LH approximation.'? For the case of the interfa-
cial segregation, the segregation profiles computed from
MC simulations have been compared to results based in
part on the LH approximation.'>»!* These comparisons
do not provide a clean test of the LH approximation
since they also introduce a point approximation to the
entropy and the definition of effective interactions in the
alloy case. A direct test of the LH approximation for the
case of substitutional impurities has been performed by
Rittner, Foiles, and Seidman.'® In this study the segrega-
tion free energy of single impurities near surfaces and
grain boundaries were computed both with the LH ap-
proximation and using the method of overlapping distri-
butions.? It was found that the LH approximation was
accurate in most cases, though for impurities with a sub-
stantial size mismatch with the host lattice, there are
significant errors associated with the LH approximation.

In the present paper, the free energy of a perfect crys-
tal, a monovacancy, a (100) surface, and a 5 (310)/[001]
symmetric tilt boundary are computed via MC simula-
tion methods, via QH calculations and via LH calcula-
tions. These results will provide a benchmark for judging
the accuracy of QH calculations compared to MC results
and of the accuracy of the LH calculations as an approxi-
mation to the QH method. The latter comparison has
also been studied by Rickman and Srolovitz!” and by
Zhao, Najafabadi, and Srolovitz.!® In both of these pa-
pers, extensions of the local harmonic model designed to
bring it into better agreement with the quasiharmonic
model are presented. These extensions are not addressed
in this paper.

The paper is organized as follows. In the next section,
the details of the MC simulations and the QH and LH
calculations are discussed. In Sec. III, the numerical re-
sults of the calculations will be presented and the last sec-
tion will discuss the results.

II. CALCULATIONAL DETAILS

All of the calculations are performed using embedded-
atom method!® interatomic potentials for Cu.2’ The
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EAM is a semiempirical approximation for the total ener-
gy of a metallic system which has been shown in previous
work to provide a good description of the noble metals. !
The computational effort required to compute the total
energy and forces with this method are comparable to but
somewhat greater than that required for the use of simple
pair interactions. The calculational effort required to
compute the second and third derivatives of the total en-
ergy that are needed by the methods described below is
substantially greater for the EAM than for pair methods.
The intent of this paper is not to test the ability of the
EAM to describe real Cu, but rather to compare the pre-
dictions of various simulation techniques for a model of
the energetics which is qualitatively similar to that of a
real metal.

A. Monte Carlo simulation methods

The Monte Carlo simulations will be based on thermo-
dynamic integration and the Frenkel-Ladd (FL) method.*
The FL technique will be used to obtain the free energy
at intermediate temperatures. As will be discussed below,
the FL method does not work well at high temperatures.
The high-temperature free energies will be obtained by
computing the enthalpy of the defect at a variety of tem-
peratures and fitting these results to an appropriate func-
tional form. This enthalpy can then be used to compute
the variation of the free energy with temperature from
the relation

da
dT

G

T

_H
T2’

(1)

where G and H are the free energy and enthalpy and T is
the temperature. The results of FL simulations performed
at moderate temperatures will be used as the starting
point for this integration.

The computation of the enthalpy can be performed us-
ing standard MC techniques. The difficulty lies in obtain-
ing sufficient statistical accuracy. The thermodynamic
properties of the defect are related to excess quantities at
the defect. This is the difference between the enthalpy of
the system with the defect and the enthalpy of the same
number of atoms in a perfect crystal. This difference can
be smaller than the magnitude of the fluctuations in the
enthalpy. Thus, long simulations are required in order to
obtain meaningful statistics for the excess enthalpy and
therefore the free energies. This problem is most severe
for the vacancy, since most of the simulation cell has
properties very close to those of the bulk crystal. The
boundary conditions used for these simulations are con-
stant volume or constant area in the case of slab
geometries. The volume is determined from the equilibri-
um lattice constant determined for that temperature us-
ing constant pressure MC simulations that have been run
previously. This will then give simulations that are essen-
tially at constant zero pressure. There is a deficiency in-
herent in these simulations, though. The number of
atoms in the simulation is held fixed, so that the system is
not free to form vacancies (other than in Frankel pairs) as
should be allowed to occur in the real system. This prob-
lem has been discussed in detail for the case of bulk free-
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energy simulations by Swope and Andersen.?> The free
energies obtained here should be above the true free ener-
gy, since the constant particle number acts as a constraint
on the system preventing it from reaching the absolute
free-energy minimum state. As will be seen, the free en-
ergy which we obtain from the MC simulations will be
less than that obtained from the harmonic methods.
Therefore, allowing the number of atoms to vary in the
simulations would increase the disagreement between the
MC results and the harmonic model results.

The FL method* relies on an exact property of the free
energy. Consider a Hamiltonian, H (A), which depends
on some parameter A. In can be shown that

dF < dH >

dr di
where F(A) is the free energy associated with H(A). In
this expression, the brackets refer to the ensemble aver-
age corresponding to the Hamiltonian H(A). The
parametrized Hamiltonian can be taken to be

HA)=(1—A)H, +AH , 3)

(2)

where H is the desired Hamiltonian and H . is a refer-
ence Hamiltonian whose free energy is assumed to be
known. The expectation value of dH /dA is computed
for various values of A by standard MC techniques and
Eq. (2) used to compute F (1) relative to the known F(0).
In the FL method, the reference Hamiltonian, H , is
taken to be a system of independent harmonic oscillators
with each oscillator centered near the equilibrium posi-
tion of an atom. The free energy of a system of harmonic
oscillators is readily calculated from standard formulas.®
Assuming that the integration of Eq. (2) is performed ac-
curately, this will give the desired free energy.

There are two technical complications to using this ap-
proach in the present case. The first problem arises for
any Hamiltonian which has translational symmetry.
There are really only 3(N — 1) relevant positional degrees
of freedom. Note that the reference Hamiltonian does
not have translational symmetry. Thus, when one calcu-
lates the average at A=1, the expectation value of
dH /d A\ will diverge since the system can translate freely
according to H (1) but such translation will yield arbi-
trarily large negative values of dH /dA=H(1)—H(0).
This makes the accurate integration of Eq. (2) impracti-
cal. The solution to this problem used here is to add a
term to H (1) which couples the center of mass of the sys-
tem to a harmonic potential. This prevents this free
translation. The free energy associated with this coupling
to the harmonic potential can be readily computed and
the value of F(1) adjusted to compensate for this addi-
tion.

The second problem with applying the FL method
represents a more fundamental limitation of the ap-
proach. At high temperatures, diffusive behavior and/or
the creation of thermal defects will occur in the system.
In this case, the energy associated with the reference
Hamiltonian becomes very large. Since the reference
Hamiltonian strongly penalizes these variations, they will
only occur for A near 1. This again makes the integration
of Eq. (2) impractical since the expectation value of

STEPHEN M. FOILES 49

dH /d A will vary rapidly at A=1. This is potentially a
much more serious problem for defect structures than for
bulk simulations as is evidenced by the fact that grain
boundary diffusion is much larger than bulk diffusion.
This latter problem will be seen to limit the range of tem-
peratures for which the FL method can be applied and is
the reason for using thermodynamic integration for the
high-temperature results.

In summary, the free energy is determined by the FL
method for 500 K. This is above the Debye temperature
of Cu so that quantum effects are small and is below the
temperature where the above problems with the FL
method arise. Standard MC calculations are then used to
determine the enthalpy as a function of temperature.
These data are fit to a low-order polynomial, typically cu-
bic. This enthalpy data is used in conjunction with Eq.
(1) to determine the free energy for all other tempera-
tures.

B. Quasiharmonic calculations

In the harmonic approximation, a quadratic expansion
of the potential energy is made about the equilibrium po-
sitions. The vibrational modes and frequencies of the lat-
tice can then be computed by diagonalizing the dynami-
cal matrix as described in the literature.®*?> The thermo-
dynamic functions can then be readily computed in terms
of a sum over the vibrational modes or equivalently by an
integration over the vibrational density of states. In par-
ticular, the free energy is given by

h v;
2sinh

k
F= BTE In 2kB

4)

In this equation, v is the vibrational frequency and the in-
dex j refers to the different modes. In the case of periodic
systems, it also includes the sum over the Brillouin zone.
In the high-temperature or classical limit, this expres-
sions simplifies to

=kyT 2 In (5)

ks

where the subscript cl refers to the classical limit.

It is, in principle, possible to relax the atomic positions
in quasiharmonic calculations so as to minimize the total
free energy. Sutton'’ has presented the explicit expres-
sion for the force due to the free-energy contributions in
the QH approximation. Unfortunately, this expression is
difficult to implement in practice since it requires the
evaluation of the third derivatives of the energy with
respect to position. For the EAM potential used here, it
is conceptually simple to write down the analytic expres-
sions for the third derivatives, however, the computation-
al and programming effort required to implement these
terms is large. This is due to the fact that the determina-
tion of the third derivative of the energy of atom i re-
quires a sum over the neighbors of the neighbors of atom
i. This substantially increases the effort relative to simple
pair interactions.

For this reason, the position in the QH calculations
have not been optimized to minimize the free energy.
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The positions are determined as follows. First, the QH
lattice constant of the bulk material is determined for the
desired temperature. Next, the equilibrium atomic posi-
tions at 0 K are determined by energy minimization. Fi-
nally, the coordinates are uniformly expanded to the QH
lattice constant. The resulting structure is then used in
the QH calculation of the defect energy. This procedure
ignores the fact that the coordinates around the defect
will have a different thermal expansion than the bulk.
The quantitative consequences of this have been explored
in a couple of test cases by manually adjusting the coordi-
nates near the defect to find a better free-energy
minimum. These tests, which will be discussed below, in-
dicate that the change in the free energy of the defect due
to this further refinement of the structure is small.

C. Local harmonic calculations

The idea behind the local harmonic approximation'®!!

is to eliminate the need to perform the diagonalization of
the 3N X 3N matrix. Instead, each atom is treated as an
Einstein oscillator. The frequencies associated with each
atom are determined by frequencies of the atom moving
in the potential of the remaining atoms fixed at their
equilibrium position. This reduces the problem to the di-
agonalization of N 3 X3 matrices.

An alternative way to viewing the local harmonic ap-
proximation is to consider the moments of the density of
states. The moment theorem?* of Cryot-Lackmann
shows that second moment of the vibrational density of
states projected onto an atom i and direction a can be re-
lated to the diagonal elements of the dynamical matrix:

p2= [ O“wzn,.,,(w)dw=p,.a,,.a , 6

where n,, is the density of states projected onto atom i
and direction a, and D,, ;, is the corresponding diagonal
element of the dynamical matrix. The directions, a, asso-
ciated with each atom are chosen such that the 3 X3 ma-
trix D;, ;g is diagonal. The local harmonic approxima-
tion is obtained by modeling the local density of states,
n;,(w), by a & function such that the second moment is
correct. This leads to a free energy given by

Y u® hy u?®
=21n2sinhﬂ LA

FLH ~2
< 4rkyT ~ < 2mkyT

The second expression is the value in the high-
temperature classical limit. In most of the applications of
the LH approximation,!®!2~!* the high-temperature
form is used. In that case, the expression for the free en-
ergy can be cast in terms of the determinant of the 3 X3
submatrices associated with each atom. This avoids the
need to diagonalize the 3 X3 matrices, however, it re-
stricts the application of the method to the classical limit.
In the results presented here, the full quantum-
mechanical expression is used.

Other expressions for the free energy can be generated
based on the second moment by assuming different func-
tional forms for the density of states. This has been done
by Sutton.!!® A related approximation is discussed in
the Appendix. The different forms assumed for the densi-
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ty of states gives results for the free energy which differ
from each other in the high-temperature limit by a con-
stant times the temperature. In the determination of the
defect energies of interest here, this constant cancels out
and so the different models of the density of states yield
the same defect free energy. Thus, we will present results
for the LH model both because it is the simplest and it is
the most commonly used. The consequences of different
forms assumed for the bulk thermodynamics are dis-
cussed in the Appendix.

The free energy can be minimized by consideration of
the effective forces associated with the free energy. This
is accomplished by taking the derivative of the free ener-
gy in Eq. (7) with respect to particle positions. Since the
dynamical matrix is itself given by the second derivatives
of the energy with respect to positions, the calculation of
the force associated with the free energy requires the
evaluation of a subset of the third derivatives of the ener-
gy with respect to position. As mentioned earlier, this
greatly increases the computational effort for EAM-like
energy expression over the calculation of the free energy
or the zero-temperature forces.

III. RESULTS

A. Bulk lattice

The equilibrium lattice constant and free energy of the
perfect fcc crystal have been computed as a function of
temperature via the various methods that have been dis-
cussed above. The results shown are for temperatures
above 300 K, which is close to the Debye temperature for
Cu, so that quantum effects will be small and the classical
MC simulation methods used here are valid. The equilib-
rium lattice constants are plotted in Fig. 1. The QH re-
sults are in excellent agreement with the MC values. The
LH values are somewhat larger than the MC values, but
the agreement is still good considering the simplicity of
the calculations. In the Appendix, a method based on a
model density of states is discussed. The lattice constants
predicted by this method are essentially the same as those

3.7 4

a(A)

3.65 |

T(X)

FIG. 1. The equilibrium lattice constants computed for the
EAM model of Cu computed by MC (solid line), QH (pluses),
and LH (circles) methods. The solid line is a fit through the MC
data and the other data are representative points.
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FIG. 2. The free energy of bulk fcc Cu as calculated by MC
(solid line), LH approximation (circles), QH approximation
(pluses), and the model density of states discussed in the Appen-
dix (diamonds). Note that the solid line is a fit through the MC
data, the other data are at representative points and the circles
and diamonds are superimposed.

predicted by the LH method.

The free energies are plotted in Fig. 2. Again note that
the QH results are in excellent agreement with the MC
values. This is consistent with the earlier results of Foiles
and Adams.’ In this plot, both the values from the LH
method and model density of states discussed in the Ap-
pendix are presented since the differences between the
two approaches do not cancel out in the computation of
the total free energy. Note that the LH model consistent-
ly overestimates the free energy while the model density
of states produces results that are essentially the same as
those obtained with QH calculations.

These bulk results indicate that QH calculations pro-
vide an excellent description of the thermodynamics of
the ideal bulk solid and the model density of states leads
to excellent predictions of the bulk thermodynamic prop-
erties. The LH model is somewhat less accurate, but still
provides reasonable results and a faithful description of
the trends. It should be noted that for the calculation of
free energies, the model density of states does not require
more computational effort than the LH method since
both use the eigenvalues of the 3 X3 matrices as inputs.

B. Vacancy

The first defect case is the monovacancy in Cu. The
MC results were obtained as follows. First, the FL
method was used to determine the free energy at 500 K.
At higher temperature, it was found that the integration
over A in Eq. (2) was problematic because the integrand
diverged at A=1 due to the onset of diffusion during the
course of the simulation. The excess enthalpy was then
computed as a function of temperature using standard
MC techniques. The results are shown in Fig. 3. Note
that there is substantial scatter in the values. This is due
to the fact that the vacancy formation energy is less than
the variation of the total energy of the system in the
simulations at higher temperatures. The general
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FIG. 3. The excess enthalpy of a monovacancy in Cu. The
diamonds are the raw MC results obtained as the difference be-
tween two simulations with and without a vacancy at each tem-
perature. The solid line is a fit to the MC data by a cubic poly-
nomial. The pluses are the QH method results and the circles
are the LH method results.

behavior of the excess enthalpy from the simulations is
clear, though. The solid line is a fit to the data by a cubic
polynomial. The excess free energy of the vacancy is
computed by thermodynamic integration, Eq. (1), using
the fit polynomial. The resulting free energy is plotted in
Fig. 4.

The QH and LH values of the excess enthalpy are also
plotted in Fig. 3. Note that both of these methods yield
excess enthalpies which are almost independent of tem-
perature, while the MC values increase with temperature
especially for temperatures above around 600 K. The ex-
cess free energies are plotted in Fig. 4. Note that both of
these methods predict a smaller temperature variation
than found in the MC results. This is consistent with the
smaller excess enthalpies. Also, note that the LH method
predicts a smaller temperature variation than is predicted
by the full QH calculation. The origin of the disagree-
ment between the harmonic methods and the MC results

13
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£
§ 09
&

08 4

07

500 1000
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FIG. 4. The excess free energy of a monovacancy as comput-
ed by MC simulations (solid line), QH method (pluses), and LH
method (circles).
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is not completely clear. The loss of local inversion sym-
metry at the defect means that anharmonic corrections
should be much larger than in the bulk as discussed ear-
lier. In addition, at the highest temperatures, the vacan-
cy is seen to diffuse during the course of the simulation,
so the onset of diffusion behavior contributes at least near
the melting point.

C. Surfaces

The surface excess enthalpy and surface free energy of
Cu(100) have been computed. (In defining the surface ex-
cess enthalpy, the excess number of the surface is chosen
to be zero.) The results for the excess enthalpy are shown
in Fig. 5. The solid line represents a fit of a cubic polyno-
mial to the MC data. Note that there is substantially less
scatter in the raw MC data than in the case of the mono-
vacancy. Like the monovacancy case, the MC values of
the excess enthalpy deviates above the approximate treat-
ments for high temperatures. Figure 6 plots the surface
free energy as a function of temperature for the three
methods. The free energy from the MC calculations is
lower at high temperatures than from either the QH or
LH methods. In particular, note that the LH and QH
methods underestimate the temperature variation by a
factor of about 3 or 2, respectively.

There is an unexpected aspect of the QH and LH re-
sults, though. While the QH method is in better agree-
ment with the MC results for the free energy, it is in
poorer agreement for the excess enthalpy. The poorer re-
sults of the QH method for the enthalpy compared to the
LH method are due to the different treatments of the
structure in the LH and QH methods. In the QH calcu-
lations presented here, the positions are the relaxed zero-
temperature positions scaled by the bulk thermal expan-
sion. The LH method minimizes the free energy with
respect to the atomic positions. To see the effect of this
difference, the interlayer spacings for the QH calculations

1.15 o

Excess Enthalpy (eV)

1.05 . .

T (K)

FIG. 5. The excess enthalpy of a Cu(100) surface in eV per
cubic unit cell. The diamonds are the raw MC results and the
solid line is a fit to the data by a cubic polynomial. The pluses
are the QH method results and the circles are the LH method
results.
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FIG. 6. The surface free energy of a Cu(100) surface as com-
puted from the MC simulations (solid line), QH method (pluses),
and LH method (circles).

were adjusted manually to find a free-energy minimum at
1000 K. (Only the first two interlayer spacings were ad-
justed.) The free-energy minimum was found for an in-
crease in z,, of 0.013 A and a decrease of z,; of 0.002 A
relative to the spacings obtained by expanding the zero-
temperature result. This relaxation decreased the free en-
ergy of the surface by 0.0005 eV per cubic unit cell. This
corresponds to a change in the surface free energy of
about 0.5 ergs/cm®. Thus, ignoring the relaxation is a
good approximation for the free energy. In contrast, the
enthalpy change associated with this relaxation is an in-
crease of 0.010 eV per cubic unit cell. The enthalpy is
more severely affected than the free energy since it is the
free energy that is a minimum at the correct atomic posi-
tions. Thus, approximations to the positions yield errors
in the free energy that are second order in the displace-
ments. However, the enthalpy is not a minimum, so er-
rors in the displacements lead to first-order errors in the
enthalpy. Thus, the treatment of the displacements in
the QH calculations used here is adequate for the deter-
mination of the free energy, but is less satisfactory for the
other thermodynamic functions such as the enthalpy or
energy.

It is also interesting to compare the various predictions
for the change in interlayer spacings. The values of Az,,
the difference in the first interlayer spacing at 1000 K rel-
ative to the bulk interlayer spacing at that temperature,
are —0.008 A for the LH method, —0.013 A for the QH
method, and —0.008+0.002 A for the MC simulations.
(For comparison, Az, is —0.026 A at zero tempera-
ture.?) The good agreement between the LH and MC
results is fortuitous. The QH method gives the best
answer within the harmonic approximation. Thus, the
larger interlayer spacing found in the MC simulations
compared to the QH results is a reflection of anharmoni-
city. The larger interlayer spacing of the LH method rel-
ative to the QH method reflects errors in the LH treat-
ment of the harmonic approximation and is the origin of
the larger excess enthalpy computed by the LH method.
It should be noted, though, that all of the approaches
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give similar answers, namely, that the first interlayer
spacing is increasing with temperature more rapidly than
the bulk.

It is interesting to note that the onset of anharmonicity
at around half of the melting point has been observed
previously in both experimental®> and theoretical?®?’ in-
vestigations of surface vibrations. The low-energy elec-
tron diffraction (LEED) studies by Cao and Conrad®
show an increase in the thermal expansion of the Ni(100)
and (110) surfaces. They also show an decrease in the
diffraction intensity with increasing temperature that is
much stronger than is predicted based on a harmonic
model. This indicates that the surface is behaving anhar-
monically. These observations have been confirmed by
molecular-dynamics simulations. 26’

D. Grain boundary

As a test of an internal interface, the free energy of a
symmetric tilt boundary was determined. The boundary
considered is a £5(310)/[001] symmetric tilt boundary.
This boundary is obtained by rotating the two crystals
around [001] directions such that {310} planes are paral-
lel to the boundary in both crystals. (Each crystal is ro-
tated by ; of 36.87°.) The calculated zero-temperature
structure of this boundary is shown in Fig. 7. The calcu-
lations were performed in a slab geometry with periodic
boundary conditions in the plane of the boundary and
free surfaces normal to the boundary. In order to sub-
tract out the bulk and surface quantities, corresponding
calculations were also performed for slabs of the same di-
mensions and number of atoms but not containing a grain
boundary. Since the surfaces of the two slabs are the
same, subtracting the slab results from the grain bound-
ary results yields the excess associated with the boundary.

The excess enthalpy of the grain boundary as a func-
tion of temperature is plotted in Fig. 8. The results are
qualitatively similar to those obtained for the Cu(100)
surface discussed above. The two harmonic approaches,
LH and QH, show substantially less temperature varia-
tion than is found in the MC results. Also, the LH re-
sults again show a larger temperature variation than the
QH data reflecting the fact that the QH calculations do
not incorporate temperature variations of the structure.

FIG. 7. Zero-temperature structure of the =5 (310)/[001]
symmetric tilt boundary. The shading of the atoms
differentiates the position of the atom normal to the figure.
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FIG. 8. The excess enthalpy of a Cu X5 (310)/[001] sym-
metric tilt boundary in eV per unit cell of the boundary. The di-
amonds are the raw MC results and the solid line is a fit to the
data by a cubic polynomial. The pluses are the QH method re-
sults and the circles are the LH method results.

The main difference between these grain boundary results
and the surface results is that the magnitude of the devia-
tion of the MC results from the harmonic methods is
larger. This suggests that the potential seen by the atoms
is more anharmonic at the grain boundary than at the
surface. It also reflects the observation that there is sub-
stantial motion of the atoms at the grain boundary during
the simulations. This suggests the onset of diffusive con-
tributions to the energetics.

The interfacial free energy of the grain boundary is
plotted in Fig. 9. Again, the results are qualitatively
similar to those found for the (100) surface with the devi-
ations being of a larger magnitude. Note that near the
melting point, the MC results for the interfacial free ener-
gy differ from the harmonic results by about a factor of 2.
This casts serious doubt on the ability of harmonic-based
methods to accurately predict the high-temperature ther-
modynamics of internal interfaces.

%)

g. b. free energy (ergs/cm

T(K)

FIG. 9. The interfacial free energy of a Cu =5 (310)/[001]
symmetric tilt boundary as computed from the MC simulations
(solid line), QH method (pluses), and LH method (circles).
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IV. DISCUSSION

The LH and QH methods both give a good description
of the thermodynamic properties of the bulk fcc crystal
with EAM potentials for Cu. This is consistent with pre-
vious observations. However, for the potential studied
here, both of these methods based on the harmonic ap-
proximation deviate significantly from the MC results for
defects at temperatures above roughly half of the melting
point. This deviation is most apparent in the excess
enthalpy where the MC results show a substantial in-
crease above this point while the harmonic-based
methods show smaller temperature variations which are
roughly linear. The fact that this general behavior was
observed in all cases studied here suggests that it is not
restricted to a specific type of dzfect. This increase in the
excess enthalpy may result either from the onset of
anharmonic effects and/or from the onset of diffusive
processes. The presence of the latter can be deduced
from the direct observation of diffusion in the simulations
at high temperatures. In particular, some of the atoms in
the vicinity of the defect exchange lattice sites during the
course of the simulations at high temperature and these
exchanges are found to occur for approximately the same
range of temperatures as the above deviations from har-
monic behavior.

The increase in the excess enthalpy at high tempera-
tures in the MC results leads to a decrease in the free en-
ergies associated with these defects. As a result, both of
the harmonic methods lead to a substantial underestima-
tion of the temperature variation of the defect-free ener-
gies relative to the full MC results. In addition, it should
be noted that the LH approximation also consistently un-
derestimates the temperature variation of the defect-free
energy relative to the QH method.

The results obtained here are at variance with the ear-
lier results for the free energy of a monovacancy de-
scribed by a Morse potential. ' In that study, the free en-
ergy obtained from the LH method agreed with the MC
results to within ~0.04 eV up to 75% of the melting
point. The reason for the different levels of agreement in
the two cases will be the subject of future investigations.
The present results do indicate that the use of the QH
method or methods derived from them such as the LH
method for the calculation of defect thermodynamics
may result in significant quantitative errors at high tem-
peratures in some cases. For the potential studied here,
namely, Cu modeled by EAM potentials, these methods
begin to break down at roughly half of the melting point.
Therefore, care must be taken to assure the applicability
of harmonic methods for the case of interest.
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APPENDIX

The LH approximation models the density of states as
a § function. This leads to the expression for the free en-
ergy given in Eq. (7). The actual density of states of a
metal has significant width and one might expect to ob-
tain a better description of the free energy with a more
physical model of the density of states. The density of
states can be treated as having the following model form:

40’

i (A1)

Migl@)= (2ug =)' .

This expression has the correct behavior at the band
edges and provides a reasonable approximation to the full
density of states of a crystal. In the classical limit, the
value of F/kgT predicted by this model density of states
differs from the LH result by a constant,

F model F LH

=(i-1 ~—0. .
T T Jor i 1n2)=—0.096

(A2)

The bulk free energies predicted by this model are also
presented in Fig. 2. The results are in much better agree-
ment with the QH and MC values then is the LH model.

Sutton!® proposed a very similar model of the density
of states earlier. There are two differences. First, the lo-
cal density of states is treated on a per atom rather than
per mode basis. The second, and more important,
difference concerns the normalization of the second mo-
ment and of the density of states. The second moment
values differ by a factor of 3 for a perfect crystal. The
current model has the advantage that the second moment
corresponds to the width of the density of states. Also, as
was observed by Rickman and Srolovitz,!” the model
proposed by Sutton yields free energies in poorer agree-
ment with QH results than the LH model while the mod-
el proposed here predicts better agreement with the QH
results than the LH model.

Finally, one could also model the density of states by a
Debye?® form with the prefactor and Debye frequency
chosen to yield the correct normalization and second mo-
ment. This leads to results very similar to those found
for the model density of states discussed above. In that
case in the classical limit, the constant corresponding to
Eq. (A2)is [{In(3)—1]= —0.0779. This leads to slightly
poorer agreement with the QH and MC results than does
the above model but still yields better agreement than the
LH model.
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FIG. 7. Zero-temperature structure of the 25 (310)/[001]
symmetric tilt boundary. The shading of the atoms
differentiates the position of the atom normal to the figure.



