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Femtosecond photon-echo techniques are used to probe the dynamics of quantum-confined excitons in
nanocrystals of CdSe. Using three-pulse photon echoes, the modulation of the echo signal from the LO-
phonon mode is effectively suppressed, and both the electronic dephasing and the couplings to lattice vi-
brations are probed directly. Detailed measurements are reported as a function of both nanocrystal size
and temperature. The dephasing times vary from 85 fs in nanocrystals of 20-A diameter to 270 fs in 40-
A crystals. These rates are determined by several dynamical processes, all of which depend sensitively
on the size of the nanocrystal. The time scale of the trapping of the electronic excitation to surface
states increases with increasing size. The coupling of the excitation to low-frequency vibrational modes
is strongly size dependent as well, in accordance with a theoretical model. The photon echo also gives
information on the polar coupling between the electronic state and the LO-phonon mode. This coupling
is found to peak at an intermediate size. This phenomenon is interpreted as a manifestation of coupling
between the interior confined excitons and localized surface states, which destroys the spherical symme-
try of the excited state. Using these data, all of the important contributions to the size-dependent homo-
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geneous linewidths can be enumerated.

I. INTRODUCTION

In the last decade, nanocrystals of metallic, semicon-
ductor, and insulator materials have been the subject of
intense scrutiny. Numerous experimental and theoretical
efforts have been made to understand the electronic, opti-
cal, and structural properties of these materials. The ex-
citement surrounding these nanostructured systems stems
in part from their potential use in electronic or optoelec-
tronic devices.! It has long been known that an exciton
confined to two dimensions, as in a semiconductor quan-
tum well, exhibits enhanced oscillator strength and
enhanced nonlinear optical properties compared to the
bulk (i.e., unconfined) exciton.2~* An exciton confined in
all three spatial dimensions is interesting not only be-
cause of its greatly enhanced optical nonlinearities,’ but
also because it is a prototypical system for investigating
the physics of quantum confinement. Three-dimensional
confinement strongly influences the homogeneous absorp-

0163-1829/94/49(20)/14435(13)/$06.00 49

tion line shape of the exciton, as well as the strengths of
the exciton-lattice couplings. The ultrafast electronic and
vibrational dynamics of nanocrystalline systems can give
direct information about the evolution of these physical
properties as a function of size.

A simple calculation predicts that in a semiconductor
nanocrystal with a diameter smaller than or comparable
to the exciton Bohr radius, the quantum confinement en-
ergy is larger than the Coulomb interaction energy (or ex-
citon binding energy).® Thus the energy required to
create a ‘“‘quantum-confined exciton” in a nanocrystal is
substantially larger than the band gap of the bulk crystal,
varying roughly as E,,,~1/R 2. In realistic systems, the
shift of the quasiexciton peak due to the confinement can
be as large as 1 eV.%7 The quantum confinement is also
manifest in a loss of translation symmetry; as a conse-
quence, the continuous bulk band structure evolves into a
series of discrete molecular transitions. The absorption
widths of these transitions are much broader than typical
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molecular linewidths.® In recent years, a considerable
number of experimental studies have attempted to deter-
mine the origins of this broadening. A natural distinction
can be drawn between those broadening mechanisms
which are intrinsic to any quantum-confined semiconduc-
tor and those mechanisms which depend on other factors
such as the nature of the nanocrystal surface passivation
or the host matrix. Unfortunately, experimental deter-
minations of the relative importance of these mechanisms
have been complicated by issues such as the broad size
dispersions present in the samples. As a result, little is
known about the nature of couplings which lead to in-
trinsic natural linewidths in highly quantum-confined sys-
tems.

Recent advances in the fabrication of nanocrystals of
CdS and CdSe,’ ™ !! silicon,'? germanium,13 and continued
work on the synthesis of GaAs (Refs. 14 and 15) have fa-
cilitated investigations of the fundamental properties of
the electronic states of highly confined semiconductors.
One can now study in great detail how these properties
evolve as the solid shrinks continuously toward a molecu-
lar limit. In the II-VI compounds CdS and CdSe, the
range of sizes currently accessible by chemical synthesis
allows one to study how electronic wave functions and
their couplings to lattice vibrations change as the number
of atoms increases from only a few hundred to many
thousands. Numerous spectral hole burning®'®~2! and
luminescence!®22~ 26 experiments have been performed in
order to determine the homogeneous linewidth of the
lowest excited state. Resonance Raman techniques?’ *°
have been used to probe the coupling of the electronic ex-
citation to the optical-phonon mode of the crystal. These
experiments as well as electroabsorption measures’!*?
have provided important details about the shape of the
excited-state wave functions. Femtosecond optical tech-
niques have been used to investigate the excited-state dy-
namics, such as the ultrafast surface trapping, through
time-resolved absorption saturation measure-
ments.!®3373 Because of the extreme sensitivity of the
energy of the lowest state to the size of the nanocrystal,
even the most monodisperse samples exhibit inhomogene-
ously broadened absorption spectra.'® 3¢ This fact has
complicated the interpretation of many of these measure-
ments. While it is known that a number of distinct mech-
anisms may contribute to the homogeneous linewidth of
individual nanocrystals, the relative importance and size
dependence of these mechanisms is not well understood.

In this paper we present femtosecond photon-echo
measurements performed on nanocrystals of CdSe. This
technique avoids the issue of inhomogeneous broadening
in the samples because the integrated photon-echo signal
reflects the average properties of all of the nanocrystals
within the inhomogeneous distribution.’’” CdSe has a vi-
brational (phonon) mode at ~210 cm ™! which is strongly
coupled to the electronic excitation; this phonon mode
complicates the interpretation of two-pulse echo experi-
ments, and requires the use of a three-pulse (or stimulat-
ed) photon echo. Using three-pulse techniques to
suppress the modulation of the echo signal by the phonon
mode, we can separately measure both the electronic de-
phasing due to scattering or relaxation processes and the
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dynamics of the lattice vibrations.*®* By modeling the
data using well-established descriptions of the fem-
tosecond four-wave mixing process, we can extract quan-
titative information about the exciton-optical-phonon
coupling, the exciton dephasing time, and the surface
trapping time. We also report the first quantitative mea-
surements of the size-dependent coupling of the exciton
to the heat bath of low-frequency or “acoustic” modes.

II. EXPERIMENT

The nanocrystals used in these experiments are grown
at ~350°C in trioctyl phosphine oxide (TOPO).>!* A
tributyl phosphine precursor solution of dimethyl cadmi-
um and selenium is injected into the hot solvent, causing
the rapid formation of nucleation sites and subsequent
growth of crystalline CdSe. Rapid quenching of the
growth is achieved by cooling the solution. Coagulation
of the nanocrystals is prevented by the TOPO itself,
which binds to the nanocrystal surfaces ( <25% cover-
age®) and inhibits contact between crystals by steric hin-
drance. A small quantity (~30 mg) of nanocrystals in
powdered form is subsequently obtained by precipitation
in methanol. X-ray powder diffraction, transmission
electron microscopy, and linear optical spectroscopy are
used to determine the mean particle diameter, the size
dispersion, and the degree of crystallinity.”'®*’ The vari-
ation in particle diameter (+5%) leads to an inhomo-
geneous half-width of ~600 cm™! in typical samples.
These samples maintain the (bulk) wurtzite crystal struc-
ture over the whole range of sizes. TEM and x-ray stud-
ies indicate that there is, on average, fewer than one crys-
talline stacking fault per nanocrystal.'® For the optical
measurements, the nanocrystals are uniformly dispersed
in a free-standing polymer (polyvinyl butyral, PVB) film
of ~200-um thickness, which is mounted in a cryostat
with optical access. Figure 1 shows the low-temperature
(10 K) optical-absorption spectra of several of the nano-
crystal samples used in this work. The distinct peak in
each spectrum arises from transitions into the lowest-
energy quasiexcitonic states. The absorption spectra also
exhibit peaks at higher energies, which are evidence of
higher excited states. Although the spectra of Fig. 1 have
been scaled for clarity, the optical density (OD) of all
samples used in these experiments is ~0.2-0.3 OD at
the peak of the lowest excited state. These absorption
spectra are not observed to change dramatically with age
if the samples are stored in a dark, oxygen-free environ-
ment.

The larger nanocrystals (30-A diameter and larger) are
studied using a laser system based on the colliding-pulse
mode-locked (CPM) ring dye laser. The CPM pulses are
amplified at 8 kHz by a copper vapor laser (CVL) in a
six-pass dye amplifier (Rhodamine 640),*' and then cou-
pled into a short (8—10 mm) length of single-mode optical
fiber in order to broaden the pulse spectrum.*’ These
broadened pulses are then amplified by a second CVL in
a four-pass amplifier [DCM/Rhodamine B (Ref. 43)] and
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FIG. 1. Low-temperature (10 K) linear-absorption spectra of
several samples of CdSe nanocrystals. Mean particle diameters
are shown. These spectra have been scaled for clarity.

compressed using gratings and prisms.*? In order to in-
sure that the pulse spectrum overlaps only the lowest ex-
cited state of the nanocrystals, it is necessary to window
the pulse spectrum by placing an iris between the second
and third prisms. This increases the measured pulse
width by approximately a factor of 2, depending on the
width of the spectral window. The resulting laser pulses
are 20-25 fs in duration, and tunable from ~565 to
~630nm (~1.97 to ~2.2 eV).

A laser system designed to produce femtosecond pulses
in the blue-green spectral regime is used to study the
smaller nanocrystals ( =30-A diameter). This laser sys-
tem also starts with amplified CPM pulses, but in this
case a XeF excimer laser pumps the amplifier at 400
Hz.** These pulses, amplified to ~1 uJ per pulse, are
used to generate a white-light continuum in ethylene
glycol. This continuum is then injected into a second dye
amplifier pumped by the same excimer laser. The band-
width of the amplified light is determined either by an in-
terference filter after the ethylene glycol or by the gain
bandwidth of the dye (or dye mixture) in the second
amplifier. The relatively well-behaved chirp of the con-
tinuum generation process allows for subsequent
compression of these pulses to 15-20-fs duration using
gratings and prisms.** These laser pulses have central
wavelengths from ~475 to ~560 nm (~2.2 to ~2.6
eV), depending on the dye(s) used in the second amplifier.

The spectrum of the laser is tuned to the red side of the
low-temperature absorption peak of the sample under
study, in order to avoid exciting higher-lying transitions.
The details of the electronic structure of these materials
are complicated by the finite confining potential, the non-
parabolic nature of the valence band, and the influence of
surface electronic states. Recent theoretical descriptions
of the electronic states of CdSe nanocrystals have incor-
porated the complicated valence-band structure,® al-
though the structure of the surface states remains poorly
understood. These theories indicate that the dominant
contribution to the excitonic absorption peak is the
lowest-energy transition (1S;_;,,-1S,, following the no-
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tation of Ref. 45), although the 2S;,-1S, electronic
transition also contributes a small fraction (~10%).
Higher-lying transitions are at sufficiently higher energies
that they do not contribute to the excitonic peak. The
femtosecond photon-echo experiment measures a dephas-
ing rate which is an average over all of the electronic
states excited by the laser, weighted by their oscillator
strengths. Therefore, we expect that these measurements
reflect primarily the dephasing dynamics of the lowest-
energy electronic excited state.

In CdSe nanocrystals as in bulk semiconductors the en-
ergy of the lowest excited state shifts with temperature.
When measuring photon-echo signals as a function of
temperature, we first obtain absorption spectra at both
room temperature and at 10 K, to confirm that over the
entire temperature range studied the laser is always reso-
nant with the lowest excitonic peak but never pumping
the higher-lying states. In order to insure that there are
no systematic effects arising from this tuning of the line
with temperature, we have measured photon-echo signals
at a fixed temperature while tuning the laser pulse spec-
trum within the inhomogeneous absorption band of the
sample. The photon-echo response does not depend
significantly on the position of the laser relative to the
peak of the absorption, as long as the laser stays within
the inhomogeneously broadened absorption band,
sufficiently separated from the higher-lying transitions.

The integrated three-pulse photon-echo is detected in a
direction (—k;+k,+k;) determined by phase matching.
This spatial direction is symmetric under interchange of
k, and k;, and consequently the roles of the beams with
these wave vectors can be exchanged. However, the tem-
poral delays of these two laser pulses are not interchange-
able. The optically prepared state of the system is a
coherent polarization in the time interval between the
first and second pulses, and a population state in the in-
terval between the second and third pulses. As a result,
the photon-echo signal behaves quite differently when
measured as a function of the second-pulse delay (¢,,)
than when measured as a function of the third-pulse de-
lay (£;3). The three-pulse photon echo is therefore an ex-
cellent tool for investigating both polarization and popu-
lation dynamics.

In all experiments, we verify that the photon-echo sig-
nal exhibits the expected I dependence on laser intensi-
ty. This is achieved with a laser fluence on the order of
0.2 mJ/cm? per excitation beam, which corresponds to
roughly 0.1 photons per nanocrystal. These experiments
are in the perturbative limit, where density-matrix
descriptions of the nonlinear susceptibility y'*) are valid.

III. THEORY

In a previous paper,’® we showed that time-resolved
four-wave mixing experiments in a system such as the
nanocrystals are complicated by strong coupling to a sin-
gle vibrational mode. This mode, at ~210 cm ™!, corre-
sponds to the bulk LO phonon in CdSe. The first laser
pulse initiates coherent nuclear motion at the phonon fre-
quency which modulates the polarization and the related
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echo signal. This quantum beat can lead to a surprisingly
fast decay of a photon-echo signal, which is not a result of
fast electronic dephasing. One can separate the effects of
electronic dephasing from the effects of nuclear motion
by performing a three-pulse photon echo. The integrated
echo signal can be measured as a function of the delay of
the second pulse (¢,,) or the delay of the third pulse (z,5).
If the third-pulse delay is chosen to coincide with exactly
one vibrational period (~ 160 fs), then the nuclei are in
their initial equilibrium positions and the echo signal as a
function of t,, reflects only the electronic dephasing. In
this fashion, one can suppress the effects of the vibration-
al mode on the echo signal. Alternatively, one can mea-
sure the dynamics of the population grating modulated
by the nuclear motion, simply by measuring the echo sig-
nal as a function of ¢,;. In fact, for ¢,, =0, the echo sig-
nal as a function of ¢,; is a direct measure of the popula-
tion decay, and contains the same information as a
pump-probe signal. Thus the three-pulse echo can be
used to measure the electronic dephasing, the population
(or lifetime) dynamics, and the dynamics of the vibration-
al mode.

The utility of the three-pulse echo technique in
suppressing the effects of a single-frequency oscillator has
been known for some time in the fields of nuclear magnet-
ic resonance and electron-spin resonance.*® Similar exper-
iments have been performed using much longer optical
pulses.*’ The mode suppression technique has been re-
cently applied on the femtosecond tlme scale to the study
of inverse micelle CdSe nanocrystals and large organic
molecules in solution.*?

The decay of the integrated photon-echo signal in an
inhomogeneous medium can be calculated using a
density-matrix formalism. The response of an ideal two-
level system is well known: the integrated echo signal as
a function of ¢, decays exponentially with a time con-
stant given by T,/4, where (T,) '=(r,) " '+2T,)"}
here 7, is the pure electronic dephasing time of the medi-
um, and T is the excited-state lifetime. In the presence
of one or more coupled vibrations, the situation is some-
what more complex. One can describe these dynamics
with a mixed formalism, in which the perturbative
density-matrix treatment is retained for the electronic de-
grees of freedom, and the nuclear motion is described by
the creation and propagation of vibrational wave packets
on the ground- and excited-state potential surfaces. 49,50
This formalism has been discussed extensively in the
literature in recent years,’>? and has proved useful in the
interpretation of both time-domain and frequency-
domain four-wave mixing experiments.53

The calculation of the three-pulse echo signal within
this formalism is a straightforward extension of the work
of Yan and Mukamel.’? The underlying assumptions in-
clude the rotating wave approximation and the Condon
approximation, which are used to write the third-order
polarization in terms of Green-function propagators on
the nuclear potential surfaces. These surfaces are as-
sumed to be offset harmonic oscillators. For an inhomo-
geneously broadened two-level system coupled to a single
harmonic mode at frequency o, the integrated photon-
echo signal in the direction —k+k,+k; is given by
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S(tyy,t13)~exp{ —4A*[n(w)+ 1]

X (1—coswt,)(1—coswt;)}

Xexp[ —4t,, /T, exp[ —2t,3/T,]
Xq)(tu,llj,) ’ (1)
where n(w) is the Bose occupation factor,
n(w)=[exp(#iw/kzT)—1]"!, and A parameterizes the

coupling between the electronic state and the harmonic
mode. This dimensionless parameter corresponds to the
offset between the ground- and excited-state nuclear har-
monic potentials, and is expressed in units of the zero
point motion. If the nuclear motion corresponds to an
optical-phonon mode, then %Az is equal to the Huang-
Rhys parameter. In this expression, the laser pulses are

assumed to be & functions in time, given by

E,(t)~E8(t), E,(t)~Ey8(t—t;), and  E;(1)
The function ®(¢,,,¢,3) is given by
q)(tlz,t‘:,):l+COS[A2{Sin((l)t12)_Sin(wt13)

+sin(wt ;3 —wt )} ] . ()
This term arises from the interference between different
Liouville space pathways.’>® We note that
®(t,,t13)=1 for either wt;, =27 or wt;=2m7. In gen-
eral, however, this interference term cannot be neglected.
The modulation of the echo signal described by Eq. (1)
corresponds to the harmonic motion of the nuclei
8x ~A[1—cos(wt)], where 8x=0 corresponds to the
equilibrium position in the ground state (i.e., before exci-
tation). Clearly, the modulation of the echo is completely
suppressed when ;=27 /0, 47 /o, etc. Then the signal
as a function of ¢, reduces to the simple two-level system
result. This form of the echo signal [Egs. (1) and (2)] can
also be derived using the time-dependent wave-packet
propagation formalism of Heller.>*
Figure 2 shows the calculated three-pulse echo

“‘\\‘:‘- “\ “‘
RES \\‘““\\ ‘

\\\\
“:\\\\ 0,

Ln echo

FIG. 2. Calculated three-pulse photon-echo signal for a two-
level system coupled to a single vibrational mode at a frequency
of 205 cm ™}, as a function of the delay between pulses 1 and 2
(t1,) and 1 and 3 (z,3). The calculation is plotted on a natural
log scale. Solid line A4 corresponds to ¢;, =50 fs. Solid lines B
and C correspond to ¢;; =170 and 250 fs.
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response in the presence of a single vibrational mode, as a
function of the pulse delays ¢, and ¢,5. This illustrative
calculation includes a dephasing time of 80 fs and a vibra-
tional mode at 205 cm ™!, as well as realistic pulses (i.e.,
finite duration) and finite inhomogeneous broadening.
The solid line labeled A represents the echo response as a
function of the third pulse delay for a fixed delay of the
second pulse (¢;, =50 fs). The oscillations in A4 result
from the vibrational coherence of the LO phonon excited
by the first laser pulse. This calculation also includes the
damping of this vibrational motion as measured by reso-
nance Raman techniques.?’” A damping time of 700 fs,
corresponding to a Raman fundamental linewidth of 15
cm ™!, has been included in this simulation. This damp-
ing is incorporated in the simulation via a Langevin equa-
tion for the nuclear motion.’>>¢ As a result of the damp-
ing, the nuclei never return entirely to their equilibrium
positions. Since the electronic polarization is modulated
by the nuclear motion, the vibrational dynamics are not
completely decoupled from the electronic dephasing.
The damping of the vibrational motion contributes a
small but measurable amount to the electronic dephasing.
In a single mode system, if the mode has a damping pa-
rameter ¥ [corresponding to the full width at half-
maximum (FWHM) of the Raman line], then the contri-
bution to electronic dephasing (at absolute zero) is
(Tdamp)'1=%yA2.56 For a damping time of 700 fs and a
coupling strength of A=0.7, this corresponds to
Tdamp ™ 2-8 PS.

Lines B and C in Fig. 2 show explicitly how the
suppression effect acts in a single-mode system. By delay-
ing the third pulse by one vibrational period
(t,3=2m/w), the effects of the quantum beat on the echo
signal are suppressed (curve B). Conversely, if the third
pulse is positioned out of phase with the oscillation
(t;3=37/w), the effects of the quantum beat are
enhanced, and the echo signal decays rapidly (curve C).
The modulation of the polarization is again suppressed
when ot ;=41m,6m,.... However, we expect that the
suppression will be less effective at longer ¢,; delays, for
two reasons. First, as explained above, the vibrational
damping is an additional contribution to dephasing
which increases with increasing f,;. Second, previous
work has shown'®2%33 that the exciton created by an op-
tical excitation traps on a fast (ps or faster) time scale to a
highly localized surface state. This lifetime (T) effect is
manifested by a fast initial decay of the population grat-
ing. This decay is superimposed on the oscillations, and
leads to a faster echo decay at longer third-pulse delays.
This trapping mechanism is not necessarily distinct from
the vibrational damping. It is possible that some com-
ponent of the vibrational damping is a result of the fast
surface trapping, since the surface localization may
significantly perturb the excited-state charge distribution,
and thereby dephase the coherent nuclear motion. How-
ever, we have no direct evidence for a dynamical process
of this type, and no good theory to describe it. As a re-
sult, for the purposes of our analysis, we have separated
the two effects. We expect that the decay of the echo sig-
nal at ¢,;=27/w will be slower than the decay at any
other third-pulse delay, and will be the most accurate
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measure of the electronic dephasing. The additional con-
tributions (lifetime and vibrational damping) can accu-
rately be measured by detecting the echo signal as a func-
tion of ¢,5.

In order to model this surface trapping process, we
must modify Eq. (1) to describe a three-level system, in
which the third level is nearly isoenergetic with the excit-
ed state, and only weakly optically coupled to the ground
state. This can be accomplished simply by replacing the
lifetime decay term exp{—2t,;/T;} by the expression
[(1—a)+aexp{—t;;/T,}]%> where a represents the
fractional recovery of the bleach signal. If the third level
is “dark™ (that is, has zero oscillator strength with the
ground state), then a= 4, reflecting the fact that the ex-
cited state becomes depopulated as the trapping occurs,
but the ground state does not recover any population.’’
By incorporating this phenomenological description into
the model, we can accurately reproduce all of the impor-
tant features of the experimental data. The mode-
suppressed echo, when combined with the excited-state
lifetime as measured from the decay of the population
grating (echo as a function of ¢,; with ¢,, =0), is sufficient
to determine both T, and T, as well as the vibrational
damping time of the LO phonon.

We extract the various parameters (e.g., Ty, T,, A,
Tqamp> €tC.) by simulating the results using a calculation
based on the theoretical models of Mukamel*>*¢ and Pol-
lard.* This formalism describes any nonlinear optical
spectroscopy in terms of four different three-time correla-
tion functions, which are evaluated by propagation of vi-
brational wave packets on multidimensional ground- and
excited-state nuclear potential surfaces. The third-order
polarization is then expressed in terms of a triple-time in-
tegral of these correlation functions. In the case of offset
(by A) harmonic potential surfaces with equal frictional
damping coefficients on the ground and excited states,
the three-time correlation functions R,(t3,t, 1)
(i=1,...,4) can be written as a sum of single-time
correlation or “line-shape” functions g(z),’*¢ thus great-
ly simplifying the calculation. This result also follows
from a second-order cumulant expansion.’’ The model
easily incorporates the effects of finite laser pulse dura-
tion, nonideal temporal or spectral laser pulse profiles,
finite sample temperature, and finite inhomogeneous ab-
sorption width. This numerical model has been used to
generate the data of Fig. 2, as well as the fits to the data
shown in Figs. 3 and 7. The model calculation of Fig. 2
assumes an infinite excited-state lifetime, but the fits to
the data in Figs. 3 and 7 use finite values of T'; and «, as
determined from the observed population dynamics.

IV. RESULTS AND DISCUSSION

A. Population dynamics

Figure 3 shows the three-pulse photon-echo signal
(measured at 15 K) as a function of the third-pulse delay,
with the first two pulses overlapped (i.e., t;, =0 fs). In
this configuration, the echo is a direct measure of the
population dynamics, and the signal decays with a func-
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FIG. 3. Three-pulse photon-echo signal (at 15 K) as a func-
tion of ¢,3 with ¢, =0 fs, for several different samples. Dashed
lines are numerical simulations using the model described in the
text. The parameters describing the lifetime decays are T, =540
fs, «=0.38 (top curve, 21 ;\), T,=900 fs, a=0.23 (middle
curve, 30 ;A), and T,=8.2 ps, a=0.15 (bottom curve, 40 A).
Mean particle diameters are shown. These data have been verti-
cally offset, for clarity.

tional form which is the square of the decay observed in a
pump-probe measurement. The data show a partial
recovery of the bleach signal to a constant level, which
subsequently remains unchanged for at least tens of pi-
coseconds, the limit of our measurements. The time scale
of this partial recovery is strongly dependent on the size
of the nanocrystals. The numerical simulations (dashed
curves) indicate that this time constant ranges from 0.4
ps in the smallest samples to roughly 8 ps in the largest.
This indicates that the initially prepared state changes to
some other electronic configuration which has a smaller
oscillator strength. The size dependence of this process
suggests that a surface trapping mechanism may be re-
sponsible. Rapid (10 ps) surface trapping times have been
reported in one size of CdS nanocrystals.?> Fast trapping
to localized surface states has been discussed by several
authors,'®?2% although the detailed nature of these
states remains poorly understood. If the trapping process
is driven by wave-function overlap between the initial
state and the surface, then the trapping rate should vary
roughly as the surface-to-volume ratio. A summary of
the measured lifetimes is presented in Fig. 11 (the X sym-
bols), along with a best fit to a 1/R dependence. The
fractional recovery of the bleach (the parameter a dis-
cussed above) decreases monotonically with increasing
particle size, from approximately 409% to 15%. This sug-
gests that the change in oscillator strength between the
initially prepared electronic configuration and the surface
trapped state is largest in the smallest nanocrystals. This
result is consistent with recent measurements of the
electric-field-modulated luminescence, in which the
change in the dipole moment between the absorbing and
emitting states was determined to decrease with increas-
ing diameter.>
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B. Coherent nuclear motion

If the first two pulses are separated in time (¢,, >0 fs),
the population dynamics are modulated by the coherent
LO-phonon mode. Figure 4 shows the three-pulse
photon-echo signal (measured at 15 K) as a function of
the third-pulse delay, with the second pulse fixed at
t;;=33 fs. This particular value of t,, is chosen as a
compromise. For ¢, =0, the coherent nuclear motion
has a small but noticeable effect, as seen in the top (21 A)
trace of Fig. 3. As ¢, increases, the contrast ratio of the
oscillations increases, but the overall signal level declines
exponentially, since the polarization dephases at a rate
proportional to exp{ —¢,,/T,} (see Fig. 2). The value of
t;,=33 fs is long enough so that the oscillations are
clearly visible, but not so long that the signal has decayed
beyond the dynamic range of the measurement. These
data can be qualitatively compared with curve A4 of Fig.
2. We clearly observe oscillations arising from the
coherent vibrational excitation, with a period of ~ 160 fs.
This matches the frequency of the LO phonon measured
by resonance Raman.?’ In addition, we observe that the
size and apparent damping time of these oscillations are
functions of the diameter of the nanocrystal. By subtract-
ing the slowly decaying background and fitting the data
to an exponentially damped sinusoid, we can extract the
damping times of the oscillations. These damping times
are shown in Fig. 5. Also shown are the resonance Ra-
man linewidths measured on the same types of nanocrys-
tals by Shiang, Grubbs, and Alivisatos.!* The data clear-
ly show a strong decrease in the damping time with size,
consistent with observations in CdS.?8

There are several possible explanations for the ob-
served size dependence of the phonon damping time. It
is possible that different nanocrystals throughout the
sample have slightly different LO-mode frequencies, due
to differences in the shapes or sizes of the individual par-
ticles. These different frequencies would beat against one
another, leading to an apparent decay of the amplitude of

FIG. 4. Three-pulse photon-echo signal (at 15 K) as a func-
tion of t,; with t,, =33 fs, for several different samples. Mean
particle diameters are shown. These data have been vertically
offset, for clarity.
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FIG. 5. Damping time of the phonon oscillations as a func-
tion of mean particle diameter. The equivalent FWHM of the
decay is shown on the left axis. Also shown are the FWHM of
the resonance Raman 1-LO peaks, from Ref. 13.

the oscillations. This mechanism would also lead to an
inhomogeneously broadened Raman line. It should be
noted that the frequency of the LO mode has been ob-
served to shift slightly with nanocrystal size in CdSe.!?
However, this shift is small, aomounting toonly ~5cm™!
from bulk CdSe down to 20-A diameter. This Aw corre-
sponds to a damping time of greater than 2 ps, which is
slower than any of the damping times we have measured.
Thus, it is not possible to attribute the Raman linewidth
to an inhomogeneous distribution of particle sizes. Given
that the width changes monotonically with size, we can
also rule out the possibility of an inhomogeneous distri-
bution of particle shapes.

Another possible mechanism for the damping is
enhanced anharmonicity of the nuclear potential surface.
In smaller nanocrystals, a larger fraction of the constitu-
ent atoms reside on the surface, and are therefore not
tetrahedrally coordinated. This breakdown of the crystal
symmetry leads to anharmonic contributions to the pho-
non coordinate, which is larger in smaller nanocrystals.
However, this model also predicts that the temperature
dependence of the resonance Raman linewidth is stronger
in smaller nanocrystals. Detailed studies of the Raman
linewidths in nanocrystals of CdS have contradicted this
prediction.?® Similar investigations of the linewidths in
CdSe nanocrystals have been less unambiguous,13 but
they nonetheless indicate that the temperature depen-
dence is not a strong function of size. For this reason, we
conclude that the anharmonic coupling, while possibly
contributing significantly to the linewidth, does not
change dramatically with size.

The damping of the phonon oscillations is more accu-
rately described by a multimode picture of the confined
vibration. This model has been used to understand Ra-
man linewidths in CdS nanocrystals.?® In the simplest
picture, the range of allowed oscillation frequencies in a
given nanocrystal (Aw) is determined by the spread in
wave vector Ag through the (bulk) phonon-dispersion
curve @=wl(q), according to Aw=|dw(q)/dgl,—, Aq.
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Because of the curvature of w(q), the magnitude of the
derivative increases for increasing wave vector. The
confinement is manifest in the value of g,, which is in-
versely proportional to the radius of the nanocrystal. As
a consequence, smaller nanocrystals have larger Aw for
fixed Ag. Thus, in smaller nanocrystals, there are a larger
number of allowed vibrational frequencies, and as a result
the phonon oscillations are more strongly damped. A
more detailed analysis would include effects such as the
phonon density of states and the confined phonon wave
vector.

The mechanism which gives rise to the lifetime effect
observed in Fig. 3 could also contribute to the vibrational
damping. It is plausible that the fast change in the
excited-state wave function causes a partial loss of vibra-
tional coherence. If this were the case, we would expect
to observe a decay in the amplitude of the oscillations on
the same time scale as the surface trapping. This decay
would correspond to the loss of vibrational coherence of
the excited-state nuclear wave packet. However, the os-
cillatory signal has contributions from both the ground-
state (impulsive stimulated Raman scattering) and
excited-state nuclear wave packets. Thus we would ex-
pect a fast contribution to the damping from the excited-
state dynamics, as well as a slow contribution from the
ground state. However, the fast decay has a time con-
stant which is not much longer than one vibrational
period, and we are unable to observe this effect. Never-
theless, this dynamical process may be the origin of the
difference between the resonance Raman linewidths mea-
sured by Shiang, Grubbs, and Alivisatos!® and our
photon-echo measurements. In a system with fast elec-
tronic dephasing, the resonance Raman experiment is
primarily a probe of ground-state vibrational motion, and
is insensitive to the vibrational dynamics on the excited
state.’ The surface trapping mechanism would not affect
the resonance Raman linewidth, because it is intrinsically
an excited-state effect. However, the photon echo is sen-
sitive to the vibrational motion in both the ground and
excited states,’>%! and is therefore affected by any loss of
vibrational coherence arising from surface trapping.

C. Polarization dephasing

Figure 6 shows the three-pulse photon-echo signal
(measured at 15 K) as a function of ¢ ,, with wt,; =2, to
suppress the effects of the phonon mode. At small delay
times, the signal shows a fast (pulsewidth limited)
response, which is followed by a slower exponential de-
cay. The fast component at early delays is not well un-
derstood. It is not explained by the two-level model used
to simulate these data. This model includes all eight
terms in the third-order perturbation expansion, includ-
ing those terms which contribute to coherent coupling
effects. Nonetheless, these calculations do not predict a
fast response at these early times. It is possible that addi-
tional coherent coupling terms arising from the multilev-
el nature of the electronic spectrum could explain this
phenomenon. Alternatively, a bimodal distribution of
nanocrystals could give rise to a biexponential polariza-
tion decay. This fast response could be an indication of
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FIG. 6. Three-pulse photon-echo signal (at 15 K) as a func-
tion of ¢,, and ¢,; =160 fs=2/w, for several different samples.
The signals are plotted on a natural log scale, and mean particle
diameters are shown. These data have been vertically offset for
clarity. Also shown is an autocorrelation of a 15-fs laser pulse
at a wavelength of 500 nm. The slope of the falling edge of this
autocorrelation function is a rough measure of the system reso-
lution.

dynamics which are too fast for us to resolve. In any
event, the fast response is only present at very early de-
lays (¢, <40 fs), when the first two pulses are overlapped
in the sample. As a matter of course, we only interpret
the data at delays long enough to insure that the pulses
are not temporally overlapped. For ¢, >40 fs, we ob-
serve approximately linear echo decays (on a natural log
scale), and the echo decay rate is a strong function of the
diameter of the nanocrystals. There are several impor-
tant mechanisms which contribute to the polarization de-
phasing, all of which depend on the size of the nanocrys-
tals.” The measurements described here allow us to
disentangle these various mechanisms.

Figure 7 shows the mode suppression effect in two
different samples of nanocrystals. This figure shows the
echo signal (on a natural log scale) as a function of ¢,,,
with the third pulse fixed at wt3=2m, 37, and 47. The
modulation of the echo signal by the quantum beat is
clearly evident in the alternating fast and slow echo de-
cays. Note that the recovery of the signal w?,; =47 rela-
tive to the wt,; =27 trace is more complete in the larger
nanocrystals. This is a reflection of the fact that both the
vibrational damping and the 7', (or lifetime) effect are
slower in the larger samples.

By observing the contrast between the echo decay rate
at wt;3;=27m and at ot;;=3m, we can extract the
exciton—LO-phonon-coupling parameter (A) as a func-
tion of particle diameter. In principle, one could also ob-
tain this information by directly fitting the oscillations
shown in Fig. 4. However, by fitting 7,, data such as
those shown in Fig. 7, we are only comparing the
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FIG. 7. Three-pulse photon-echo signal (at 15 K) as a func-
tion of ¢, with wt\;=2w, 37, and 4, corresponding to third-
pulse delays alternating in and out of phase with the quantum
beat. The signals are plotted on a natural log scale, and two
different sizes of nanocrystal are shown. The dashed lines are
numerical simulations of the data, using the model discussed in
the text. These simulations use the parameters from the second
and fifth lines of Table I.

differences in two echo decay rates, without relying on
the accuracy of the signal near zero delay. This is there-
fore a more accurate method of measuring A.

We have performed numerical simulations of the ¢,
data at various third-pulse delays, and optimized the fits
in order to extract the parameters 7, and A. Samples of
these fits are shown in Fig. 7, and a summary of the re-
sults are given in Table I. The nonmonotonic behavior of
A with size is somewhat surprising. In one of the earliest
treatments of exciton-phonon coupling in semiconductor
nanocrystals, Schmitt-Rink, Miller, and Chemla® pre-
dicted that, due to the enhanced overlap between the
electron and hole, the polar Frolich coupling to the LO-

TABLE 1. Mean nanocrystal diameters in A, dephasing
times (7T,) in femtoseconds, and LO-phonon coupling parame-
ters (A) for the six samples studied. 7, and A were extracted
from three-pulse photon-echo signals as discussed in the text.
The CdSe bulk values for T, and A are from Refs. 78 and 62, re-
spectively.

Mean
diameter (A) T, (fs) A
21.2 85 0.5
22.6 95 0.55
23.7 110 0.55
27.1 130 0.6
29.6 210 0.7
40.5 270 0.65
bulk CdSe 50 ps 0.63
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phonon mode would decrease monotonically as the size
of the nanocrystal decreases. Other more detailed
theoretical efforts have predicted no size dependence in
this size regime,” or a decrease with size followed by a
monotonic increase in coupling strength as the nanocrys-
tals shrink below ~ 100-A diameter.®* It is interesting to
note that all of these theories describe the eigenstates of
the nanocrystal using centrosymmetric wave functions, in
accordance with ideal spherical boundary conditions.
The experimentally observed behavior is more consistent
with the qualitative discussions of Bawendi et al.?* and
Colvin and co-workers,’! in which it is proposed that a
highly localized intrinsic surface state would, for some
range of sizes, be resonant with the interior exciton state,
and strong mixing would result. The eigenstate of the
system would then have strong dipolar character, which
would enhance rather than diminish the polar coupling to
lattice vibrations. These eigenstates would be dramatical-
ly different from the idealized “particle in a spherical
well” wave functions.

Other experiments and recent theoretical considera-
tions have confirmed that the initially prepared state of
the system does not reflect characteristics of ideal spheri-
cal symmetry. Figure 8 shows a comparison of the
photon-echo data of Table I with resonance Raman mea-
surements on the same systems. In this figure, we have
used our measured values of A and T, to calculate the ex-
pected ratio of the integrated area of the first Raman
overtone peak (at ~420 cm™!) to the area of the Raman
fundamental (at ~210 cm~!). It is clear from Fig. 8 that
the two experiments are consistent in their measurements
of the symmetry of the excited-state charge distribution.
In addition, electroabsorption measurements have indi-
cated’! that there is a dipole moment in the excited state
of these nanocrystals, and that the magnitude of this di-
pole moment peaks near 40-A diameter, which is in ap-
proximate agreement with the results shown here. Ra-
man depolarization measurements have also supported
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FIG. 8. Calculated values of the ratio of the integrated inten-
sities of the resonance Raman overtone (2 LO) to the fundamen-
tal (1 LO), using the data from Table I. Also shown are the
measured overtone/fundamental ratios, from Ref. 13. The ar-
row indicates the bulk value, calculated using the values report-
ed in Table I for bulk CdSe.
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these conclusions.'>® Other groups®® have reported simi-
lar effects observed in fluorescence, although only below
10 K. The Raman, photon echo, and electroabsorption
measurements taken together are strong evidence that the
excited-state charge distribution is not well described by
“particle in an infinite spherical well” wave functions.
Rather, the presence of intrinsic surface states strongly
perturbs these eigenstates and cannot be neglected in any
realistic treatment of the electronic properties of these
materials. Recent theoretical work®” has begun to ad-
dress these issues, and such treatments are expected to
contribute valuable information on the nature of resonant
surface mixing.

D. Temperature dependence

In order to understand the various contributions to
electronic dephasing in the nanocrystals, we have mea-
sured the photon-echo signals as a function of tempera-
ture for several samples. Figure 9 is a summary of this
data, in which we show the echo decay rate (the inverse
of the measured slope as a function of ¢,, when
wt;=2m) as a function of temperature. The zero-
temperature decay rates show a strong size dependence;
this is evident from the data of Fig. 6. The sensitivity of
the dephasing rate to temperature is also size dependent,
with the smaller nanocrystals exhibiting the most pro-
nounced temperature dependence. The origin of this
temperature effect can be explained by the coupling of
the exciton to low-frequency (~5-50 cm™') vibrational
modes which may be either confined (i.e., internal) acous-
tic vibrations, confined transverse-optical modes, or sur-
face modes.

A confined transverse-optical mode has been observed
at 90 cm™! using transient absorption spectroscopy in
nanocrystals of PbS.3> Confined acoustic modes have
been observed by low-frequency Raman scattering in a

Echo Decay Rate (fs—1)

T
0 40 80 120 160 200 240
Temperature (K)

FIG. 9. Temperature dependence of the echo decay rate (in-
verse of the slope of the echo decay) with wt,; =27 for suppres-
sion of the quantum beat. Mean diameters of the nanocrystals
are shown. The dashed lines are the predicted temperature
dependences using the model discussed in the text. At high
temperatures (7 > 100 K), the slopes of these lines are propor-
tional to g, .
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number of nanocrystalline systems, including MgCr,0,,*®
silver,® germanium,70 and CdS.”! The frequencies of
these acoustic modes shift with particle radius as
o~ 1/R, in accordance with the theory of Lamb.”> How-
ever, there exists no quantitative experimental measure of
the exciton—acoustic-mode-coupling strength, and in par-
ticular how this coupling varies with particle size. The
deformation potential, which mediates the interaction be-
tween the exciton and the acoustic vibrations of the nano-
crystal, is a nonpolar coupling. Schmitt-Rink, Miller,
and Chemla® predicted that confinement of the long-
wavelength vibrational modes would result in enhanced
nonpolar coupling to the exciton. More recently, Nomu-
ra and Kobayashi’® have performed a detailed calculation
of this effect, in which they used confined particle-in-a-
sphere wave functions to describe the electron and hole, a
continuum approximation to model the vibrational
modes of the sphere, and a deformation-potential Hamil-
tonian appropriate for the wurtzite crystal structure’® to
calculate the coupling constant as a function of particle
radius. They determined that the coupling constant g
varied roughly as R 2. That is, the deformation-potential
coupling should increase dramatically as the size of the
nanocrystal decreases. Takagahara” has also recently
treated this problem, and obtained good theoretical
agreement with the data of Ref. 38.

In order to quantify our temperature-dependence data,
it is necessary to make some simplifying assumptions
about the mode structure of the low-frequency vibrations
which are contributing to electronic dephasing. From
the experiments on similar systems and from theoretical
considerations, it seems likely that no single mode is the
dominant factor in determining the dephasing rate.
Confined longitudinal and transverse acoustic modes, sur-
face modes, and low-frequency vibrations of the host
polymer all could contribute to the decay of the echo.
This collection of low-frequency vibrations modulates the
electronic transition in much the same way as the optical
mode. However, the commensurate period of these vi-
brations is long compared to other decay mechanisms.
Moreover, the confined acoustic modes seem to have
damping times which are comparable to their vibrational
periods.”! As result, the low-frequency modes are more
accurately described as an ‘“‘acoustic-mode heat bath,”
which modulates the transition energy in a stochastic
(rather than periodic) fashion.”® The coupling of this
heat bath to the excitonic state can then be parametrized
using standard methods from molecular spectroscopy.’’
In particular, we may model the action of the heat bath
as a coupling to a single low-frequency mode. This single
low-frequency (or “acoustic’’) mode is not meant to
represent an actual vibrational mode of the system, but
only to quantify the effect of the coupling to a large num-
ber of low-frequency oscillations. We then have two pa-
rameters which describe the temperature dependence of
the echo decay rate; they are the frequency and coupling
parameter of the acoustic mode, @, and g,. The parame-
ter g, is equivalent to LA2, where A, is the (dimension-
less) displacement of the harmonic acoustic mode. From
Eq. (1), we can see how the temperature dependence of
the echo decay rate depends on these parameters. If we
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let ®(z,,t;3)—1 and wt;3=2m, then the natural log of
the signal in the presence of two modes (the LO mode and
the acoustic mode) is given by

In[S(2,,t13)]1= —8g,[n(w,)+3](1—cosw,t,,)

4z, 2t

X(l—coswatn)—Tz- T

(3)

We make the additional approximations that the fre-
quency w, is low enough that w,t,, <<1 and w,t; <<1,
and also #iw, <kyT. In this case, n(w,)—>kyT /fw,, and
we may expand the cosines in Eq. (3), resulting in

kT wgtiytls
In[S(z)5,113)]=~ —8g, Fo, 3 4
4[12 2113
T, T,
=—[A4+B(kpT)(g,02)], 4)

where A4 and B are numerical constants quadratic in ¢,
and ¢,;. In our experiments, we cannot measure either g,
or w,, but only the slope of the echo decay rate versus
temperature. In the high-temperature limit, the echo de-
cay is determined by the product g,w>. This is verified
by our simulations, in which we can trade off g, against
©,. As long as the product g,w} is preserved, the fits
shown in Fig. 9 do not change, at least for kz T > #iw,.
Therefore, this product is a reasonable parameter with
which to compare the data to a theoretical analysis of the
coupling. We have calculated the expected behavior of
the deformation-potential coupling, following the pro-
cedure of Nomura and Kobayashi.”? This calculation as-
sumes that the confining potential at the nanocrystal sur-
face is infinite and spherical, and uses the confined elec-
tron and hole wave functions of Ekimov et al.** The
deformation-potential Hamiltonian” and the wave func-
tions describing the confined phonon mode’ are taken
from the literature. The result is shown in Fig. 10, in
which the experimentally determined values of g,w, are
compared to calculated values. The agreement is surpris-
ingly good, considering that the electron and hole wave
functions used in the theory are quite different from the
actual wave functions of the excited states of the nano-
crystal, as discussed above. The dashed line in Fig. 10
shows the behavior of 1/R®, which is the approximate
behavior expected, given that w, ~1/R and g, ~1/R*.
We have made the assumption that the entire tempera-
ture dependence can be attributed to the presence of
low-frequency vibrations coupled to the exciton, which
become thermally populated as the temperature in-
creases.  Other possible explanations for the
temperature-dependent broadening have been discussed
in the literature, most notably a thermally induced sur-
face trapping. The acoustic-mode-coupling picture,
though by no means the only explanation for the ob-
served temperature dependence, is certainly the simplest
one. With this assumption, we can predict the low-
temperature contribution to the dephasing arising from
the zero-point fluctuations of these modes. By subtract-
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FIG. 10. Experimentally measured values of g,®3, as a func-
tion of particle diameter. Also shown is the deformation-
potential calculation described in the text. The dashed line is
proportional to 1/R?, the approximate scaling behavior of this
parameter.

ing this contribution from the dephasing at low tempera-
tures, we are left with a residual dephasing rate, arising
from all other temperature-independent scattering pro-
cesses. This completes the analysis, as all of the impor-
tant factors leading to electronic dephasing have been ac-
counted for.

V. CONCLUSION

Semiconductor nanocrystals have become the proto-
type for solid-state systems which exhibit three-
dimensional quantum confinement. They afford a unique
opportunity to investigate the properties of matter as it
grows from a molecular limit, consisting of only a few
unit cells, to a solid system with long-range translational
symmetry. We have used the femtosecond photon-echo
technique as a direct probe of the electronic properties of
these materials. Using this direct measure of electronic
dephasing, we have separated the various ultrafast
scattering or decay channels contributing to the homo-
geneous linewidths. By measuring the dephasing rate as
a function of both nanocrystal size and temperature, we
are able to distinguish between those processes which are
inexorably linked to the quantum-confined nature of the
excitation and those which are not. Our measurements
indicate how the time scales of the various dynamical
processes change as a function of the size of the nano-
crystal. This gives direct information about the strengths
of the excitonic coupling to the lattice, and about the ul-
trafast excited-state lifetime. These studies of the fem-
tosecond dephasing of the quantum-confined exciton in
CdSe nanocrystals have led us to form a more complete
description of the dynamics of the optically prepared ex-
cited state. We can now answer some of the outstanding
questions about the quantum size dependence of the elec-
tronic and optical properties of semiconductors.

From the femtosecond three-pulse photon-echo experi-
ments, we conclude that the electronic dephasing and
therefore the homogeneous linewidth can be attributed
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principally to three dynamical processes, all of which are
size dependent. These three processes do not all originate
from the quantum-confined nature of the electronic exci-
tation. Consequently, this division is important for an
understanding of the fundamental physics behind the
confinement-induced line broadening observed here and
in other experiments.2%%

The first mechanism contributing to dephasing is the
coupling to a heat bath of low-frequency vibrational
modes of the nanocrystal. This mechanism is strongly
temperature dependent, leading to line broadening that
grows roughly linearly with temperature. As a conse-
quence, acoustic-mode coupling dominates the linewidth
at room temperature, leading to a homogeneous width
that is an appreciable fraction of the inhomogeneous
width in these samples. This is consistent with the fact
that it is very difficult to observe spectral hole burning at
room temperature.'® Even at low temperatures, phonon
broadening due to low-frequency modes adds a significant
contribution (20—35 %) to the homogeneous linewidth.

The second mechanism is the lifetime effect, which cor-
responds to fast decay of the initial state into some other
electronic configuration which is less strongly coupled to
the ground state. This results in a fast partial recovery of
the bleach signal, and is found to be largely insensitive to
the temperature of the sample. This change of state is
found to be strongly size dependent, which suggests that
it may result from trapping to a localized surface state.
The time scale of this process ranges from 400 fs in the
smallest samples up to roughly 8 ps in the largest. A
change of state must necessarily dephase the excitation,
so this lifetime process contributes to the homogeneous
linewidth. If the trapping is driven by a simple overlap
between an interior wave function and a localized surface
state, then we expect that the trapping rate should vary
roughly as the ratio of the surface area to the volume of
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FIG. 11. Measured low-temperature homogeneous linewidth
of CdSe nanocrystals, as a function of diameter. The three most
important contributing mechanisms to this linewidth are also
displayed. The dashed lines show the best fits to 1/R (for the
lifetime broadening and the elastic scattering, symbols X and
+) and 1/R? (for the heat bath coupling, symbol A). The solid
line through the total linewidth (squares) is the sum of the three
dashed lines.
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the nanocrystal. This trapping rate ought to be
influenced by variations in the surface derivitization and
by the host environment (e.g., polymer vs glass).

Finally, there is a contribution to the dephasing which
is independent of temperature and which does not lead to
a change in the transient bleach signal. This contribution
depends on the size of the nanocrystal, and could be
caused by elastic scattering from impurity or crystalline
defect sites. The effective density of surface scattering
sites should vary roughly as the surface-to-volume ratio
of the nanocrystal, which might explain the size depen-
dent of this dephasing mechanism.

These results are summarized in Fig. 11, in which the
homogeneous linewidth (at 15 K) of the nanocrystals is
plotted as a function of particle diameter. Also shown
are the three important contributions to that linewidth.
We have neglected the small contribution arising from
the vibrational damping of the LO-phonon mode. Note
that all three of the contributing factors increase with de-
creasing particle size. The dashed lines show the best fits
to 1/R (for the lifetime broadening and the elastic
scattering, symbols X and +) and to 1/R > (for the heat
bath coupling, symbol A). The solid line through the to-
tal linewidth (squares) is simply the sum of the three
dashed lines.
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Numerous studies of the homogeneous linewidth of
nanocrystal samples have been performed in recent years,
primarily using hole burning techniques. However, due
to the difficulties associated with interpreting such mea-
surements, no clear division between the various impor-
tant dephasing processes has been drawn. The fem-
tosecond photon-echo measurements presented here have
enabled us to distinguish between those dephasing mech-
anisms which are intrinsic to quantum-confined systems
and those which could be influenced by the surface pas-
sivation, crystalline quality or host environment.
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