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Excitation and polarization effects in semiconductor four-wave-mixing spectroscopy
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The dependence of optical four-wave-mixing (FWM) signals in semiconductors on carrier density and

laser-field polarization is investigated. The theoretical and experimental analysis reveals the importance
of the excitation-induced dephasing processes for the understanding of numerous published results on
polarization selections rules in FWM signals. Even apparently contradictory earlier findings can be ex-

plained with this theoretical model.

I. INTRODUCTION

During the last few years, a variety of investigations
have been performed to study carrier spin-flipping pro-
cesses in semiconductors and quantum wells. In addition
to theoretical analysis, ' experiments have investigated
photoluminescence, spectral-hole-burning ' pump-
probe, four-wave-mixing (FWM), and photon-echo
phenomena. In these experiments, polarized laser pulses
are used to excite and distinguish different spin states of
the interband transitions, which, in GaAs, are the heavy-
hole (hh) and light-hole (lh) excitons. Most theoretical
investigations of ultrafast FWM phenomena are based on
the semiconductor Bloch equations (SBE),"' which
have been used to explain successfully the observed tem-
poral evolution of transient FWM signals in semiconduc-
tors as a consequence of coherent many-body exchange
effects. ' ' Solutions of the multiband semiconductor
Bloch equations, which include valence-band effects de-
scribed by the Luttinger Hamiltonian, show that in the
low-excitation regime two opposite circularly polarized
fields do not induce a FWM signal. ' This has also been
observed experimentally. ' ' For other pump-probe po-
larization vectors, however, theoretical explanations of
the experimental findings are less successful, ' ' ' and
even contain apparent contradictions. For example, the
FWM signal I~~ from two linearly copolarized pulses
differs from I~, the signal from linearly cross-polarized
pulses, by an order of magnitude, under otherwise the
same experimental conditions. ' These observations are
in contradiction to theoretical predictions based on per-
turbational calculations' or numerical integration of the
SBE. Both approaches lead to the same conclusion that
I~~ and I~ would have the same FWM signal intensity,
and the signal would be linearly polarized in the probe
field direction. Furthermore, recent experimental studies
show that the polarization and intensity of the generated
FWM signal exhibit complicated carrier-density depen-
dences in both strained semiconductors and semiconduc-
tor quantum wells. ' '

In this paper, we present a theoretical analysis of the
polarization dependence of FWM signals based on the

SBE. For clarity, we restrict ourselves to GaAs systems
with large hh-lh splitting. We take into account possible
doping or preexcitation effects by means of a carrier-
density-dependent dephasing rate. Also, the pump-
induced density change and the resulting change in the
dephasing rate are included. These excitation-induced
dephasing (EID) processes have recently been found to be
crucial in the understanding of FWM signals in a preex-
cited sample, in which they can give detailed information
about microscopic dephasing processes. This paper is

organized as follows. In Sec. II the multiband semicon-
ductor Bloch equations and the EID effect are briefly dis-
cussed. In Sec. III we perform third-order perturbation
calculations to obtain FWM polarization selection rules.
In Sec. IV, the numerical solutions of the multiband
semiconductor Bloch equations are presented. The solu-
tions verify the FWM polarization selection rules, and
show that energetic inhomogeneity may cause different
dephasing times in I~~ and Ij measurements.

II.BASIC MODEL

—[l —n, (k)]Q„(k)+g N,, (k)Q„,(k), (l)

and the corresponding hole and electron density equa-
tions are

t)N;(k )

at
= —i g [V'''. (k)N '.(k) —'7'. (k)N' '(k)]

+i g [Q, ,(k)P,'(k) —Q,*.(k)P, . (k)],

Within the screened Hartree-Fock approximation, the
wave-vector-dependent optical polarization P, (k) for the
transition between the conduction band with spin s and
the valence band with angular momentum quantum num-

ber j is governed by the polarization equation of the SBE
(A'= l throughout this paper)

aP„(k)
i ' =[ iy, (N)+6k—]P, (k)+ g 5, (k)P', '(k)'

Bt
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Bn, (k) =i g [Q, .(k)P,'.(k) —Q;.(k)P, .(k)],
t

(3)

8~=sq —g Vqn~+q,
—X

q

T"(k) = T~J'(k) QV—qN~+~J',
q

Ck=E +
2m,

and

X = g [V'(k) —V(k)] .
jk

Here E is the external laser field and the dot product
p, 'E between the field vector and optical dipole moment

p essentially determines the polarization selection rules.
V and V' are the unscreened and screened Coulomb po-
tentials, respectively. Eg is the band-gap energy. m, is
the electron effective mass. W'e use the Luttinger Hamil-
tonian to describe the more complicated valence-band
structure. T '(k) are the usual 4X4 Luttinger Hamil-
tonian matrix elements. Equations (1)—(3) have the same
form as the multilevel optical Bloch equations; however,
the many-body exchange effects strongly modify physical
parameters such as the effective electric field and semi-
conductor band structure. In Eq. (2), terms proportional
to XJJ Xj J are neglected.

In the case of large hh-lh splitting it is sufficient to in-
vestigate only the two hh transitions with
(s,j)= [(——,', —,'), (+—,', —

—,')].' Within the screened
Hartree-Fock approximation, the imaginary part of the
Coulomb hole and exchange self-energy introduces an
effective dephasing term in the semiconductor Bloch
equations. Equation (1) generalizes the corresponding
Hartree-Fock equations derived in Ref. 17 in an impor-
tant way: the dephasing rate depends explicitly on the
carrier density. This accounts for carrier-carrier scatter-
ing, which is not included in the Hartree-Fock scheme.
A possible theoretical approach to the unified description
of optical properties and incoherent carrier scattering
processes is the nonequilibrium Green s-function tech-
nique. ' Generally, the optical polarization appears as
a one-particle Green's function. The equation of motion
for this function contains various contributions, all of
which can be written as the products of a self-energy
times a Green's function. In the simplest case of the
Hartree-Fock self-energy, the equation reduces to the one
in Ref. 17, where all Coulomb contributions stem from
self-energy terms. In more involved approximation
schemes, the self-energy depends on both the carrier dis-
tribution and optical polarization functions. The com-
plex self-energy determines, for example, the renorrnal-
ization of the one-particle energies (the real part of the

where hk, '7 ', and Q, .(k) are the renormalized electron
kinetic energy, Luttinger matrix elements, and Rabi ener-

gy, respectively. '

Q, .(k)=p, E+ g V'P, .(k+q),

self-energy} and the level broadening describing damping
of the states (imaginary part of the self-energy). The
choice of the approximation scheme that determines the
concrete form of the self-energy depends on the physical
situation. For example, an electron-hole plasma can be
well described within the screened Hartree-Fock (SHF}
approximation. To treat an exciton gas or an exciton-
plasrna mixture, one should consider an approximation
beyond the SHF (see Ref. 21 and the contribution of
Schafer in Ref. 22). However, a self-consistent treatment
of the screening properties of an exciton gas or exciton-
plasma mixture within the semiconductor Bloch equa-
tions is presently far beyond our numerical capabilities.
Whereas such a microscopic theory will certainly under-

go a long future investigation, we can already draw irn-

portant conclusions from the mere fact that the dephas-
ing rate is in principle density dependent. Moreover, we
can use very simple microscopic models for an approxi-
rnate treatment of this density dependence. The simplest
approach, used in Ref. 20, is to assume that the dephas-
ing can be treated within a quasitherrnal equilibrium limit
of the SHF. The dephasing rate is given in Ref. 22 as Eq.
(4.66}. For a concrete evaluation of these equations we
need a model for the longitudinal screening function. An
excitonic plasmon pole screening function [similar to Eqs.
(5.102)-(5.104) in Ref. 22)] contains valuable information.

Sufficiently weak pump pulses allow the linearization
of the excitation-induced dephasing rate y, (N) around
the density No:

~Vsj
y,)(»=ra+

BBN
(4)

III. PERTURBATIONAL APPROACH

Qualitatively, the FWM polarization selection rules are
not affected by the presence of the coherent exchange
effects. Neglecting these exchange effects makes analyti-
cal solutions of Eq. (1) possible for stationary (cw) fields
or ultrashort pulses. If only the heavy-hole bands are
taken into account, the simplified polarization equation is

By„
t BN

+ EkPi(k) —g VqP„.(k+q)
q

—(p„E)[1—2f„(k)], (5)

where the Luttinger Hamiltonian is replaced by an
effective heavy-hole Hamiltonian, 1.C.,
Ek =(1/2m, +1/2mh)k +E . In Eq. (5) we denote

Here yo=y, (No), and bN is the carrier density excited

by the pump and probe fields. Typical dephasing satura-
tion is rejected in an increase of the effective dephasing
rate and a decrease of the EID term By,j/BN with in-

creasing N. The fact that EID contains the total density,
b,N=QN, with a = [j,s ), yields a strong coupling of the
two hh transitions, which correspond to the two angular
momentum eigenstates J,=+1. We denote these transi-
tions as cr+ and cr transitions, respectively.
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—(p„E)[ q" (r =0)~' —2F„],
where coo=Eg —Ez with the exciton Rydberg energy Ez,
P,~ and F~ =pl,f j (k) are the total polarization and car-
rier density, respectively, y(r} is the ground-state eigen-
function of the Wannier equation, and

3 sj8

BF

In the same manner, the density equation (2) can be
simplified into the population equation of the two-level
Bloch equations.

In general, a polarized incident laser field is given by
E=g;E;(a,a++p;o ), where cr+ and cr are the unit
circular field polarization vectors with angular momen-
tum +1 and —1, respectively. The summation index i
counts all the different incident light beams, e.g., i =1,2
in a standard two-pulse FWM setup, denoting the probe
and pump field, respectively. In a typical two-beam self-
diffracted FWM setup, the stronger beam (pulse 2) propa-
gates along the direction Kz, the weaker beam (pulse 1) is
in the direction K& and the induced FWM signal travels
along 2K2 —K, . For the cw degenerate field-induced
FWM signal, the optical Bloch equations can be solved
perturbatively up to the third order. If we denote the
outgoing signal as EFwM=E+ o++E o, we find

E+ ~ 2azaza$ + . (azaza) +azPzP] ),(yo+ia)
5&- "2P&df+ . (PzPNi*+Pzazaf ) .

yo+ ib, )

Here, A=co —
coo is the detuning of the pump fields with

respect to the exciton resonance energy.
The polarization selection rules of the two-beam FWM

experiments corresponding to Eqs. (7) and (8) are given in
Table I. Different polarization combinations of E2 and

TABLE I. Polarization selection rules of two-beam FWM.

Pump
Excitation

Probe $ «y'p
Signal

f i(k)=n, (k)=N~ (k. )5~} .Furthermore, Eq. (5) can be
transformed into the polarization equation of the two-
level system by expanding P, (k) and f, (k) in terms of
the exciton wave functions and keeping only the ground-
state wave function in the equation. This way we obtain
the optical Bloch equations of the two-level system:

~
as„

i = coo i —yo+5„g F, , P„
S 1

~FWM
—1 tan(8)

1+5/yo
(10)

In a recent experiment, '
8&wM and I(8) have been mea-

sured;n a 27-nm-wide GaAs quantum well. Those re-

sults show a very similar 0 dependence as that predicted

by Eqs. (9) and (10), if the small carrier density in Ref. 18

corresponds to 5»yo, and the high density corresponds
to 5«y, .

We now extend the perturbation calculation to the

three-beam backward FWM configuration. In this setup,
one uses two counterpropagating pump beams (Ez and

E3}and a probe field (E, ) which propagates at a small an-

gle with respect to the pump pulses. A FWM signal,

propagating along the direction —K, , is created from the

scattering of one of the pump pulses by the density grat-

ing due to the probe and the other pump pulse. For the

FWM signal, we find

E& are listed in the first two columns, and the correspond-

ing polarization vector of the induced FWM signal is

given in the last two columns. Zeros indicate forbidden
transitions. Two sets of polarization selection rules ap-

pear in different parameter regimes. For 5«yo, which

corresponds to the high-carrier-density limit, Ii~ and I~
have similar signal magnitudes. The same result is ob-
tained using the equation for noninteracting two-level

systems. ' In contrast, I~ is much smaller than I~~ if

5»yo, which is appropriate for relatively low carrier
densities. In addition to the usual FWM scattering
mechanism (scattering of the pump field and pump-
induced polarization at its own density grating' ) in Eq.
(1), EID introduces a channel through which the cr+ po-

larization can be scattered by the 0. density grating, and

vice versa. If E|~~Ez, all three mechanisms contribute to
FWM signals. However, for EilE2 the contribution due

to EID is canceled because the o+ density grating differs

from the 0. grating by a phase factor of m. . Therefore,
only the first two scattering mechanisms contribute to the
FWM signal. By changing the relative polarization of
the pump and probe, we can modify the magnitude of the
EID-induced FWM signals from the maximum at Ez~~E,

to its minimum at E2lE&. If EID is the dominant scatter-

ing contribution, then Ii~ &&I~, while I~~
—-I~ if EID is

insignificant.
If both pump and probe fields are linearly polarized

with a relative angle 8, the FWM signal is also linearly
polarized. The dependence of the signal intensity on the
incident polarization angle is found to be

I(8) ~ sin (8)+(1+5lyo) cos (8),
and the I"alarization of the FWM signal is

X
X

X
Y

X
Y

X
pa E+ ~4a&aza3+ [2 f aa+zaP3f(azP3+ 3Pza)],

(yo+ id, )

X
X

X

'Here the FWNI signal is not exactly zero, but small compared
with I~~. It is also Ypolarized.

E ~4pfpzp3+ [2pi pzp3+af(pza3+p3az)] .
(yo+id, }

(12)
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The corresponding three-beam FWM polarization selec-
tion rules are listed in Table II. When EID is the dom-
inant scattering mechanism, a FWM signal is allowed as
long as the circular polarization of the probe is identical
to one of the two pump fields. In the opposite limit (no
EID) a FWM signal occurs only if all three beams have
the same circular polarization.

Our experimental three-beam FWM results are also
summarized in Table II. The measurements are taken on

0
a 100-A GaAs multiple-quantum-well sample which is
described in Ref. 11. The three pulses have 3 ps auto-
correlation widths and a fixed delay of 5 ps. The carrier
density is less than 1X10 cm . Table II lists the ob-
served relative FWM intensities for various pump and
probe polarizations. Note that in Table II only the
theoretical possibilities of signals with certain polariza-
tions are given, whereas the relative signal strengths are
omitted. For 5&)yo, Eqs. (11) and (12) show that the
FWM strength induced by 0.+0. e+ pulses is one half of
that induced by 0+0.+0.+. In our experiment this ratio
is between —,

' and —,'. This observation indicates that EID
is the dominant contribution for our experimental condi-
tions. The experimental results presented in Table II ex-
hibit very weak nonzero signals for polarizations, for
which theoretic "ally no signal is expected. These signals
are on the order of that expected due to residual elliptici-
ty arising from birefringence in the optical elements, and
hence are not considered significant.

We also measured the degree of polarization, defined
by p = (I+ I ) /(I+ +—I ), where I+ (I ) is the
cr+(o ) component of the FWM intensity, as a function
of the pump-excited carrier density for various field po-
larization vectors. In Fig. 1 we show results for the case
where the first and second pulses are cocircularly polar-
ized and the third is linearly polarized. At low intensi-
ties, where a y' ' analysis is justified, the results agree
with the predictions of Eqs. (11)and (12) that the signal is
linearly polarized along the direction of the third pulse.
At high intensities, the FWM signal is nearly circularly
polarized in the same sense as the first and second pulses.
Although this behavior requires a treatment beyond y' ',
it can intuitively be understood on the basis of Eqs. (11)
and (12). In this case, pump-excited carriers contribute
similarly to By, /BN as the preinjected carriers, resulting
in a reduced EID parameter, 5. If 5 «yo, Eqs. (11) and
(12) show that p = l.

0.8
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0.4-

-0.2

10

s I I I

)010

FLUX (Photons/cm )

I I I

)011

FIG. 1. Polarization of the emitted signal for the circularly
copolarized first and second pulses and linearly polarized third
pulse. A value of +1 indicates cocircular polarization with
respect to the first two fields, and zero corresponds to linear po-
larization.

1.0

0.8

0.6

0.4

merically the multiband semiconductor Bloch equations.
Details of such an analysis without EID are given in Ref.
17. The EID parameter By, /BN is estimated using the
excitonic "plasmon pole" approximation. ' ' In addition
to the FWM, we account for the preexcitation by a
prepulse, which is at least one order of magnitude
stronger than the pump field. The numerical solution of
the SBE essentially confirms the results of Table I. The
exchange effects, however, enhance the dependence of
Ih /I~ on the EID parameter by about an order of magni-
tude. The time-integrated self-diffracted FWM signal as a
function of 8, induced by two linearly polarized fields, is
plotted in Fig. 2. The low density results show an almost
vanishing FWM signal for linearly cross-polarized pulses,
because in this case the dominant light-scattering mecha-
nism is EID. A weaker polarization dependence of the

IV. NUMERICAL SOLUTIONS

To compute transient two-beam FWM signals, includ-
ing many-body exchange and EID effects, we solve nu-

TABLE II. Polarization selection rules of three beam FWM.

0.2

0.0,
0 30 60 90

El
Excitation

E E3
Theory

$ «pp $))pp

299.0
5.4
3.8
2.3

7.5
0.38

96.6
66.0

Experiment

C7+ 0
FIG. 2. Time-integrated FWM signal from the heavy-hole ex-

citon at T=20 K vs the relative angle between the two incident
polarization vectors. Delay time is 300 fs and T& =100 fs. The
preexcited carrier density is No = 1 X 10' (solid line) and
5 X 10' cm (dashed line), respectively. The field strengths are
p„E&=0.01E& and p„E,=—0.001E& at the respective pulse
maximum (p,„ is the dipole matrix element).
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FIG. 3. Time-integrated FWM signal (in arb. units) of an in-

homogeneous system as a function of time delay for linearly
copolarized (solid line) and cross-polarized (dashed line) pulses.
NO=10" cm '. The inhomogeneous broadening is 1.9 meV.
Other parameters are the same as in Fig. 2.

FWM signal is found for large densities, which, again,
can be explained as a consequence of the decreasing EID
contribution at higher densities. The results of Fig. 2
confirm the predictions of Eq. (9j.

We now consider the effects of spatial inhomogeneity.
In Refs. 11, 14, and 23 it was found that in quantum
wells Ij and I~~ decay differently. This phenomenon was
assigned to energy inhomogeneities and a disorder-
induced breaking of the rotational symmetry. Our nu-
merical SBE solutions and perturbation calculations
show that I~~ and Ij have identical dephasing times if the
system is homogeneous. However, taking spatial inho-
mogeneities into account via a statistical Gaussian distri-
bution of the band gap, we find that EID also leads to
different dephasing times for I~ and I~~~. Since EID pro-

cesses are fundamentally different from the disorder in-
duced coupling in Ref. 24, further investigation is needed
to determine the relative strengths of these two effects as
a function of the sample parameters. Figure 3 shows the
EID effects in inhomogeneous systems. Underlying this
figure is an inhomogeneously broadened exciton reso-
nance with an inhomogeneous broadening of 1.9 meV.
We clearly find different decay rates for I~ and I~~~.

Finally, we want to mention another experimental re-
sult which supports the EID model. In Ref. 14 it is
found that the difference between I~~ and I~ vanishes if an
external magnetic field is applied. Here, the energetic de-
generacy of the cr+ and 0. transition is lifted. As a
consequence, the EID-induced FWM signal in I~, which
in the degenerate case vanishes due to a cancellation of
the density grating from the two degenerate transitions,
no longer vanishes.

In summary, our theoretical and experimental investi-
gations show that excitation-induced dephasing contrib-
utes significantly to FWM signals. Previously unex-
plained FWM polarization selection rules can be ex-
plained using our EID model. These selection rules ob-
tained from the third-order perturbation and numerical
calculations agree with a recent g' ' analysis of full
many-body equations.
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