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A highly correlated p-d model of cuprate oxide superconductors is analyzed by use of composite
operators on CuQ, clusters. A minimal set of composite operators to describe the electronic state is
identified from the criterion that the order of the approximation is determined by coupling constants
multiplied by the weight of their respective operators. It is shown that the intensity transfer among
bands with hole doping is well described within the mean-field approximation. Effects of the nearest-
neighbor spin correlation are investigated and it is shown that the band dispersions are strongly affected.
By the local antiferromagnetic correlation, the band dispersion of the upper Hubbard band is flattened in
the whole Brillouin zone, while that of the p dominant band near the Fermi level is flattened only around
a certain region centered at the zone boundary. In the moderately doped region, the Fermi surface is

consistent with a large Fermi surface.

I. INTRODUCTION

Since the discovery of the high-T, superconductors,
the electronic structure of CuO, planes has been investi-
gated intensively in order to understand the speciality of
electronic properties in oxide cuprate superconductors.
From experimental and theoretical analyses, the follow-
ing facts have been usually accepted: The parent insula-
tor is a charge-transfer insulator whose gap is formed be-
tween the upper Hubbard level of Cu de , orbitals and

Op,and O p, orbitals."? A highly correlated p-d model
is suitable to describe the electronic state of oxide cuprate
superconductors.’ > The doping dependence of the elec-
tronic state is not rigid-band-like, but an intensity
transfer from the high-energy region to the low-energy
region is induced.®”° This shift of the intensity occurs
without collapsing the level distances. With hole doping
a highly correlated in-gap band is formed!°~!? and it has
a large Fermi surface.!* !¢ In a heavily doped region, the
electronic structure is more bandlike and the system
behaves as a normal metal. There are many theoretical
works investigating the nature of the electronic state in
oxide superconductors by use of the p-d model.'’~%" It
has been argued that the model may be reduced to a sim-
ple Hubbard model,®®?’ t-J model,”® or Heisenberg-
Kondo model.’' "33 The electronic state near the Fermi
level in the moderately doped region is still controversial
in a conventional Fermi liquid state,?!?%2%3* resonating-
valence-bond state,>>3¢ Luttinger-liquid state,*’ and mar-
ginal Fermi-liquid state.*

In previous papers?? we have proposed to describe the
electronic excitations as combinations of composite elec-
tronic excitations on CuQO, clusters. Strong correlation
may create certain excitation modes extended over
several lattice points in which several modes are simul-
taneously excited. By considering certain combinations
of composite operators extended over several lattice
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points, one can extract the desired excitation modes.
Then the propagation of electronic excitations is de-
scribed as a repetition of those composite excitations.
We have shown that the change of electronic states near
the metal-insulator transition is understood from the lev-
el shift and mixing among composite excitations and also
have pointed out the possible description of the crossover
from a correlated band to a simple bandlike structure. A
similar approach may be found in Refs. 23 and 24.

There are several reasons to revisit the mean-field
analysis of the electronic state in the p-d model by the
composite-operator method. The first reason is to see
whether or not there is a better choice of operators which
reproduces the result of Ref. 22 more easily in the mean-
field level. This means that we look for a better combina-
tion of operators to describe quasiparticle excitations. In
Ref. 22 the transfer of intensity shows qualitatively
correct behavior after the inclusion of the dynamical
correction in the self-energy. However, the self-energy
used there still has a large component in the high-energy
region, which prevents a further detailed investigation of
the low-energy behavior. The fact that there is a large
high-energy component in the self-energy may indicate
that an additional composite operator is necessary to take
care of its contribution. Then we ask the general ques-
tion of how to determine a better choice of composite
operators and how to estimate the order of approxima-
tion which determines the distribution of the main
weight. In this paper we will find a general rule to identi-
fy an expansion series of composite operators to describe
a highly correlated electron system. It will be shown that
expansion parameters are coupling constants multiplied
by the weight of operators. We will demonstrate that the
operator series chosen according to the obtained criterion
improves the approximation very much, by comparing
the result of approximate calculations and the exact re-
sult for the single-cluster case. The second reason is to
clarify what factors control the distribution of the main
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weight in the p-d model. In the mean-field approximation
treated in this paper, the on-site property is described
quite well, as will be shown in the single-cluster analysis.
As for intersite contributions, the present mean-field ap-
proximation takes care of up to the tb order according to
the estimation of the operator weight, where ¢ is the p-d
mixing energy and b is a p-d mixing parameter which is
proportional to /A (A is the charge-transfer gap) for
small t /A. The correction beyond the mean-field approx-
imation is of the tb> order. This indicates that it is now
possible to investigate quantities which play sensitive
roles to change the distribution of the density of states in
the energy scale of tb. In the previous paper, the
nearest-neighbor spin-correlation effect is neglected.
Such an effect is expected to affect band dispersions
through the Pauli principle. Simplification of the calcula-
tion due to the mean-field approximation enables us to in-
vestigate the effect of the nearest-neighbor spin correla-
tion to the density of states. It will be shown that the
nearest-neighbor antiferromagnetic correlation works to
narrow the bandwidth of the upper Hubbard band, while
the p-dominant band near the Fermi level is narrowed
only around a certain region centered at the zone bound-
ary. In the moderately doped region, the results are con-
sistent with a large Fermi surface. It will be pointed out
that the flattening of the p band occurs within the energy
region of the tb* order.

The paper is organized as follows. In the next section,
the formula for the p-d model in the composite-operator
method is presented. In Appendix A, the composite-
operator method presented in Ref. 22 is summarized in
an elaborated form, and in Appendix B, explicit forms of
mean fields are presented. There the operator expansion
is fully used and the mean fields are expressed in a com-
pact form by use of expansion coefficients. In Sec. III the
results of numerical calculations are presented. First the
approximation method is applied to the single-cluster
case and the result is compared with the exact one. For a
wide range of parameters, both results coincide quite
well. By including intersite effects, the change of the
band structure with hole doping is investigated. We
show that the present mean-field result produces a doping
dependence of the electronic state similar to the one in
Ref. 22. In addition, the effect of the nearest-neighbor
spin correlation is investigated and it is shown that, by
the nearest-neighbor antiferromagnetic correlation, the
upper Hubbard band is flattened, while the p band near
the Fermi level is flattened only around a certain region
centered at the zone boundary. A possible relation to the
t-J model is discussed. Section V is devoted to conclud-
ing remarks, and in Appendix C the exact result of the
single-site case is presented.

II. p-d MODEL

Let us consider the highly correlated p-d model used in
Ref. 22. Starting from the tight-binding model composed
of d electrons in Cu dxz__yz orbitals and p electrons in O
DPx»>Py orbitals on a CuO, plane, taking only the transition

to the upper Hubbard level (Cu d°< Cu d!° transition),
and considering only bonding p electrons, we have
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H= fdx S, {%eﬂng(x My (x )+sppl(x )p,(x)

+21 [l )p,, () +pl, xm,00)1)
@.1)

where €, and €, are bare energies of the p-electron level
and upper Hubbard level measured from the Fermi level,
respectively, and

N, (x)=d (x)n_, (x), (2.2)

n_y(x)=dl (x)d_,(x), 2.3)

Poy(x)=y(=iV)p,(x), (2.4)
and

r(k)*=1+7,(k), (2.5a)
with

71(k)= —4(cosk,a +cosk,a) , (2.5b)

where a is the lattice constant. Hereafter we use spinor
notation and drop the index showing the spin freedom of
electrons unless it is necessary.

In the composite-operator method presented in Ref.
22, electronic excitations are expressed by identifying a
certain series of electron operators #,,. A summary of the
method is presented in Appendix A. The retarded func-
tion { R4, (x)y}(y)) is obtained in the form

F(R, (x W)

1
o—[m(k)+ém(w,k)I(k)™

IR |, 2.6

nl

where ¥ indicates the Fourier transform (see Appendix
A). The normalization I(k) and the mean field m (k) are
determined from

(I(k)),; = F {9, (x),¥](y)}) 2.7)

and

(m(k))n,=i7< ‘i—%up,,(x),z/;}f(y) l} , 2.8)

and 6m(w,k) indicates the dynamical correction. The
neglect of dm (w, k) defines the mean-field approximation.

In previous papers we have chosen as a series of fer-
mionic operators p, 7, and p,bn, (=p,) with
8n#=dTaud—<dTa#d) (0,=1 for p=0 and o, for
©=1,2,3). There the mean-field result and the result
with a dynamical correction show a drastic difference due
to the large contributions from the high-energy parts in
the self-energy. This indicates that the choice of the
series is not enough to handle the high-energy part in the
mean-field level. In fact, we can see that the operator
pym o;p, has weight of the order of 1, and it mixes
directly with p7,8n,-, which has a dominant contribution
near the Fermi level.

In order to remedy the mean-field result in Ref. 22, we
use the following criterion in order to identify an opera-
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tor series ¥,(x). As is in Ref. 22, the operators should
appear in the successive use of the equations of motion
obtained from the fundamental fields p(x) and 7(x). In-
dependent components are identified from the operator
products of fundamental operators, since the primal ener-
gies of local excitations are given by the sum of the ener-
gies of the constituent operators. Differently from Ref.
22, we choose only operators which have a nonsmall
weight. One may think that, in order to express the elec-
tronic state near the Fermi level, it is enough to choose
operators relating to excitations around the Fermi level.
This is not true because the relative energy positions of
composite operators before mixing change the intensity
distribution, and the energy positions are affected by
operators directly mixed with them; that is, when there is
an operator which directly mixes with operators situated
near the Fermi level and which has a nonsmall weight,
one should include it as a member of the operator series
in this scheme.

To treat contributions from operators with small
weight I as perturbation is also important in the present
scheme for the following reason. When I is small, the er-
ror for mI ~! is large. For example, the energy shift aris-
ing from the mixing expressed as [ H,¢,]=t, is roughly
+t4, /Iy(ey—e,) with I,,I, and €g,¢€, being the weight
and zeroth energy of ,,1;, respectively. When I, is
small and the level shift is evaluated from m I ', one
needs accuracy of I? order for the evaluation of m,
which becomes an origin of inaccuracy in the approxi-
mate calculation. Therefore the contribution from
operators with small weight should be treated as a pertur-
bation in the dynamical correction.

According to the above consideration, we have arrived
as the choice of electron operators, p-electron operator
p(x), restricted d-electron operator 7(x), p-electron
operator with Cu spin flip p;(x) [=op,(x)n(x)], and p-
electron__operator with p-d charge transfer ¢é(x)
[=—V2/n nT(x)'p,,(x)p,,(x)]. We denote these four
components by orthogonalizing as follows:

¥

p 2
() r (V2/n )y
- ~ , 2.9)
Y3 P p,—3br
' @ ¢—bp,—c,P

where we use the notations

p;=op,n, ¢=—r*-p7py . (2.10)

The coefficients b and c,4 are chosen to satisfy the ortho-
gonality

((Pp")=<({P,r"})=0, (2.11a)
({@,p"})=({®,rT})=({®,PT})=0, (2.11b)
and we have
b=(p,r"), (2.12)
cy={{$,PTHUI", (2.13)

with

I,={{P,PT}) . (2.14)
Denoting the normalization of ® as Iy,
Iy=({®,®"}), 2.15)
we have the normalization matrix I,,, in the form
10 0 O
01 0 O
I=15 o I, 0" (2.16)
00 0 I,

Explicit forms of I, and I are summarized in Appendix
B. The equations of motion of ¥, are obtained from the
Heisenberg equations

i%p(x)=epp(x)+tnry(x) , (2.17a)

t

i%r(x)=t,,p7(x)+8,,r(x)—7n[ps(x)—p0(x)] ,
(2.17b)
i%ps(x)Zapps(x)+t,,[3¢(x)+hs(x)] , (2.17¢)
i%qﬁ(x):——lt,,—n———lpy(x)—tn %po(x)
+(2e, —e,)p(x)+1,9%(x), (2.17d)
with
t,=2tV'n/2, (2.18)
Polx)=p,(x)dn(x), (2.19)
hs=a(r71n—pypz,or) ) (2.20)
Y= —rT-p?,ryl —rT-ryle +p}pypy
—Lplo*on,p,p, - @.21)
Here use was made of the algebra
rir,=2 1—L4tsnls,, (2.22a)
non
and
rort= —1+% sas—%an#w#)as. (2.22b)

From Eqgs. (2.17), the mean field m,; =({id¢, /3t 9]} ) is
obtained in the form

€, t,v(k) 0 0
t'l
tn'}/(k) €, _—CIP '_'_qu)
m= ‘ ,  (2.23)
0 ——"cIP mp Mpy
tﬂ
0 ——;dlq, Mgp me
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where
t’l
e,=e,,—2—b , (2.24)
n
CIP_< {ps _PoyP*} ) ’
(2.25)
dl={{p, _PO’CDT} ),
)
mP=< IIEP’PT ) ,
(2.26)
= ‘_Q_ T >
mpy ( [l 3 P,® ,
.0
m¢P=< [IEQJ,PT ) ,
(2.27)

mq,=< [i%(b,qﬁ]) .

The explicit forms of ¢, d, mp, mpg, Mmgp, and my are
presented in Appendix B.

The residual interaction, which induces dynamical
corrections, is obtained as

0
1
i " o 2.28
8]n —‘t" Bhs ’ ( . )
&Y
8po=p,0n—br—co,P—d,® , (2.29a)

8h,=a(r, n—p,plor)—3b,r—3c, P—3d,® , (2.29b)

|

2
(c d)

‘ o—mp(K)p(k)"!

3 (w0, k)=

The parameters appearing in the expression should be
self-consistently determined. For example, we have

2—n =<rrT)

Q
(27)?

[ d%* do[1—fr(o)]

_1 ]ImS,,(w,k),

-
(2.36)

where (2 is the volume of the unit cell and the integration
is for the first Brillouin zone. We solve the above equa-
tions self-consistently in the next section.

As will be seen in the next section, the above approxi-
mation reproduces the single-CuO,-cluster electronic ex-

—mpe(k)g(k)™1 ]!
—mep(K)p(K) ™! 0—mg(k)g(k)!

dSp=—

rpyry trtry oy =0l e,

1
+ ;pIUASn;LprY

—ayp,—byr—cy,P—d, . (2.29¢)

Here we have defined, for an arbitrary operator A4, ex-
pansion coefficients with respect to ¢, as

A=a,p,+b,r+c,P+d, o+54 , (2.30)
where

a,=({4,p")r7", (2.31a)

b,=({4,r"}), (2.31b)

c o ={{4,PT)HI; ", (2.31¢)

d=({4,0")I5", 2.31d)
and

({84,97})=0. 2.32)

The retarded function in the mean-field approximation
is obtained from Eq. (2.6) with dm(w,k)=0. For exam-
ple, we have, for p and r propagators,

Spp@: k)= w—sp—t3y2(k>[wl—s,—z,(w,k)]—‘ ’
(2.33)
S, (@,k)= L :
” w—e,—3,(0,k)— 2y} k)w—¢,) !
(2.34)
with
eIp(k)
0 | (2.35)

r

citation scheme quite well for the wide parameter range
of the ratio /A with A=g,—¢,. The weight arising
from the residual interaction in Eq. (2.29) is estimated by
evaluating the anticommutator according to the sum rule
(A13). Rough estimations show that, except for Ty Mis

the intersite contributions to the self-energy are of t,b°
order. The operator Ty i gives the ¢, b-order correction

to mp(k) near the Fermi level. However, it may be more
suitable to treat this operator as a perturbation, since it is
composed of operators in different sites and may show
the energy behavior of a two-excitation continuum rather
than an additional independent energy mode. Leaving a
detailed treatment of residual terms to a future work, we
make a rough estimation of the effect of the ry,n; term to
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mp(k) near the Fermi level in the t?/A order and see
how p-dominant bands are affected. Let us define an or-
thogonalized operator R as

R=r, —b,sr—c,SP—d, P, (2.37)
where
ry=or,n, (2.38)

and the coefficients b,x, Cr s and d,Y are chosen to satisfy
(R,r ) =(R,PT})=({R,®"})=0. (2.39)

For the present purpose, we approximate the dynamical
correction in Eq. (A11) for the P component as

8mpp(w,k)=~Ft2(RR(x)RT(y)),

Ix(k)
_ 42 R
ST (2.40)
where
I (k)=F({R(x),R'(y)]) . (2.41)

Note that the energy shift (2.40) is a bit overestimated.
Explicit forms of the coefficients b, , c, , and d, , and nor-

malization I are presented in Appendix B. Now the
present approximation is valid up to t,b order, including
intersite effects, as far as the p-dominant bands are con-
cerned. The dynamical correction starts from ¢,b* order.

III. RESULTS

By use of the formula in Sec. II and Appendix B, we
calculate the spectral intensity of the p electron, o pp(w),

and the d electron, U,m(a)),
__Q 1
app(w)—mfdzk —— [mS,(0k), (3.1
—_Q 2 |1 n
o,mw)—(zﬂ_)zfd k|=— m7S, ek, G2

where Spp(a),k) and S,,(w,k) are the retarded functions
of p and r [ =(V'2/n )n] operators, respectively.

First, in order to check the validity of the approxima-
tion, we show the comparison with the single-site result.
We consider the case of the temperature T=0 K. When
we switch off the intersite interaction (i.e., ;=0 in the
formula in Sec. II and Appendix B), we should have a
single-site result, which will be compared with the exact
result presented in Appendix C. In Fig. 1 we show the
energy levels and spectral intensity of one-particle excita-
tions. The solid symbols indicate the calculated results in
the present approximation, and the open symbols indi-
cate the exact results. Aise,—¢,; N is the total electron
number per site in the ground state. Figure 1(a) is for
N =3, and Fig. 1(b) is for N =2. Parameters are chosen
for one hole to occupy mainly the Cu site in the N=3
ground state. The circles are for p-electron components,
and the triangles are for d-electron components. The

1 LA A R B AR R
L /A=0.2/1.2 N=3 |
i ® ]
05 - - ]
r L ]
2 [yAa=0.6/12 ]
L | |
= L 4
—05p 7 ]
£ | $ ]
S I T I . ]

U s R R e
[ t/A=1.0/1.2 ]
05 8 -
i % To % i

0 Lo b 1 (.5‘._[ N L L 1

-4 2 0 2 4

Energy (eV)

] T LA LA | T T ]
[ /A=0.2/1.2 N=2 |
I ]
05k ® .
i M ]
I | 1
.é\‘ 0 -b—{-—a—f—»—‘—o—&—vjio—o—‘}-}—o—o—»—*—o—
& [ tyA=0.6/1.2 |
L L ]
E T ® 1
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FIG. 1. (a) Spectral intensities for p and d electrons in the
single-site case with N=3. Solid circles and triangles indicate
p- and d-electron spectral intensities calculated in the present
approximation, while open circles and triangles indicate corre-
sponding exact results. Temperature T is 107'° eV, and g, is
chosen for the Fermi level (o=0) to be situated in the middle of
the first and second lines. (b) Spectral intensities for p and d
electrons in the single-site case with N=2. Solid circles and tri-
angles indicate p- and d-electron spectral intensities calculated
in the present approximation, while open circles and triangles
indicate corresponding exact results. Temperature 7 is 107 '°
eV, and ¢, is chosen for the Fermi level (#=0) to be situated in
the middle of the first and second lines.



zero point of the energy is chosen at the Fermi level, so
that the lines with @ >0 show the transitions from N to
N +1 and lines with @ <0 show the transitions from N to
N—1. From the figure we can see that the formulas in
Sec. II reproduce the result of electronic excitations in
the single site quite well for different electron numbers
and a large range of the ratio ¢z /A. Only for N=3 with
large t /A (=1.0/1.2) [Fig. 1(a)] does the line just below
the Fermi level show a slight deviation between the ap-
proximate and exact results. There are several quantities
to determine mean fields as are shown in Appendix B.
Important quantities are d-electron density n
(=(d%.d)), p-hole density in the CuO, cluster 2a
(=2{p,p})), p-d mixing parameter b (={p,r')), and
p-hole—d-spin correlation parameter a, (= p,,p;r,a-n) ).
In Table I the calculated values for those parameters in
the case of Fig. 1 are presented. n, n,, and a change ac-
cording to the rate of electron distribution induced by the
p-d mixing. b shows the rate of p-d mixing, and it is pro-
portional to ¢, /A for small ¢, /A and saturates for larger
t, /A,

A

for N=3,
V2(1+A2)(1+2A2)
b= Y 3.3)
——— for N=2,
V(14+v3)(14+242)
with
2(2¢) _ 2V2(2t)
= 2 = A (3.4)
A+V A2+4(2¢)? A+V A2+8(2t)2

a, changes largely with the change of N, which is because
of the formation of the spin-singlet state

0 for N=3,

a,= 3 (3.5
————— for N=2.
2(1+42)

There are four lines in the spectral intensities. The
lowest line is ® dominant, but its intensity in p- and d-

TABLE I. Calculated parameters in the single-site case.

N=3
t/A 0.2/1.2 0.6/1.2 1.0/1.2
n 1.086 1.299 1.405
n, 1.907 1.739 1.693
a 0.04537 0.1299 0.1527
b 0.1866 0.2624 0.2529
a, —0.0003332 —0.02125 —0.04109

=2

/A 02/1.2 0.6/1.2 10/1.2
n 1.129 1.325 1.388
n, 0.8281 0.6810 0.6224
a 0.5849 0.6586 0.6880
b 0.2993 0.4028 0.4121
a, 1.202 0.9762 0.8881

49 MEAN-FIELD ANALYSIS IN THE p-d MODEL OF OXIDE. .. 1355

electron components is very small. In the N =3 case, the
two lines below the Fermi level (w=0) are transitions to
the singlet (closer line to the Fermi level) and triplet
states from the ground state, respectively. The ratio of
the intensity R in 0, (@) is given by (see Appendix C)

(1+V2Av)?
Rsinglet /R triplet = 3(1 +V2)

so that it changes from 1 to 1+1v2 as 7/A increases.
The change of the above ratio is due to covalency; the
singlet state is not purely composed of n,=1 and n;=1
states, and as ¢ /A increases, the mixture of the singlet
state with n; =2 increases. In the approximate calcula-
tions, when ® is neglected, the two lines below the Fermi
level are very much modified: for small ¢ /A, the position
of the two lines is interchanged and, for large ¢ /A, the
level distance is narrowed and the intensity is transferred
in a higher-energy line. This confirms that the inclusion
of ® is important to have the correct intensity distribu-
tion, although its intensity in p- and d-electron spectral
intensities is small. The ground state of N=2 is the
singlet state (here again we note that this singlet state is
not purely composed of n,=1 and n; =1 states). There-
fore the line just above the Fermi level in N =2 and the
line just below the Fermi level in N =3 are of the same
transition property. The change of weight for each line
with hole doping is as follows. The reduction of the
weight of the upper Hubbard level with hole doping be-
comes large with increasing ¢ /A. The reduced ratio of
p-electron intensity is (see Appendix C)

(3.6)

(A—V2v)?
R _, /R —y=——"——, (3.7
b2 /R == )
and the reduced ratio of d electron intensity is
1
RE_,/RE_;=—— . (3.8)
N=2/BN=3TT7"5

The presence of a p hole reduces the mixture of the p
component to the upper Hubbard level. The singlet line
in the spectral intensity increases largely when N is
changed from 3 to 2. Such an increase occurs in the p-
electron component. The reduction of the d-electron
component in the upper Hubbard level is supplemented
by the increase of the d-electron component in the triplet
line.

Let us now present the results with intersite effects.
First we show the results by putting 8mpp=0. Note that
8mpp shifts the energy position of the P component in the
order of t,f /A, but as the effect to the p and r retarded
functions, its contribution is one order reduced due to the
mixing scheme. In the present approximation, the
momentum dependence comes through y,(k),

v1(k)=—j(cosk.a+cosk,a) . (3.9)

The momentum integration is performed as

Q
fdx (217.)2

For simplicity, we approximate

Jakdx+y,n=[" drwix). 310



(3.1D
which corresponds to the approximation of Ref. 22,

~ g 27m
Y](k)~ Py k Q
The resulting bands are now approximately understood
as ones created by mixing among the levels presented in
Fig. 1. Although we start from operators defined in
CuO, clusters, we can express overlapping of singlet and
triplet excitations among different sites as well as mixing,
since we treat not states restricted on CuO, clusters but
operators expressing excitations. The mean fields induce
intersite hopping and represent overlapping of those exci-
tations. Level positions and weights are changed by the
effects of the surrounding sites. There are important
quantities to determine the electromc state in addltlon to
the quantltles n (=(d%d)), 2a (—2(pypy> b
=(p,r")), and q, (—(pypyo ‘n)). They are the
nearest-nelghbor spin correlations Y. —%(n-n’)) and
X (=3(n’ -p;r,ar )), where the prime indicates the
nearest-neighbor quantities. The mean fields x; and Y
are not calculable from the self-consistency of fermion
propagators only. These nearest-neighbor spin correla-
tions give a restriction on electron hopping from the spin
freedom. In this paper we treat ; and Y, as parameters
given by hand to clarify their roles.

First we give the result in which x;=yxj =0. In this
case the intersite hopping is induced only by p-r mixing,
t,7(k). The result for 1 /A=0.6/1.2 is presented in Fig.
2. The fine solid lines indicate the p-electron density of
states (DOS), and the bold solid lines are for the d-
electron density of states. The present result in the
mean-field approximation produces qualitatively the re-

(3.12)
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FIG. 2. Density of states for p and d electrons with
Xs=Xas =0
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sult of Ref. 22 with dynamical corrections; that is, with
hole doping, the DOS of the p-dominant band near the
Fermi level (let us call this band an A4 band) increases its
p-electron component with reducing the p-electron com-
ponent from the upper Hubbard band and also from the
lower p-dominant band (let us call this band B band).
Note that 4 and B bands are formed by the mixture of
singlet and triplet excitations. The calculated parameters
are given in Table II. In the table the dashed quantities
relate to the nearest nelghbor expectatlon values

:(pypy ), b"(p?,r ), and b/=(r'p]). The d-
electron number is little changed; therefore, d holes in the
upper Hubbard band are transferred just above the Fermi
level. Since Fig. 2 shows that in the same time the occu-
pied d component of the A4 band is transferred to the B
band, the net intensity transfer of the d component
occurs from the upper Hubbard band to the B band.
This analysis shows that the upper Hubbard band
reduces its p-electron component with hole doping, while
the change of its d-electron component with doping is
small. This is consistent with the experiment of O
1s —2p edge x-ray absorption and Cu 2p —3d edge x-ray
absorption.* By comparing Figs. 1 and 2, we note that
the rate of intensity transfer among bands roughly fol-
lows the tendency of the single-site result, although the
intersite effect accelerates the change. Note that the
change of the hole number per CuO, cluster is 1 in Fig. 1,
while it is ~0.2 in Fig. 2. In Fig. 3 we show the spectral
intensity of the single-site p-d model with finite U
(t/A=0.6/1.2) for N=3 [Fig. 3(a)] and N =2 [Fig. 3(b)],
where U is the on-site Coulomb repulsion on the Cu site.
From this figure we can see that the reduction of the d
component of the upper Hubbard band depends on the
value of U. For U <5, we must consider the effect of the
lower Hubbard level. The discrepancy for the intensity
transfer of the d component between the results of Fig. 2
and simulations?>2® may be the difference of the value of
U. Summarizing, holes are mostly doped in p-electron
components and form a p-dominant band at the Fermi
level; that is, p electrons circumvent the mixing with the
upper Hubbard level and tunnel through by use of the
bond excitation P.

Next we investigate effects of nearest-neighbor spin
correlation. The local spin correlations y; and Y, have
roughly the relation

Xus =2bY; , (3.13)

TABLE II. Calculated parameters with lattice effects for

X:=Xas=0. Given parameters are A=1.2 eV, t=0.6 eV, and
T=0.010eV.
€, —1.30 —0.80 —0.60
n 1.313 1.313 1.334
n, 1.763 1.754 1.519
n,=3—n—n, —0.075 —0.067 0.147
a 0.1515 0.1580 0.3505
b 0.2486 0.2498 0.2939
ag —0.0256 —0.01590 0.3215
a’ —0.0711 —0.0756 —0.1962
b’ —0.079 54 —0.0809 —0.1238
b, —0.0336 —0.0369 —0.1335




49 MEAN-FIELD ANALYSIS IN THE p-d MODEL OF OXIDE. ..
ASESS ERRSS RARRS RASRY RSN RASSS SaRRS RaRA
(a)N=3 U=3 [(b)N=2 U=3
0.50 —+
RIERIRE
0.00 8 Ii f M AAAS RASASRAARS T ?L
U=4 U=4
0.50 + ¢ -+ _
0.00 Jri‘ li % 1 T 1; T ? T $

00 e

.50 9 4

Intensity
o
<
i
o

Spectral

o o
(@,
(@]
T
—
2 d
—p——o
lo—&
|
T
Ho—o
150 1
»>——b —b——© ]
] }—>—o l > o s
-
. - | I

-8 -6 -4 -2 0 2 4 -4 -2 0 2 4 6

Energy(eV)
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are for p electrons, and open triangles are for d electrons. (a) is
for N=3, and (b) is for N=2.

since

(min'y ;Y ={n;n/Y{n/n}) " Yn/n',;), (3.14)
with n ;= pI,a ;7. The mean field y; represents the
nearest-neighbor spin correlation, and the range of the
value is from —1(2—n) (local singlet limit) to 3(2—n)
(local triplet limit), where (2—n) is the magnitude of the
on-site spin Y, [=%(n-n)=(2—n)]. In the antiferro-
magnetic limit, it has the value —1(2—n). Note that x;
can be negative even though there is no long-range anti-
ferromagnetic order; it shows only the nearest-neighbor
spin order as average. With decreasing antiferromagnetic
correlation, y; approaches zero. In Fig. 4 we present the
result with y;=—0.2. The calculated parameters are
given in Table III. The on-site parameters a,b,a, are not
much different from the ones in Table II. The most
prominent effect of the antiferromagnetic correlation is
the change of the bandwidth. The upper Hubbard band
is narrowed considerably. In the d-electron hopping, the
spin configuration puts a strong restriction because of the
Pauli principle. In the nearest-neighbor antiferromagnet-
ic correlation, the spin flip is necessary for the nearest-
neighbor hopping. Therefore the bandwidth should be
reduced from ¢, b to the energy necessary for the spin flip,
t,b3, where b is a p-d mixing parameter, b = ( pyr*), and
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TABLE III. Calculated parameters with lattice effects for

X;=—0.2 and yy=2by;. Given parameters are A=1.2 eV,
t=0.6eV,and T=0.010eV.

£ —1.40 —0.90 —0.60
n 1.328 1.326 1.336
n, 1.760 1.755 1.500

ny=3—n—n, —0.088 —0.081 0.164
a 0.1609 0.1646 0.3593
b 0.2493 0.2506 0.3046
a, —0.007843  —0.002047 0.3489
a’ —0.08287 —0.08477 —0.1922
b’ —0.09047 —0.09113 —0.1291
b; —0.090 58 —0.09175 —0.1723

it is proportional to ¢ /A for small ¢ /A. The same effect
can be seen at the top of the band just below the Fermi
level (A band ). This band is expected to be dominantly
of singlet character, although the triplet character may
be mixed, as can be seen from the single-site result. The
result shows that, differently from the upper Hubbard
band, this band has a bandwidth of the order ¢,b as total.
In order to see the effect of the local spin correlation
more closely, we present the band dispersion in the p-
electron spectral function. In Fig. 5 we show the energy
dispersion corresponding to the case of Fig. 4 with
€,=—0.9 eV. We can see that the energy dispersion of
the A band is flat in the zone boundary, while roughly
from the half zone the energy dispersion extended over
the range t,b. We expected that the local antiferromag-
netic correlation would work to narrow the bandwidth in
the same way as in both the upper Hubbard and 4 bands
by restricting the electron hopping from spin freedom.
However, the obtained result shows quite different
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FIG. 4. Density of states for p and d electrons with
X:=—0.2 and yy =2by..
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FIG. 5. Spectral density of p electrons o,,(w,k) with
x:=—0.2 and y,,=2by..

behavior. The narrowing of the upper Hubbard band
occurs as we expect. The A band receives its effect only
around the zone boundary. The reason may be sought in
the p-d coupling constant ¢,y (k). The original of the p-d
spin-spin interaction is the p-d mixing, and in the period-
ic array the mixing strength changes with momentum,
especially at k=0, y%0)=0. Therefore at the zone
center the A and B bands coincide at €, without mixing
the d-electron component. This means that one cannot
construct the 4 band only from the excitations to the
spin-singlet states in the whole Brillouin zone. In the
zone center, the excitations to the triplet states are large-
ly mixed and therefore the restriction from the spin free-
dom may be weakened. The. #-J model is derived by as-
suming the singlet formation of p holes and Cu spins in
CuO, clusters. In the present case, the singlet formation
in a single CuO, cluster is complete as is investigated in
Fig. 1. Nevertheless, we have narrowing of the 4 band
only from the zone boundary up to the middle of the
zone. The overlapping of the CuO, clusters in the
periodic array requires the equal coupling of a p electron
to the neighboring d electrons, which produces the cou-
pling ¢,7(k). The different band structure of the present
analysis from the one in the #-J model may originate from
the different treatment of the overlapping of CuO, clus-
ters; that is, in the present analysis, the momentum-
dependent p-d mixing prevents the formation of the p-
dominant band only from the singlet state in the whole
Brillouin zone.

We present in Fig. 6 the energy dispersion for the case
of Fig. 2 (x; =Xy, =0) with g, = —0.8 eV just before the
hole is doped. The band slope around the zone boundary
is flatter in the case of Fig. 5 with y;=—0.2. Also the
intensity in the band edge is reduced in Fig. 5. This can
be understood as the effect of Ip(k), i.e., Ip(0)>1p(Q)
[Q=(w/a,m/a)] for negative ;. In the present approxi-
mation, the hole is doped by forming a small Fermi sur-
face at the zone boundary and with hole doping it rapid-
ly, forming a large Fermi surface. When we choose
X;=—1, for example, the band dispersion is reversed
near the middle of the zone as shown in Fig. 7. Negative
larger y; means the tendency to form local spin singlets.
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FIG. 6. Spectral density of p electrons o,,(w,k) with
X5 =Xas =0.

This also indicates that ; is adjustable to form a flat
dispersion from the middle of the zone to the zone
boundary. With hole doping the antiferromagnetic
correlation may be reduced; then, the band slope is rapid-
ly recovered to the one with y; =0. Whether or not the
Fermi surface is large at very small doping is not con-
clusive in the present approximation, although in the
moderately doped region, the results with both y; =0 and
X: = —0.2 are consistent with the large Fermi surface. In
the four-site cluster simulation of the exact diagonaliza-
tion with periodic boundary condition,?’ it is reported
that the energy minima occur at the middle of the zone
on the closest band to the Fermi level. In our calculation
the intensity at the zone boundary in the A band is small,
and the intensity in the upper Hubbard band is large at
the zone boundary and it is small at the center of zone.
This is also consistent with the result of the simulation.?’
Finally, we show how the shift of the P level through
dmpp given in Eq. (2.40) modifies the 4 band. Figure 8 is
for the DOS, and Fig. 9 is for the spectral function
opp(co,k). The DOS of the 4 band is slightly narrowed,
and the band edge is a bit rounded. From Fig. 9 one can
see that the flat region of the A band is reduced, and this
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FIG. 7. Spectral density of p electrons o, (w,k) with
Xs=— 1 with x4, =2bY;.
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is the origin of the rounding of the DOS. The above
change is due to the momentum dependence of €p(k),
where

ep(k)=[mp(k)+8mpp(k)]Ip(k)"". (3.15)
By expanding with respect to 7, we have
ep(k)=(mpy+8mppy)Ip 1),
+[mpp(Ip ot mppoIp '),
+8mppoIp 171, (3.16)

where mppg, mpp;, etc., are expansion coefficients. The
coefficients in front of ¥, produces a ¢, b-order value, and
dmpp, works to reverse its slope. In the moderately
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FIG. 9. Spectral density of p electrons o,,(w,k) with
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1359

doped region, the Fermi surface is consistent with a large
Fermi surface. This analysis shows that the modification
occurs in a small energy region (~t,b°%) near the Fermi
level. To discuss further the behavior of the band near
the Fermi level, we must include the ¢,b3-order correc-
tion and also calculate y;, which is beyond the present
approximation.

IV. CONCLUDING REMARKS

In this paper we have investigated the highly correlat-
ed p-d model in the mean-field approximation and studied
in detail factors which change the distribution of the den-
sity of states with hole doping. Electronic excitations are
described as a combination of composite electronic exci-
tations in the CuO, cluster. The mean fields are defined
for those composite excitations, and they describe the lev-
el shifts and hopping matrices among those excitations in
the lattice. It is pointed out that the order of the approx-
imation is determined by the weight of the operators. By
identifying the basis of the composite operators with a
weight of order 1 in a CuO, cluster, we have chosen a
series of operators which reproduce the single-site result.
Then the bands are formed by mixing among those com-
posite excitations.

The change of the density of states with hole doping in
the mean-field approximation is summarized as follows.
With hole doping, holes are mostly doped in the p-
electron component and form a p-electron-dominant
band at the Fermi level. The DOS of the p-dominant 4
band near the Fermi level increases its p-electron com-
ponent with reducing the p-electron component from the
upper Hubbard band and the lower p-dominant B band.
In the U= o model, a small part of the d-electron com-
ponent in the upper Hubbard band is transferred to the
lower B band, but in the upper Hubbard band the total
intensity of the d component is little changed. Only the p
component is transferred at the Fermi level. This is con-
sistent with the experimental result of O 1s —2p edge ab-
sorption and Cu 2p —3d edge absorption.’® This result
gives us a picture that p electrons circumvent the mixing
with the upper Hubbard level and tunnel through by use
of the bond excitation P.

The bands are formed from the single-site excitation
levels, the upper Hubbard level, spin-singlet excitation
level, and spin-triplet excitation level. With hole doping,
the p-d spin-correlation parameter a,, changes rapidly,
representing an increase of doped holes in the spin-singlet
states. The bandwidth is primary determined by the p-d
mixing parameters ¢ and b (= p},rT)) as t,b. However,
the bandwidth is very much affected by the nearest-
neighbor spin correlations y; and Y. In the limit of the
antiferromagnetic correlation, the upper Hubbard band is
almost flat. In the p-dominant A band near the Fermi
level, the zone boundary is strongly affected. The 4 band
becomes flat in a certain region centered at the zone
boundary. From the middle of the zone to the zone
center, this band has a dispersion of order ¢,b. In a
moderately doped region, the hole doping occurs con-
sistently to form a large Fermi surface. The rapid forma-
tion of the large Fermi surface may indicate a rapid satu-
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ration of the plasma frequency with carrier doping, con-
sistent with the experiment of optical conductivity.’

Since y; is not calculable only within the present
scheme of fermionic propagators, it is not conclusive
whether or not a large Fermi surface is realized just at
the metal-insulator transition from the present analysis.
The doping dependence of the T-linear coefficient of the
specific heat may be also related to this problem of large
or small Fermi surface. Since the slope of the electron
energy spectrum is controlled by y:;, it is necessary to in-
clude the evaluation of spin fluctuations, which is beyond
the present approximation. If the spin susceptibility of
the Cu spin changes from a local behavior to an itinerant
one with carrier doping, the local antiferromagnetic
correlation y; may be weakened , and a change of the en-
ergy slope is expected. The present analysis shows that
the flattening of the band dispersion occurs within the en-
ergy range of tb> order. We point out that in the present
self-consistent approximation a case with a small Fermi
surface is also consistent with the Luttinger theorem by
the appearance of zero points in the propagators.

In the present analysis, the dynamical correction is
neglected. Therefore any pole that appears in the propa-
gators is a stable one. The effect of the ry,ni term with

weight of order 1 is evaluated by a simple approximation.
This term gives the shift of the P component in the ¢,b
order. Therefore neglected dynamical corrections start
from the #,b> order. Such corrections may be treated as
a perturbation to discuss low-energy behavior. By loop
corrections we can include effects in which constituent
modes, such as p electrons and spin fluctuation, behave
independently. Mean fields describe the effects of local
correlation, while loop corrections describe higher-order
intersite corrections. When the self-energy correction
through the antiferromagnetic spin fluctuation is con-
sidered, a continuum of electron and spin fluctuations
may cover the present band structure with a half-zone-
shifted structure, and near the Fermi level the electronic
state may have a structure in which the stable band is
formed from the zone boundary to the middle of the zone
and the continuum composed of p electrons and antifer-
romagnetic spin fluctuations from the middle of the zone
to the zone center with reducing intensity. This may
affect the behavior of the electronic properties near the
Fermi level. One indication of the importance of this
correction is found in Ref. 22 where we have shown that
the imaginary part of the self-energy of the electron in-
creases its intensity very rapidly with departing from the
Fermi level due to the effect of spin fluctuation, although
it vanishes at @ =0 with T7=0 K. A self-consistent treat-
ment of spin fluctuation and a study of the effect of the
dynamical correction are in progress.
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APPENDIX A: OPERATOR EXPANSION

In this appendix we briefly summarize the composite-
operator method which was proposed in Ref. 22. In the
composite-operator method, electronic excitations are
represented as a combination of several composite elec-
tronic operators extended over several lattice points
which express certain collective excitations. There are
many causes by which such collective excitations are
formed; for example, they may originate from the occu-
pation number dependence of the electron energy arising
from the intra-atomic Coulomb interaction, from a
molecular structure relating to a covalent bonding, or
from a bound state formed by certain interactions. How
to identify a series of composite operators depends on the
systems and their ground-state properties.

Let us assume that we have identified an appropriate
series of fermionic operators 1,(x). The time derivatives
of them are expressed as an expansion in terms of this
series of operators and residual terms,

lga;d]n(x): 28,’"'(_iv)¢nr(x)+8jn(x)=jn(x) , (Al)

where x indicates (¢,x) and ¢,,(—iV) indicates that the
coefficients ¢,, operate as the momentum-dependent

€,n,/(k) on the Fourier transform of 9,(x). As the nor-
malization of operators, we use the norm
LK) =F (¢, (x),¥](y)}) , (A2)

where 7 indicates the Fourier transform and is defined
for arbitrary function f(x) as

Ff(x)= [dx e ®*f(x). (A3)
The expansion coefficients are defined from
m, (k)= ge,,,xk)z,.,(k)
=F({j,(x), ()}, (A4)
with
({8j,(x),9¥](y)})=0. (A5)

The coefficients €,,(k) are mean fields which represent
the level shift and on-site and intersite mixing among
composite excitations. The matrix m,; (k) has the Hermi-

ticity property
m,,l(k)=m1,,(k)* 5 (A6)

since

9 1 = 8yt >
<[1 a3 ¥, (x),¥i(y) ]> <[¢,,(x), iy ¢1(y)] . (A7
Then the retarded function (R4, (x)¥](y)) is obtained

in the form

1 I
o—e(k)—3w,k)

F(RY,(x)P](y))= (k)| , (A8

nl

where 7 indicates the Fourier transform and is defined by



F(R, (x )¥](0))
=—i [dtd% ™' *X(R,(x)9](0)) .  (A9)
The self-energy 2(w, k) and ET(w,k) are defined by
(R8j,(x)¥](»))
=33, ia%, —iV, (R (x1](»))  (A10a)
-and
(R, (x)8jf(»))
=33}, —iait,ivy (R, (x)W}(y)) . (A10b)
4 y
They are obtained from
8m (0, k)=F(R8j,8j] ),
=3(w,k)I(k)=I(k)3(w,k) , (A1)

where the subscript I indicates the irreducible part and,
from Egs. (A8) and (A10), is defined by

(R&j,(x)8j](y));
=(R&j,(x)8j](»))
- 22}"1

<

(R&j,(x)Wh(y)) . (A12)

d
—i—,iV
at, y

The dynamical correction 6m (w, k) satisfies the sum rule

fdw

Imém,,,(w,k)=F( {8j,(x),8j(y)}) .

T

(A13)

The residual term §j,(x) is usually expressed as a sum of
certain operator products multiplied by coupling con-
stants. Then the sum rule (A13) shows that the order of
the correction is estimated from the order of the coupling
constants multiplied by the norm of the concerned opera-
tors. Since the residual terms are expressed as higher-
order operator products, whose contributions arise from
multiparticle states, higher-order operator products may
have smaller weights after orthogonalization. It should
be noted that the choice of the series depends in general
on the property of the ground state, and therefore the
weight I,,(k) varies as the ground state is modified.
Since the order of the approximation is determined not
only by the coupling constants but also by the weight of
the residual operators, the present scheme gives a kind of
self-consistent perturbation scheme without depending on
the magnitude of the coupling constants. Applicability of
the approximation depends on how one properly chooses
the basis operators to express excitations, which covers a
wide range of parameters. It should be noted that the ex-
pression (A8) is exactly same as the one obtained from
the projection operator method. 4412324

As for 9,(x), we choose simple operator products of
fundamental fields which appear in the equation of
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motion. When a certain bound state if formed, extending
over several lattice points, a proper operator to express
this bound state must be chosen. In the p-d model of ox-
ide superconductors, we expect the excitations to be pri-
marily local, since the system is close to the ionic crystal.
Then the natural candidates of a series ¥,(x) are elec-
tronic excitations in a CuO, cluster (or an extended clus-
ter if necessary).

APPENDIX B: EXPLICIT FORMS OF I AND m

In this appendix we present the explicit forms of the
normalization matrix I,; and the mean field m,,. We first
sketch the procedure of the calculation of them.

We have

I,=({P,P"})=31—9b2, (B1)
with

I,=4{p,pl}) , (B2)

b=(p,r"), (B3)
and

Iy=({o,®"})=1,,—c}l,, (B4)
where

I,={{g.,0"}), (B5)
with

p=¢—bp, (B6)
and

cy={{6,PT)Up)1=31, 05, (B7)
with

I,=4({¢,p]}) . (BS)

Therefore the calculation of Ip and I is reduced to the
evaluation of the anticommutators I, I, and I ;.

For an arbitrary operator A4, we define the expansion
in terms of ¢, as

A=a,p,tbrtc,P+d, ®+84, (B9)

where the coefficients are determined from Eq. (2.31).
For example, we have the expansion

pi(=p,n;)=bo;r+c,o0,P+8p, , (B10a)

Po(=p,0n)=br+coP+d ®+5p, , (B10b)

¢=bp,+c,P+, (B11)
and

hs=aup, +byr+c, P+d, ®+38h; , (B12)

Y=ayp,+byr+c,P+d ,®+5% . (B13)

Then c and d in m of Eq. (2.23) are expressed by c;, ¢,
and d, respectively. The mean fields mp, mpg, and m
are calculated by considering the Hermiticity condition
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for m in Eq. (A6). The Hermiticity is taken with respect
to the simple operator product of fundamental fields, and
therefore the mean fields are calculated in such a way
that the time derivative operates always to the lower-
order operator product; that is, we use

_ _; 90 +[\_ z< 9 w‘)
3b<{P, tatr J) 9b tatr,r ’ R (B14)
—/].9 ’r>
= —P,®
"pe <’at ’
=< i9p ¢! >—-m ¢ (B15)
ot PT¢ >
and
_/].0 t
mg, <,t—at(l>,(l> >

.9
=< [zgqﬁ,d’)* l)—(bzepy2+c$mp+2c¢mp¢) . (B16)

Evaluating the anticommutators for various composite
operators, we have the normalization matrix I,,, in the
form

10 0 O
01 0 O
I= 001, 0]’ (B17)
00 0 Iy
where
Ip,=3I,—9b?, (B18)
IQ):Iw(p_ciIP ’ (B19)
c¢=3I¢SIP_1 R (B20)
and
I,=4%a,+X,+X:71 > (B21)
I¢szab+%xzis7/1 ’ (B22)
2—n . 2_ 32
I4>¢>~ (1—2a)+a”“—b
2 ’ ’ 1
+;ao(1+a)—a, 2a,+z Y- (B23)
Here we used the notation
a={p,pl), a/=(rrt), (B24)

with the prime indicating the nearest-neighbor lattice
point,

a,={p,p)), ag={p,pl),
b=(p7,rT> ,

X =Hnn)=2-n,
X;={(nn'),

Xus =4 (plorm’) .

The mean field is obtained in the form

€y t,v(k) 0 0
t'l tn
t,v(k) g, ——clp ——n—dlq,
m= ¢
0 ——cl, mp Mpg
tn
where
t,=2tV'n/2,

Ly
8,:8n—27b s

c=3¢c,—cq,

d:—do y
with
=1, co=—3bI, ",

d0=(1¢0“—c($COIP)I<;1 )

and
_ 2

mp= |g,+3t, c¢+chs+;—bc Ip

+9b[(sp—e,)b+tnb,,s] N

1 I,

mpe=3t, 1+3d,,s+;bd I¢—3—n—bcc¢IP

—9b[(£p—£,)b+t,,bhs] R

t’l

mq,: 2Ep_8ﬂ—2_’,l_d0+tnd¢ IQ

+ colp

t'l
—2—n—c0+(28p—-s,7)c¢+tnc‘,,

n—1

+b|—2t, +(e, —¢€,)b+1,ay v’

—cimP—2c¢mP¢ .

The necessary coefficients are calculated as

(B25)
(B26)
(B27)
(B28)
(B29)

(B30)

(B31)

(B32)

(B33)
(B34)

(B35)
(B36)
(B37)

(B38)

(B39)

(B40)
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4, =0, (B41a)
' 1 1,

by,=—a—a,—— ?as-f-ao — XY (B41b)

cps=—[4b,+2b(1—a)+3ab +3bb,, +Lxuy U5 ",
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dyle+eycsdp={{to'})

Il
S '._.

(l_a)dolq)

1
+—(1=a)co+3e,)c4lp+1

(B41c)
dps=(—bb"+b"y —cyen Ip)l 5", (B41d) (B42b)
a,=1—a —a,’+%(as—a0) : (B42a)  with
J
I:¢:¢=< {¢’¢T} )
2—n ' 2 ’ ' ' ’ 1 2 1
~2 e b —;(b0+aob +aby)+ -—(1-2a)+a,+-n—[2a —(2—n)(1—2a)]—;(as—ao) b
’ ”n ’ 1 ’ 1 ’ ’ ! 1 ’ ’
+ 124"+ 20"+ |b'+— |2a5b'+ 2"+ |(b5—b)) | i - (B43)
[
Here the following notation is used: where in the last step we take only the on-site contribu-
[ 1 ' 1 " ot tion'
b'=(r'py), bj=(r'pj), bo=(r'pg), (B44) The approximation in this appendix is valid up to ¢,b
b ={(( r,),p’r ), (B45) order and residual interactions induce a t,b*-order
’ correction.
a’=(p’yp;>, a{)=(p',p(§) . (B46)

An effect from a residual interaction, rs(=or71n), is

evaluated within the above mean-field approximation as
follows. First define R satisfying

((R,p")=((R,rT})=({R,PT})=({R,®T})=0

as
R=r —-b,sr -—c,SP—drstb . (B47)
We have
b, =—3 a,’+%x;71 , (B48a)
¢ Ip= —3(§bs'——%)(:,s‘yl+bb,s) , (B48b)
d, Io=—03b'b+cye, Ip) . (B48c)
Then I =({R,R}) is given by
Ig=1,, —b —c)Ip—d}I, (B49)

and I, , is evaluated as
sSs
= T
I, 0:‘({’71”:’”]"71})01'

za,-{(?‘,,lr;r,l )(n,-nj)+<r;r,lr},1 Ynin;)}o;

(B50)

~ 3
~TX: ’

APPENDIX C: SINGLE-SITE p-d MODEL

In order to see the validity of the approximation, we
investigate how much the present scheme reproduces the
exact result of the single-site case. We consider the
single-site p-d model with U =« given by

H=1lem+e,p'p+2e(n’p+pTy) . 1)

When we switch off the intersite interaction in the formu-
la obtained in Sec. III (i.e., put ¥,=0), we have the
single-site result. The retarded Green function of the
Hamiltonian (C1) is obtained by obtaining the eigenvec-
tors and evaluating the trace in the thermal average. The
total electron number is denoted by N, N=n +n,, where
n is the d-electron number and n,, is the p-electron num-
ber. The bare gap is denoted A (=e,,—ep ), and the
chemical potential p is included in the definition of ¢,
and €,; that is, €, should be read as €, U, for example.
In the limit of temperature 7=0, we have the following
results.

(1) N=3 ground state. In this case we have

12
n=1+—1—§'2- , (C2)

2
np=2—ﬁ2— , (C3)
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_ 2(2t)
A+VAT+4(20)?
We have, for the propagators,

(C4)

1 A? 1
Spp(@)= 21122 o,
\/“ 2
41 12 (1+ 2}2w) 1,1
4 1+A 1+v 0—E, —E,
_‘/"' 2
+(v 2A) 1 (©5)
1+v  w—g,
_1 1 1
Sopl@)= 21122 o—e,
2
1 A 1 S |
4 14+A% | 14+4? 0—¢, 0—E¢,
2
L — (C6)
1+v W—Ey
where
e, =€, T L[V AT+4(21)*+A], (C7a)
e,=¢, + L[V AT+8(21)? =V A +4(21)*] (C7b)
g, =e,— L[V AZ+4(2t)}—A], (C70)
P 2
g,=€, — L[V A?+8(21)2+V A2+4(21)?], (C74d)

and
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2V2(2t)
A+VATF8(2:)

(2) N=2 ground state. In this case we have
2

(C8)

v
n=1+-——, (C9)
1+42
v2
n,=1- T (C10)
We have, for the propagators,
1 1 (A—V2w)? 1
S,,(0)=—
T T 1A w—¢,
11 ja+vom? 1 1
2 1442 1422 o—eg o—e, |’
(C11)
1 1 1 1
e 2 1+ 14+A? 0—¢,
1 1 A 1 v 1
2 14+ 1+A%2 0o—g;, 1+ 0—¢,
(C12)
where
e, =¢, + [V A?+8(2t P+ V A?+4(2:], (Cl3a)
g, =¢, + L[V A?+8(2t P~V A2+4(21)’],  (CI3b)
e, =¢, — L[V A +8(21)'—A] . (C13c)
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