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It is explained that the points raised by %hitehead, De Bell, and Noakes in their Comment on our pa-
per in Phys. Rev. B 46, 11033(1992) are really not applicable.

Whitehead, De'Bell, and Noakes' argue in their Com-
ment (preceding paper) on our paper on the low-
temperature ordered states of RBazCu307 s (hereafter R
1:2:3)compounds that our calculations and resulting con-
clusions are inconsistent with the crystal electric field
(CEF) measurements in R 1:2:3compounds. We discuss
here the reasons why their arguments do not really apply
in our case.

We have, indeed, used all the experimental g values re-
ported in the literature for R 1:2:3 compounds.
Specifically, for the compounds Dy 1:2:3and Er 1:2:3we
did take into account the actual reported g values, as es-
timated from the CEF parameters derived from inelastic
neutron scattering (INS) data (Dy 1:2:3)and those deter-
mined from Mossbauer data (Er 1:2:3). Further, for Er
1:2:3,the values estimated from INS data were found to
be quite close to those estimated from Mossbauer data. "
We found that the predicted orderings on the basis of
these values did indeed agree with those predicted using
the g values calculated for RRh4B4 compounds. This was

clearly indicated in Table IV of our paper. Further-
more, experimental g values for Nd 1:2:3 (ging=3. 60;
gt =2. 13) have also been reported recently, the predict-
ed orderings on the basis of which are consistent with our
previously predicted ordering.

As for Ho 1:2:3, there was an error in our paper in
quoting the experimental orderings determined by Birrer
et al. In fact, our results show that even in Ho 1:2:3the
dipolar interaction correctly predicts the observed order-
ing, namely, z-axis antiferromagnetic ordering below 0.1

K. As for the tetragonal Ho 1:2:3, it is correct that a
singlet state lies lowest, which in itself does not possess
any magnetic moment. However, the admixture from ad-
jacent excited states is responsible for the magnetic mo-
rnent in this state, unless the temperature is too low to
permit such an admixture. It should be noted that if this
state is not magnetic then the exchange interaction would
also not exist.

As for the relative orders of magnitudes of the second-,
fourth-, and sixth-order CEF parameters, it is not true
that the fourth- and sixth-order CEF terms dominate in
R 1:2:3whereas in RRhz84 compounds the second-order
parameters dominate, as mentioned in the Comment.
The values quoted in Ref. 7 indicate larger numbers for

the fourth- and sixth-order CEF parameters than for the
second-order CEF parameters in Ho 1:2:3,Nd 1:2:3,and
Pr 1:2:3,because of the use of "tensor spin operators"
rather than the usual Stevens spin operators commonly
employed in CEF Hamiltonians. The corresponding
members of these two sets of operators di8er from each
other by certain factors, resulting in larger values of the
coefficients appearing in the fourth- and sixth-order CEF
terms relative to that of the second-order CEF term used
in Ref. 7. When the same Stevens spin-operator expres-
sions are used as in the case of RRh4B4, the resulting
coefficients in the second-order CEF parameters are,
indeed, dominant over the coefficients in the fourth- and
sixth-order CEF terms. This is further confirmed by
comparing the values of the coefficients in the various
CEF terms quoted by Furrer, Bruesch, and Unternahrer
using Stevens operators and the values of the coefficients
in the corresponding CEF terms quoted by Solderholm
et al. using the tensor operators.

Whitehead, De'Bell, and Noakes mention in the Com-
ment that the difference between g„and g values may be
as large as 30% in the case of Er 1:2:3,without any sup-
porting evidence. To the contrary, Hodges et al. , who
reported experimental g values for this compound, do not
find any significant di8'erence in the g„and g values. On
the other hand, two of the authors of the Comment have
themselves assumed equal values for the unit-cell parame-
ters a and b in their Monte Carlo calculation of the tran-
sition temperatures, ' thus ignoring the a, b anisotropy.

In general, the ordering of the various R 1:2:3 com-
pounds is expected to be the same on the basis of dipolar
interactions for both the tetragonal and orthorhombic
structures because their energies are about the same.
Also, the transition temperatures are practically the same
for the two structures except for Pr 1:2:3 and Nd 1:2:3.
For Prp 925Gdp p758azCu307 „T&= 16.5 K for x =0.1

(orthorhombic) and T&=7.5 K for x=0.98 (tetrago-
nal). " On the other hand, for NdBa2Cu30~ „T&=0.53
K for x =0.06 (orthorhombic) and TN = 1.5 K for
x =0.7 (tetragonal). ' lt may be because interactions
other than dipolar also play important and decisive roles
in Pr 1:2:3and Nd 1:2:3. To this end, as for the anisotro-

py between the x and y axis orderings, an examination of
Eqs. (3.3) in our paper reveals that both the nearest- and

0163-1829/94/49(17)/12344(3)/$06. 00 1994 The American Physical Society



49 COMMENTS I2 345

next-nearest-neighbor exchange interactions ( v„.,v„-} and
the g„,g values may become effective in determining
which particular ordering has the lower energy to prevail
at lower temperatures. There are other factors, also,
which are important in this context. For example, as dis-
cussed by Lynn, ' the materials can get "confused" about
what is the "correct" spin structure due to the infiuence
of twin and grain boundaries, defects, intergrowths, vari-
ations in the 0 content, etc., which could alter the deli-
cate balance of the dipolar energies. This leads, for both
Er 1:2:3and Dy 1:2:3,to similar dipolar energies for two
different configurations, depending on the metallurgical
state of the sample. Specifically, to describe them, these
two configurations are such that they consist of chains of
moments which are aligned ferromagnetically along the b
axis, but while in one configuration the adjacent chains
along the c axis are aligned antiparallel to form an overall
antiferromagnetic configuration, in the other
configuration the spins along the c axis are parallel, form-
ing ferromagnetic sheets of spins.

Many experimental electron paramagnetic resonance
(EPR) results on the Gd3+ ion have been published in the
literature (see Ref. 14 for a review). It is evident that,
despite being as S-state ion, the Gd + ion is characterized
by a spin Hamiltonian consisting of second-, fourth-, and
sixth-order spin operators (electron spin —,'), due to ad-

mixture of states with nonzero orbital angular momen-
turn. In zero magnetic field the states +—,'lie the lowest in

Gd 1:2:3 because the absolute sign of the dominant
second-order spin Hamiltonian parameter 8 2 is negative,
as reported by Causa et al. ' from a comparison of EPR
and specific heat data. This lowest-lying state will then
be characterized at low temperatures by an effective spin
equal to —,', associated with the g factors

g, =14,g„=g =0. (Incidentally, this value as quoted in
our paper was not based on a private communication
with Staveren and Andriessen but was rather based on
the well-known reasoning presented here. We note also
that two of the authors of the Comment have themselves
referred to unpublished material' in the context of
screening of the dipolar interaction and the demagnetiza-
tion correction. ) The EPR measurements of Causa
et al. ' indicate a CEF splitting of about 1.5 K in the
ground state of the Gd + ion in dilute Gd„Eu, 1:2:3.
Further, an analysis of their measured CEF parameters
indicates the existence of an easy axis of magnetization
along the z direction. As the temperature is reduced to-
ward the region where kT is comparable with the overall
splitting (about 1.5 K) the population of the upper levels
decreases, leading to an anisotropy in the g values, as well
as a smaller effective spin. More details are discussed in
the paper of Felsteiner' dealing with the low-
temperature ordering of Gd 1:2:3. The authors of the
Comment seem to be unaware of the experimental results
of Causa et al. , ' as their papers dealing with Monte
Carlo and magnetic propagator calculations based on di-
polar interactions' ' do not take into consideration
these experimental data. '

When there is coexistence of magnetic ordering and su-
perconductivity, as, for example, in the case of RRh4B4

compounds, ' ' one should take into account the demag-
netization correction to the energy of a ferromagnetic
configuration, in accordance with the calculations on
Chevrel compounds by Redi and Anderson, who deal
specifically with the case of HoMo6SS mentioned by the
authors of the Comment. In any case, even with the in-
clusion of the demagnetization correction which further
lowers the energy of the ferromagnetically ordered states,
none of the R 1:2:3compounds has been found by us to
have a ferromagnetic ordering lying lowest in energy on
the basis of dipolar interactions. This is in accordance
with the experimental results.

The R 1:2:3 system is very complicated, involving a
large number of electrons, and not amenable to a detailed
microscopic treatment. The simplifying assumptions
used in our calculations have been well defined in Ref. 2.
Further, the extrapolation of a single set of CEF parame-
ters has often been made in the literature (for more de-
tails see Refs. 21-23), and is consistent with the other
simplifying assumptions made in our calculations.

As for the remark in the Comment on the Monte Carlo
calculations of the transition temperatures, ' we point
out that while we have only attempted to predict which
particular magnetic order prevails at low temperatures,
the authors of Ref. 10, including two of the authors of the
Comment, calculate transition temperatures in a manner
contrary to their own concerns raised in the Comment.
Specifically, they employ the Ising model, using the pro-
jection of the magnetic moment along the easy axis of
magnetization. However, a more accurate approach
would be to use the Heisenberg model, resulting in a
value of the magnetic moment raised by a factor of
[(J+I)/J]'~ from that used in the Ising model, which
would in turn result in a transition temperature multi-
plied by a factor of [(J+ 1)/J] ( =3 for spin —,

'
) as dis-

cussed by Redi and Anderson. This would, in effect,
place greater importance on the role played by dipolar in-
teractions in determining transition temperatures.

We point out the omission of the term B606 in the CEF
Hamiltonian given in Refs. 2 and 18; see, e.g., Eq. (3.1) in
Ref. 2, although this term was in fact taken into account
in the calculation of the g factors for RRh4B4 corn-
pounds, which were also used for R 1:2:3compounds.

Finally, we maintain that our calculations establish
beyond doubt that the dipolar interactions alone can ac-
count for all the observed orderings of the R 1:2:3com-
pounds. This does not mean that the dipolar interaction
is necessarily dominant in all the R 1:2:3 compounds,
since this interaction cannot alone account for all the ob-
served transition temperatures, especially in the case of
Pr 1:2:3where the ordering occurs at a much higher tran-
sition temperature than in the other R 1:2:3compounds,
probably due to important roles played by other interac-
tions. Of course, Eqs. (3.2) and (3.3} in Ref. 2 do take
into account the exchange interactions in addition to the
dipolar interactions.
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