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Interpretation of the temperature dependence of the luminescence intensity, lifetime,
and decay profiles in porous Si
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The temperature dependences of the luminescence intensity, lifetime, and decay profiles for porous Si
are studied from 5 to 271 K. The radiative decay rates were determined from the tails of the decay
curves and found to have an activation-type temperature dependence above 10 K. To describe the non-

radiative process we propose a model in which we assume a tunneling and a thermally activated escape
of the photoexcited carriers through barriers with a Gaussian distribution in height. The temperature
dependence of intensity, lifetime, and nonexponential decay profiles are successfully interpreted in terms
of this model.

INrRODUc:rxON

Since the discovery of intense visible luminescence in
porous Si,' the mechanism of the luminescence has been a
matter of controversy, and the luminescence properties
have been studied extensively by means of both static and
dynamic measurements. In spite of these efforts, the ori-
gin and the mechanism of the luminescence are not yet
clear. Above all, understanding of the radiative and non-
radiative processes in this system is particularly impor-
tant, not only to clarify the luminescence mechanism, but
also to improve the luminescence efficiency of the system
for possible applications as light-emitting devices. The
luminescence lifetime and decay profiles have been stud-
ied on various time scales by several authors; in the psec
region by Matsumoto et al. and in the nsec region by
Gardelis et al. and Miyoshi, Lee, and Aoygi. In the
@sec-msec region, the temperature dependence above
room temperature (RT) was reported by Vial et al.
They interpreted the temperature and excitation-
wavelength dependence of the lifetime in terms of
luminescence quenching due to tunneling escape of car-
riers from the Si particles. On the other hand 't Hooft
et al. studied the temperature dependence of the lifetime
down to 4.3 K and concluded that nonradiative processes
are not a major decay channel and that the lifetime is
essentially determined by radiative decay, which shows
an activation-type temperature dependence. Recently,
Calcott et cl. have shown that the temperature depen-
dence of the lifetime of a long-lived component can be in-
terpreted in terms of singlet-triplet exciton doublets local-
ized in Si wires. Although these data cannot be com-
pared directly because of possible differences in the sam-
ples and the large differences in the time scales, there are
some common features. These features may be summa-
rized as follows.

(i) The lifetime is longer at lower temperatures (in the
@sec range reported by Vial et al. , 't Hooft et al. , and
Calcott et al. ).

(ii) The lifetime is longer at longer wavelength under
the same excitation wavelength (in the nsec range report-
ed by Miyoshi, Lee, and Aoyagi, in the psec range by
Matsumoto et al. , and in the @sec range by Vial et al. ,
't Hooft et al. , and Calcott et al. ).

(iii) The luminescence intensity increases when the
temperature is lowered from room temperature (in the
nsec range reported by Gardelis et al. , and in the @sec
range by Vial et al. ).

(iv) The decay curve has a nonexponential shape {in the
@sec range reported by Ookubo et al. and Vial et al. , in
the psec range by Matsumoto et al. , and in the nsec
range by Matsumoto et a/. , Miyoshi, Lee, and Aoyagi
and Gardelis et al. )

As for (iii) and (iv), however, 't Hooft et al.6 claim that
the intensity is almost constant from RT to 4.3 K, and
the decay curve is close to a single exponential. In addi-
tion, some of the authors note that the lifetime depends
on the oxidation level of the samples.

To the best knowledge of the authors, there has been
no publication which can fully interpret the nonexponen-
tial decay profiles and their temperature dependences. In
this paper, we investigate the decay behaviors of lumines-
cence at various temperatures and propose a model
which can describe these behaviors quantitatively and
comprehensively between RT and liquid-He temperature.

EXPERIMENT

The porous Si samples we used were made from (100)-
oriented p-type silicon substrates with a resistivity of
9—11 0cm. Al films were deposited on the back surface
to ensure a uniform anodic current distribution. The
porous Si layers were formed by anodization in a HF
solution at a constant current density of 30 mA/cm for
20 min. The anodizing solution used was a 1:1dilution of
49wt% aqueous HF solution in ethyl alcohol. After
rinsing in deionized water, chemical etching in a 1.5
wt% aqueous HF solution was carried out for 30 min.
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The sample was prepared about one week before experi-
ment, and the oxidation level is expected to be relatively
low. The sample was mounted in a How-type He cryo-
state in a He atmosphere and excited by a DCM dye
laser. In time-resolved measurements, 10-@sec rectangu-
lar pulses with repetition rates of 160 or 20 Hz were pro-
duced from cw light by an acoustic-optic modulator and
focused on to the sample by a cylindrical lens. The laser
power at the peak of the pulse was restricted to 10 m%.
The luminescence signal was analyzed by a 25-cm single-
grating monochromator equipped with a photomultiplier
(Hamamatsu R928), and then recorded and averaged by a
digital oscilloscope with a total response time of 1 or 150
psec depending on the load resister of the anode. The
spectral response of the whole system was calibrated by
using a tungsten standard lamp and the spectra were
corrected for this response.

RESULTS
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DECAY CURVES 5. 1K

1,459

The luminescence spectrum at 5 K under excitation by
1.873-eV light is shown in the inset of Fig. l. After sensi-
tivity correction, a peak appears at 1.48 eV, which is
lower than that under green light excitation. The decay
curves were measured at 1.459 and 1.698 eV with a band
pass of about 30 meV. The origin (t =0) of the time axis
is taken at the trailing edge of the excitation pulse. As
shown in Fig. 1, the lifetime is shorter and the decay
curve is more nonexponential at higher photon energy.
This tendency is in accordance with previous reports
[feature (ii) above], and seen for all temperatures. Here-
after, we discuss mainly the behavior at 1.459 eV, which
is near the maximum of the luminescence spectrum.

Figure 2 shows the decay curves at several tempera-
tures. Although we cannot see a fast-decay component in
our measurements if it exists, we can estimate the upper
limit of the contribution of components faster than the
pulse width. If there is a decay component much faster
than the pulse width, it will exactly follow the rectangu-
lar pulse shape. Therefore, the time-integrated intensity
of the fast component will not exceed the area of the ob-
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FIG. 2. Details of the decay profiles at 5, 40, 208, and 271 K,
under excitation by 1.873-eV light and observed at 1.4S9 eV.
The dots stand for the experimental data and the curves are the
calculated results {see text).

DISCUSSION

As seen from Fig. 2, the decay curve at 40 K is very

close to a single exponential, and, even near RT where

the shape is nonexponential, the tail of the curve seems

rather straight in the semilogarithmic plot. %e try to un-

INTENSITY at 1.459 eV

served luminescence signal during the excitation pulse.
The contribution of this fast-decay component estimated
in this way is less than 2% or 7% at 107 or 208 K, re-
spectively, while at 271 K the upper limit is 25%. There-
fore, we can consider that the main decay process is seen
on our time scale at least below 208 K. The typical time
constant of the decay changes drastically with tempera-
ture from several tens of @sec at RT to several msec at 5
K. In addition, the shape is very close to a single ex-
ponential around 40 K, but is strongly nonexponential at
higher temperatures and slightly nonexponential at 5 K.
From the time integration of the curves, we obtained the
temperature dependence of luminescence intensity, which
is shown in Fig. 3 by closed circles. The intensity in-
creases by a factor of about 40 from RT to 80 K and then
slightly decreases at lower temperatures.
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FIG. 1. Luminescence decay curves at 1.698 eV (7300 A}
(open circles) and 1.459 eV {8500A} {solid circles), measured at
5 K. The inset shows the spectrum at 5 K under excitation by
1.873-eV (6620 A) laser light. The decay curves are taken at the
positions indicated by arrows.

FIG. 3. Time-integrated intensity of the luminescence from
experiment (closed circles) and calculation from a time integral
of Eq. {8) (solid curve). The inset shows the Gaussian distribu-
tion given by Eq. (7) and used in the calculation.



INTERPRETATION OF THE TEMPERATURE DEPENDENCE QF. . . 11 007

derstand this part first. In interpreting the nonexponen-
tial decay in porous Si, some authors ' have suggested a
recombination of spatially separated carriers, which is
known to occur in amorphous semiconductors. ' In this
case, however, the long tail should exist at any tempera-
ture and it is hard to understand the almost exponential
decay at 40 K.

In the following, we introduce a phenomenological
model based on radiative and nonradiative recombination
of electron-hole pairs confined in microstructures of the
Si. The morphology of the microstructures in porous Si
has not yet been established. Although small crystalline
areas of several tens of A are often observed in electron
microscope images, the three-dimensional shape or con-
nectivity is not clear. For simplicity of modeling, we as-
sume Si particles of the same shape, spheres for example.
Other possibilities will be discussed later. Owing to the
quantum-confinement effect, smaller particles have a
larger band gap, which leads to shorter-wavelength
luminescence. According to our previous investigation
on a similar sample, the radiative recombination takes
place mainly from the lowest exciton state. " Therefore,
when we observe the luminescence at a Gxed photon ener-

gy, the relevant Si particle size is the same, neglecting the
phonon energy, which may be involved in the lumines-
cence process. Even if the size is constant, we can still
expect a distribution in the luminescence lifetimes. Thus
we assume an inhomogeneous distribution in the lifetimes
of the luminescence centers. Then the nonexponential
profile of the decay curves can be interpreted as a super-
position of exponentials with different time constants. In
this picture, the slope at the tail of the decay curve
reflects the lifetime of the particles which have the long-
est lifetime. The decay rate (reciprocal of the lifetime)
determined from the slope of the tail is shown in Fig. 4 by
closed circles as a function of I /T (K '). As the temper-
ature rises, the decay rate increases, following an
activation-type temperature dependence from around 10
K (with an activation energy of 3.45 meV). This result is
similar to that observed by 't Hooft et al. , although their
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FICx. 4. Solid circles represent the temperature dependence
of the decay rate determined at the tails of the decay curves
plotted as a function of reciprocal temperature. The open cir-
cles stand for the initial amplitude of the luminescence signal;
the ordinate scale is adjusted to fit the decay-rate curve. The
curve is calculated from Eq. (2).

R„=3pexp( Ep /ktt T—) +R p . (2)

For the curve in Fig. 4 30=5000 sec ', ED=3.45 meV
(40 K), and Rp =180 sec

Next we consider the origin of the nonexponential de-
cay. As the decay curve is very close to a single exponen-
tial at 40 K (Fig. 2), where the quantum efficiency is
highest (Fig. 3), the radiative decay rate seems to have no
large distribution. The nonexponential feature is more
likely to be related to a distribution in the nonradiative
decay rate. A nonradiative process is definitely necessary
to interpret both the nonexponential shape and the
significant luminescence quenching at higher tempera-
tures. %e suppose that there are quantum-confined elec-
trons and holes in Si microstructures. Some of the excit-
ed carriers will recombine radiatively and others may es-
cape from this limited region through the barrier and
recombine nonradiatively. Although it is not apparent
which carriers (electrons or holes) are important for such
a process, we consider the behavior of the electron for
simplicity. The nonradiative decay rate R„ is the sum of
a tunneling process and a thermally activated process.
First, we consider the tunneling process. The transmis-
sion probability of a particle through a rectangular po-
tential barrier in one dimension is given by'

Vpsinh Pa

4E( Vp
—E) (3)

activation energy (13.5 meV) is quite difFerent from ours.
We interpret this temperature dependence as that of the
radiative recombination rates. '

For a single Si particle, the luminescence intensity at
the time t after a pulsed excitation will be given by

I(t)=IpR„exp[ —(R, +R„)t],
if the pulse width and the detector response are much fas-
ter than 1/(R„+R„). Here, R, and R„are the radiative
and nonradiative decay rates, respectively, and Ip is a
constant. As can be seen from this equation, I(0)=IpR, ;
that is, at the very beginning of the decay, the lumines-
cence intensity should be proportional to the radiative
decay rate, no matter whether a nonradiative process ex-
ists or not. This is true also for the total luminescence in-
tensity from a group of luminescence centers with
difFerent R„, so long as the value of R„ is common in this
group. The open circles in Fig. 4 show the observed ini-
tial amplitude (at the trailing edge of the laser pulse) of
the luminescence signal. Its behavior is quite parallel
with that of the decay rate from 5 up to 155 K. The devi-
ation at 208 and 271 K is ascribed to the finite
excitation-pulse width and the slow response of the detec-
tion system. The good agreement suggests the validity of
the above-mentioned interpretation that the time con-
stant at the tail of the decay curve corresponds to the ra-
diative decay rate R,. Thus we can consider this curve as
the temperature dependence of the radiative recombina-
tion rate, which is common to all the contributing
luminescence centers observed at this photon energy, and
is fitted by the equation
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where

P E i /2/y (4)

y (iit2/2mg 2)1/2 (5)

Here, E is the kinetic energy of the carrier, Vo =E, +E is
the height of the potential barrier measured from the bot-
tom of the bulk conduction band, and E, is the barrier
height measured from the lowest energy level of the
confined carrier. Neglecting the confinement energy of
the hole, E is equal to EL E, wh—ere EL is the observed
luminescence photon energy, and E =1.17 eV is the
indirect-band-gap energy of bulk Si.' m is the effective
mass of the carrier, and a is the thickness of the barrier.
Thus, in our experimental conditions, E=1.46—1.17
=0.29 eV and p can be evaluated for a given value of y
and E, . The attempt frequency fo of this tunneling pro-
cess is roughly estimated from the traverse time of the
carrier in the lowest state in a Si particle of 30 A in diam-
eter. Assuming an effective mass of m, =0.19mo (in the
X valley), ' fo is estimated to be of the order of 10'
sec

Secondly, we add a thermally activated process, and
the total nonradiative recombination rate becomes

R„=fop+ f exp( E, /kti T)—, (6)

The total 1uminescence intensity is then given by

I„,(t)= f Ps(E, )I(t)dE,
0

=IoR„P~ E, exp —R„+R„E, t E, .
0

Here R„ is defined by Eq. (6) as a function of E, .
We tried to find a set of the four parameters f, y, E„
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FIG. 5. Solid curves are the decay curves calculated by Eq.
(8) at various temperatures, which are indicated by the numbers
close to each curve. The dots are the typical experimental data
taken at 5, 19, 80, 208, and 271 K.

where f is the attempt frequency for the thermally ac-
tivated process. Although we have no information about
the distribution of the barrier height E„we used a
Gaussian distribution centered at E„

Pz(E, )=P&oexpt —[(E, E, )/w] ) .—

and u that can fit simultaneously the shape of the ten de-
cay curves obtained between 5 K and RT. The best set of
parameters is found to be f = 10' sec ', y = l.02
meV, ' E, =259 meV (3000 K), and w =116meV (1350
K), but it is not clear whether this is the unique solution.
The distribution function used is shown in the inset of
Fig. 3. The decay curves including the amplitude can be
calculated from Eq. (8) for arbitrary temperature; the re-
sults are shown in Fig. 5 together with some typical ex-
perimental data for various temperatures. The agreement
seems almost perfect. The increase of the initial ampli-
tude from 5 to 80 K corresponds to the increase of the ra-
diative transition rate. With further increase of tempera-
ture, the mean lifetime decreases rapidly, mainly due to
nonradiative decay. Therefore, the initial amplitude does
not change much, and the decay curve becomes more and
more nonexponential. The detailed shape is compared in
Fig. 2. The exponential behavior around 40 K and the
nonexponential shape above 200 K are well reproduced.
Furthermore, the time-integrated intensity from this cal-
culation shown in Fig. 3 (solid curve) is in good agree-
ment with experiment. The decrease of intensity at
higher temperature is ascribed to thermally activated
nonradiative decay and the slight decrease at the lowest
temperature is ascribed to tunneling escape, which is not
very fast but cannot be ignored at low temperatures, be-
cause the radiative lifetime is extremely long at this tem-
perature. The maximum quantum yield in this calcula-
tion is about 85%%uo around 80 K. At this temperature, the
radiative transition is already fast enough to overwhelm
the tunneling escape owing to the small activation energy
for the radiative process, and thermally activated escape
is still not important due to the relatively large activation
energy for the nonradiative process.

In this kind of fitting, the attempt frequency is difficult
to determine in general. Actually, it is not impossible to
get similar result with one or two orders of magnitude
difference in the values for f, with a slight loss in fitting
quality. One possibility is to assume f=fo, that is, 10'~

sec, but his value is apparently an overestimation, be-
cause the equilibration between the lattice and electron
systems which is necessary for thermal activation re-
quires a time on the order of 10 ' sec in bulk semicon-
ductors 'Ther. efore, the value of f used in the fitting is
not unreasonable. Using Eq. (5), the barrier thickness is
estimated to be 150 A from y =1.02 and m, =0.19mo or

0
70 A from ml =0.9mo.

The mean barrier height 259 meV is one order of mag-
nitude lower than the band offset between Si and Si02,
which was assumed in the analysis by Vial et al. We can
consider two possible reasons for this. One possibility is
that the barrier layer consists of material different from
the simple oxide. Actually, the existence of Si-H„and
Si-OH has been verified from ir absorption spectroscopy
in a sample made by the same procedure as our present
sample. These might have different band offsets. In this
case, we have to assume that the band offset of the ma-
terial behind the barrier is negative relative to the barrier
material. This might be possible if the outside of the par-
ticle is surrounded by amorphous-Si-like material. The
second possibility is a geometrical effect . If the particles
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of Si contact each other, the situation may be approxi-
mated by a rodlike shape with fluctuating diameter. The
carrier will be trapped by two successive bottlenecks in a
spatially limited region, where the diameter is relatively
large. In this case each limited region will behave like a
particle and the bottlenecks will act as low barriers with
relatively large thickness. A carrier with suScient energy
will travel around the whole volume of the connected
particles, and the probability of nonradiative decay will
increase drastically.

As for the thermal activation process in the radiative
decay rate [Eo in Eq. (2)], 't Hooft et al. considered a
phonon-assisted process with a phonon energy of 13.5
meV. However, it has been shown that the energy of
phonons involved in the transition is far larger (61 meV)
and no-phonon transitions have a contribution of the
same order of magnitude. " Furthermore, in our case the
value of 3.45 meV (28 cm ') for the activation energy is
very different from the value cited above, and the phonon
density of states in this region will be very low. There-
fore it is hard to ascribe the activation energy to a pho-
non energy. One possible candidate for the activation en-
ergy is the singlet-triplet splitting of the confined exci-
ton. The close resemblance of our temperature depen-
dence of the radiative lifetime to that in Fig. 2(b) of Ref.
7 supports this interpretation. However, the value of the
activation energy is 13 meV at 1.77 eV in Ref. 7 and is
substantially larger than our value. The difference might
be ascribed to the difference in the particle size, corre-
sponding to the observed photon energy, or the morphol-
ogy of the microscopic structures. Thermally activated
migration of carriers might be responsible, but the situa-
tion is not clear at present.

Based on this model, the decay behavior in earlier
stages can be calculated. With the same parameters used
in the above calculation, the nsec and psec components
appear as shown in Fig. 6 at 300 K. Although the sample
preparation procedures and experimental conditions may
be different, the profile qualitatively reproduces the data
reported by Matsumoto et al. Thus, the feature (iv)
defined in the Introduction can be understood on all time
scales, and the psec components are conjectured to be
caused by a fast nonradiative process. The initial redshift
of the luminescence in the psec range can also be under-

0
1

time (psec)
200 300

0. 1

200 300
time (nsec)

FIG. 6. Calculated decay curves in the psec (upper curve)
and nsec ranges (lower curve) at 300 K. Note the difFerent scale
of the time axes.
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stood in our model, combined with the explanation of
feature (ii) discussed below. Assuming larger barrier
heights, we can reproduce the single-exponential decays
and constant quantum yield reported by 't Hooft et al.

The feature (ii) is in accordance with our model, be-
cause luminescence at higher photon energy corresponds
to larger confinement energy and the effective barrier
height will be reduced, which results in faster nonradia-
tive decay. The tendency to increasing nonexponential
character at higher phonon energy, as seen in Fig. 1, can
also be understood in this way.

The conclusions derived from our model are summa-

rized as follows: (a) A radiative process is re6ected in the
tail and the initial amplitude of the decay curve. (b) The
nonexponential decay and large temperature dependence
of the luminescence intensity are indications of nonradia-
tive decay. Further experimental investigation on vari-
ous time scales on samples with different preparation
methods, especially with various oxidation levels, is desir-
able to check the validity of this model.
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