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Theory of high-field electron transport and impact ionization in silicon dioxide
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A detailed theoretical study of impact-ionization-related transport phenomena in Si02 thin films is
presented. The Boltzmann transport equation is integrated by the Monte Carlo method using acoustic-
phonon-scattering rates derived from photoinduced electron transmission experiments. It is shown that
these empirical scattering rates necessitate the inclusion of impact ionization at fields F)F,h=7
MV/cm because phonon scattering alone can no longer stabilize the electron energy distribution below
the ionization energy of 9 eV. However, even above F",h, acoustic-phonon scattering is found to consid-
erably delay the heating of electrons, leading to a wide dark space in which impact ionization cannot
take place or is strongly reduced. Therefore, the electron multiplication factors m (F,t,„)decrease rapid-
ly with decreasing oxide thickness, t,„, for t,„&30nm. These predictions are shown to be consistent
with results of several high-field transport experiments in silicon-silicon-dioxide device structures. The
calculated electron energy distributions develop high-energy tails which extend beyond the band-gap en-

ergy at fields larger than F',h, as observed by vacuum emission experiments. The calculated impact-
ionization coefficients are found to be in good agreement with values derived from experiments. The
hole generation factors m —1 quantitatively agree with substrate hole-current to channel-current ratios
measured by the carrier separation technique in n-channel field effect transistors with gate oxide
thicknesses t,„25 nm. The field and thickness dependence of the measured positive charge buildup
(hole trapping) near the Si/Si02 interface can be quantified in terms of impact ionization in the oxide
film. The calculated carrier multiplication, however, cannot fully account for the substrate hole currents
and the hole trapping measured in thinner oxides, t,„20nm, indicating that another mechanism, likely
related to hole injection from the anode, becomes the dominant source for hole currents in thin oxides.
Dielectric breakdown of thin Si02 films on silicon is reevaluated on the bases of all of these findings. It
is proposed that time-dependent breakdown is the result of cumulative degradation of the oxide near its
interfaces caused by impact ionization and by hot-electron-induced hydrogen release together. This an-

satz is shown to yield a good understanding for the oxide field and thickness dependence of the
interface-state generation and of the charge to breakdown. Since impact ionization is strongly
suppressed in thin films, t,„&25 nm, degradation and time-dependent breakdown appear to be largely
caused by hydrogen release and its subsequent secondary reactions in these thin films.

I. INTRODUCTION

For decades, impact ionization was considered to be
the prime cause for dielectric aging and dielectric break-
down in silicon dioxide thin films. ' ' In much of this
early work the model for breakdown was based on the
notion of avalanche multiplication fueled by polar-
phonon runaway. In this scenario the electron distribu-
tion, which is stabilized near thermal energies by
longitudinal-optical (LO) phonons at low fields, was be-
lieved to become, unstable when the electric field in-
creased above some critical value. The electrons would
thus rapidly reach energies high enough to initiate im-
pact ionization, starting an electron avalanche by carrier
multiplication, and/or causing strong current increases
due to field-enhanced current injection because of tran-
sient positive space-charge formation and/or hole trap-
ping. ' '" In the early eighties, it was first demonstrat-
ed by Monte Carlo simulations that the critical field for
LO-phonon runaway might be much lower than the mea-
sured breakdown fields and electron multiplication might
not occur in the proposed manner. ' This prediction was
shortly thereafter confirmed experimentally. The com-

bined results of electroluminescence, ' carrier separa-
tion, ' and vacuum emission' experiments showed that
LO-phonon runaway occurs already at 1.5 —2 MV/cm,
while typical breakdown fields were as high as 10-15
MV/cm. All these results also demonstrated that impact
ionization does not occur as proposed earlier, because the
electron energy distribution becomes restabilized at aver-
age energies of only 2-6 eV after LO-phonon runaway.
Therefore, a new scattering mechanism di8'erent from
LO-phonon scattering had to be responsible for the inhi-
bition of impact ionization and breakdown. ' In the con-
text of laser induced breakdown, it had previously been
shown that the inclusion of acoustic-phonon scattering
crucially affects the predictions on impact ionization in
alkali halides. ' Following Sparks et al. Fischetti
and co-workers ' incorporated acoustic-phonon
scattering in addition to LO-phonon scattering into a
Monte Carlo integration of the Boltzmann transport
equation for SiOz and demonstrated that acoustic scatter-
ing can account for the observed energy stabilization at
subionization energies. The acoustic rate in the
deformation-potential approximation, as proposed by
Fischetti, monotonically increases with electron energy,
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inhibiting impact ionization even at the high breakdown
fields of 9—15 MV/cm, typically measured in high-quality
oxide films. Shortly after Fischetti's landmark paper, Po-
rod and Ferry published another Monte Carlo model for
electron transport in Si02. They proposed that inter-
valley scattering might also contribute to the observed
energy stabilization at subimpact-ionization energies.
Ferry subsequently investigated impact ionization within
this model and concluded that it might occur at lower
fields (F",h=8 —10 MV/cm}. Finally, Bradford and
Woolf proposed a third acoustic-phonon-scattering
scheme which allowed for impact ionization at even
lower fields (F",h=3 —4 MV/cm}. ' Clearly, no con-
sensus on impact ionization could be reached because the
absolute strength and the energy dependence of the
electron-phon on interactions differed considerably in
these recent models and no experimental data was avail-
able to test the validity of the various scattering theories.

Recently, McFeely, Cartier and coworkers proposed
a soft-x-ray induced electron transmission technique
which yields direct information on the electron-phonon-
scattering rates. This zero-field method has the distinct
advantage over high-field transport experiments that the
scattering rates can be determined as a function of the
electron kinetic energy directly. The authors derived an
absolute acoustic-phonon-scattering rate in Si02 from
such experiments which differ significantly from all
other rates ' ' used for theoretical prediction on im-
pact ionization.

In this paper, we discuss a transport model for Si02,
which is consistent with the results of these recent zero-
field photo-induced electron transmission experi-
ments. We propose a semiempirical scattering
scheme which accounts for the measured scattering rates
and we investigate the consequences of these scattering
rates for high-field electron transport and impact ioniza-
tion using a Monte Carlo integration of the Boltzmann
transport equation. We demonstrate that the measured
phonon-scattering rates necessitate the inclusion of im-
pact ionization at fields larger than 7 MV/cm, because
acoustic-phonon scattering can no longer stabilize the
electron energy distribution. Impact ionization itself is
found to be responsible for the previously reported' '5
low average electron energies at fields above 7 MV/cm.
We show that acoustic-phonon scattering and impact
ionization together stabilize the electron distribution in
such a way that no evidence for carrier multiplication by
impact ionization can be obtained from the average elec-
tron behavior. However, strong support for our trans-
port model is obtained from a series of previously poorly
understood high-field measurements in Si/Si02 device
structures, the results of which can now be directly relat-
ed to acoustic-phonon runaway and high-field electron
multiplication due to band-to-band impact ionization in
the Si02 gate insulator for t,„~25 nm. Acoustic-phonon
runaway is shown to yield high-energy tails in the elec-
tron energy distributions which extend beyond the
impact-ionization threshold as observed by the vacuum
emission technique. The calculated hole generation by
impact ionization accounts quantitatively for the sub-
strate hole currents in n-channel field effect transistors

(FET's) as measured with the carrier separation tech-
nique. ' The magnitude of the positive charge buildup
due to hole trapping near the Si/SiOz interface can be
calculated and some aspects of the interface-state genera-
tion by trapped-hole —free-electron recombination can
be quantified. The electron multiplication factors ob-
tained by the Monte Carlo method are parametrized by a
set of simple analytical expressions which make the
Monte Carlo transport results readily available for arbi-
trary oxide thicknesses and electric-field values, allowing
easy calculations of the quantities mentioned above.

If the oxide thickness is smaller than 30 nm, impact
ionization is found to be strongly reduced because
acoustic-phonon scattering delays the heating of Fowler-
Nordheim injected electrons. This induces a wide dark
space where impact ionization cannot happen or is
strongly reduced as compared to the steady-state condi-
tion. The comparison of our calculations with experi-
mental results in this thickness range thus suggest that
hole injection from a region close to the anode (possibly
related to interface processes ) becomes the dominant
source of holes.

Previously, we have reported briefly on the capability
of the model to explain device properties. Here we
present a comprehensive discussion of the transport mod-
el. The choice of the scattering rates is outlined in Sec. II
and the general transport features are discussed in Sec.
III. In Sec. IV, we compare the model predictions with
experimental results, mostly from Ref. 32, and we discuss
the validity and limitations of the model. In Sec. V, we
finally reevaluate the role played by impact ionization for
dielectric breakdown in Si/Si02-based device structures.

II. ELECTRON-TRANSPORT MODEL

Solving the Boltzmann transport equation by the
Monte Carlo method ' requires the description of the
electron motion in the conduction band structure under
the action of the electric field and of the electron scatter-
ing in the oxide. The program used is based on
Fischetti's original code. ' The electronic states of the
conduction electrons are modeled in the extended zone
scheme zo It has been argued ' that the concepts of a
crystalline solid can be applied because SiOz has a short-
range order similar to that of crystalline forms of Si02
and is extending over a distance which is comparable or
larger than the scattering length of hot electrons in Si02.
The conduction band is treated as a single valley with an
energy-dependent effective mass. The energy dependence
of the electron mass is constructed on the basis of band-
structure calculations of a quartz and transport experi-
ments. A value of mo=0. 5m, is used for the mass
at the bottom of the band. At high energies, the electron
mass is assumed to resume the free-electron value m, . In
the intermediate range, the relative effective mass, m, z is
assumed to increases linearly starting at 2.25 eV such
that it reaches m, at 4.5 eV. This interpolation is pre-
ferred over the slightly different interpolation used in
Ref. 22 because it allows a more accurate calculation of
the energy-dependent electron mean free path as mea-
sured with internal photoemission. Such an energy



10 280 D. ARNOLD, E. CARTIER, AND D. J. DIMARIA 49

k and q are the electron and the phonon wave vector, re-
spectively, q, =2moc„c, =4.6X 10 cm/sec is the
polarization-averaged velocity of sound, q,„=2k —q„
C„ is the electron-acoustic phonon-coupling constant, p
the Si02 density, and n the Bose function at wave vector

q and temperature T. The phonon dispersion is approxi-
mated as

A'co(q) =(2/~HMszc, [I—cos(mq/2ksz )]'~'

for (q &ksz) (1b)

%co(q)=(2/m. )Rkazc, for (q ~ksz), (lc)

where khz=1. 208X10 cm ' is the wave vector at the
edge of the first Brillouin zone (BZ). The integration over
the q vector is performed numerically. Equation (1a) is
not expected to be correct at high energies since the
acoustic rate diverges and does not approach the elastic-
scattering rate as derived from phase-shift calculations.
Two independent studies ' showed that the acoustic
rate might actually decrease with E ' at high energies,
rather than increase with E as in Eq. (la). In one
theory, a Coulombic-type screening ' was introduced in
the deformation-potential matrix element, while the
second study used a different integration over the final
states in the Umklapp-dominated scattering regime at
high energies. The predicted E ' dependence at high

dependence of the mass leads to a rapid increase in the
density of states above 2.25 eV, as observed by inverse
photoemission experiments. A polaron corrected mass
has previously been considered. ' Recently, Jensen and
Sauls demonstrated that the electrons rapidly decouple
from the LO phonons as their energies increase. A pola-
ron corrected mass is therefore important at small elec-
tron energies only and is neglected in this study. This is
justified because impact ionization is controlled by
acoustic-phonon scattering at much higher energies, as
will be shown.

Scattering mechanisms included in the Monte Carlo
analysis are LO-phonon scattering with the 63- and 153-
meV modes, acoustic-phonon scattering including the
phonon dispersion, and impact ionization. Scattering
with the LO phonons is treated with the usual Frohlich
Hamiltonian ' using optical constants as measured by
Lynch. Measurements with high-resolution electron-
energy-loss spectroscopy indicate that this approach is
valid over the whole energy range of interest here.
Electron scattering with acoustic phonons is based on the
rates derived from photon-induced electron transmission
experiments. ' ' At low energies, these measured
rates are well represented by the deformation-potential
theory using a deformation potential of 6 eV and the
band structure discussed above, confirming the validity of
the approach used by Fischetti et al. The acoustic-
phonon-scattering rate, I/r„(w), can thus be calculated
from the equation,

3meffcgg ~max q
2 3

I/w„(w)= ( ,'+ ,'+—n —)dq .
4m peak e, A'co q

(la)

'q max —2~ /~min (ld)

and the scattering rate decreases with E ' for electron
wave vectors k ~ (2n/I;„q, )/. 2. , An—excellent parame-
trization of the experimental rates is obtained with a
value of q,„=0.235 nm, maintaining a deformation
potential of C„=6 eV at all electron energies. With
these two values, Eqs. (la) to (ld) yield a maximum in the
acoustic rate at an electron energy between 5 and 6 eV.
We demonstrate below that the classical Monte Carlo
method together with this semiempirical acoustic scatter-
ing rate allows accurate predictions on high-field hot-
electron effects in Si02. Our semiempirical methodology
thus provides a powerful tool for high-field transport
studies in wide band-gap insulators, where first-principles
calculations cannot be performed easily: The scattering
rates were determined from zero field transport experi--

energies appears to be consistent with the experimental
data of Cartier and McFeely. An accurate parametriz-
ation of these experimental results over the whole energy
range from thermal energies to 16 eV, however, is
difficult within these models. If we use the approach of
Bradford and Woolf, for example, it is not possible to find
a set of parameters (deformation potential and screening
length) which account for the results of the electron
transmission experiments at low and high energies
simultaneously. This happens because the screening,
even so less effective at low energies, remains too strong.
Possibly, this difficulty could be overcome if the density
of states were included in the calculations in a more
rigorous way. Inverse photoemission experiments by
Himpsel and Straub indicate that the empty density of
states might actually decrease above 6 eV. Such a de-
crease is expected to reduce the electron-phonon scatter-
ing rates at high energies ' and would thus allow the
use of weaker screening. A more fundamental calcula-
tion of the acoustic-phonon-scattering rates might be
difFicult for yet another reason. The phonon-scattering
rates derived from the electron transmission experiments
have absolute values of the order of 5 X 10' sec ', imply-
ing very short times between scattering events. It might
be questioned whether a classical Monte Carlo transport
formalism (using first-order-scattering rates) can provide
a physically correct description of the electron motion
when the electron-phonon scattering is so strong. At-
tempts have been made to include quantum effects by
solving the Dyson equation instead of using the Fermi
Golden rule. However, besides numerical problems,
there are still considerable unsolved conceptual
difficulties with this method and it is beyond the scope
of this paper to explore further the possibilities of this ap-
proach. Because of all these uncertainties, we have used a
semiempirical approach and accurately parametrized the
experimental scattering rates by modifying Eq. (la) at
high electron energies. We found that this can be
achieved by assuming that the wavelength of acoustic
phonons has to be larger than some critical value, A, ;„
which we expect to be of the order of twice the intera-
tomic distance in the solid. The existence of such a
minimum wavelength limits the upper integration bound-
ary in Eq. (la) to a maximum value of
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ments by means of the same Monte Carlo transport for-
malism, such that subsequent high-field simulations, us-
ing Eqs. (1), differ only with respect to the electric-field
term in the transport equation.

The impact-ionization rates are derived from experi-
mental studies as well. Here, the Keldysh formula,

1 E
11 (2)

) 017

io"—

is used to parametrize available experimental data. We
used the rates from two sources. Namely, deep inelastic
rates as derived from electron transmission experiments
and impact-ionization rates as derived from the measured
dielectric function. The difference between these re-
sults is likely caused by the high sensitivity of electron
transmission experiments to interface processes, which
can contribute to the deep inelastic rate. We therefore
favored the optical measurements at low energies, choos-
ing a value of P;; =1.3 X 10' sec ' for the prefactor, and
of E,h=9 eV for the impact-ionization threshold. The
large spread in the existing experimental data leaves con-
siderable errors in these two parameters. However, it
will be shown later (by varying these parameters) that im-
pact ionization is largely controlled by the phonon pro-
cesses below the ionization threshold and not by the ion-
ization rate itself. Reasonably accurate predictions of
high-field impact ionization are therefore possible despite
the rather poor knowledge of the ionization rate as a
function of energy.

The resulting scattering rates at 300 K are summarized
in Fig. 1. The different energy dependences of the vari-
ous interactions lead to two distinctly different transport
regimes on the electron-energy scale, which can also be
observed by varying the electric field, as will be shown in
the next section. The two regimes on the energy scale can
be more clearly seen from Fig. 2, which shows the
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momentum [panel (a}] and the energy [panel (b)] relaxa-
tion rates, corresponding to the scattering rates of Fig. 1.
For the purpose of illustration, these quantities were sim-

ply calculated as the rate of energy (momentum) change
divided by the energy (momentum), considering scatter-
ing out of the electron states only. From Fig. 2(b}, it can
be seen that the large energy of the LO phonons leads to
strong energy relaxation near 153 meV (the energy of the
dominant LO mode). The LO rate rapidly decreases to-
wards higher energies because of the Coulombic nature of
the interaction. In contrast, acoustic phonons which
have small energies, contribute little to the energy relaxa-
tion rates even at energies where the acoustic rate is
much higher than the LO rate. Only above the ionization
threshold does the energy relaxation rate rise strongly
again because of the deep inelastic nature of impact ion-
ization. The momentum relaxation rates shown in Fig.
2(a) have very different energy dependences. LO-phonon
scattering favors small angle scattering providing little
momentum relaxation. In contrast, acoustic-phonon
scattering favors large angle scattering and the momen-
tum relaxation rate has absolute values which are close to
those of the acoustic scattering rate itself. The existence
of a maximum in the momentum relaxation rate below
the ionization threshold is of particular importance for a
quantitative understanding of impact ionization.

In order to study the high-field electron dynamics in
thin oxide films, we solved the Boltzmann equation in the
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FIG. 1. Semiempirical scattering rates in SiOz at 300 K as a
function of the electron kinetic energy. The solid curve is the
acoustic-phonon scattering rate [Eq. (I)], the dashed curve is the
impact-ionization rate [Eq. (2)], the dot-dashed curve is the
153-meV LO-phonon-scattering rate, and the dotted curve is the
63-meV LO-phonon scattering rate.
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FICK 2. Momentum relaxation rates [panel (a)] and energy
relaxation rates [panel (b)] in Si02 versus electron kinetic ener-
gy. For identification of the various curves see caption of Fig. 1.
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thickness range, 10(t,„(100 nm, for homogeneous elec-
trical fields, F (20 MV/cm. In a few cases, we have also
investigated nonhomogeneous field situations to study the
influence of space-charge formation in the oxide. In all
cases, the electrons were injected at zero energy into the
high-field region of the films (Fowler-Nordheim tunneling
through a 3.1-eV-triangular barrier). We calculated elec-
tron densities, n (E },by tabulating the electron energies,
E, during the total electron transit time at a given film

thickness, t,„, and a given electric-field configuration.
Typically, sample sizes of 10 —10 electrons were em-

ployed to acquire sufficient statistics. The average elec-
tron energies are calculated from the normalized electron
densities as,
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) r;;E
(5)

The average velocity, v=t,„/r„,„, (r„,„, is the average
transit time in the film), approaches the drift velocity in
the thick-film limit. The quantity a, as defined in Eq. (5),
depends on the oxide field and on the oxide thickness. In
the limit of thick oxides, e resumes the usual t,„-
independent definition for the impact-ionization
coefficient. The average number of impact-ionization
events per injected electron is equal to m —1. This quan-
tity is also equal to the average number of holes generat-
ed per injected electron and is referred to as the "hole
generation factor. "

III. ELECTRON-TRANSPORT RESULTS

A. Average electron energy

At fields below 7 MV/cm we calculate essentially the
same average electron dynamics as that published previ-
ously by Fischetti. ' This is not surprising, since our
rates only differ significantly from those used by Fischetti
at electron energies above 6 eV. Up to fields of 7
MV/cm, electrons do not frequently enter this energy
range. Above 7 MV/cm however, we obtain dramatically
different results. The features of our model can be seen
most easily from the calculated average electron energies
as summarized in Fig. 3. %'e compare results of three
different simulations. In the first simulation (dotted line),
we considered scattering with LO phonons only. As can
be seen, the electrons are stabilized by the LO phonons
up to a field of 1.5 MV/cm only. At higher fields, the
electrons gain more energy from the field than they can
lose to the LO phonons and the entire electron popula-
tion runs away from the maximum in the energy-loss rate
around 150 meV. ' The second simulation (dashed line),
also includes acoustic-phonon scattering (see Fig. 1).

where k is the number of energy bins used. The electron
multiplication factors are given by,

at
m —2 Ox

FIG. 3. Comparison of calculated average electron energies
versus electric field for three scattering models: 1. Scattering
with longitudinal-optical phonon only (dotted curve), 2.
Scattering with LO and acoustic phonons (dashed curve), 3.
Impact ionization in addition to scattering with all phonon
modes (solid curve). The energies correspond to the average
final energy after transport through a 50-nm-oxide film. The
scattering rates used are those from Fig. 1. The figure serves to
illustrate how the electrons get restabilized by acoustic phonons
after LO-phonon runaway and by impact ionization after
acoustic-phonon runaway.

Acoustic scattering prevents impact ionization after LO-
phonon runaway by restabilizing the electron distribution
at average energies of 2—4 eV. ' The average electron
energy increases very gradually, even though the elec-
trons lose energy to the lattice slowly [see Fig. 2(b)]. This
is possible because they cannot gain energy rapidly from
the electric field, since they are strongly scattered in ran-
dom directions by acoustic phonons [see Fig. 2(a}]. The
difference between the two transport regimes below and
above the LO-phonon runaway threshold was beautifully
illustrated by Fischetti, who calculated the actual elec-
tron trajectories. ' Below 2 MV/cm, transport occurs in

a streaming-type fashion (forward LO-phonon scattering)
while the motion is dispersive at higher fields (large-angle
acoustic scattering). We find now that the maximum in
the acoustic rate at about 6 eV /see Fig 2(a)J leads .to an

electron runaway phenomenon similar to LO-phonon
runaway. The electrons start to escape from the acoustic
phonons at 7 MV/cm and the whole distribution becomes
unstable at about 10 MV/cm for the 50-nm film shown in

Fig. 3, leading to average electron energies larger than
the impact-ionization threshold. The carrier runaway is
more sluggish in this case because of the dispersive na-

ture of the transport and the large width in energy of the
maximum in the acoustic rate. In the final simulation
(solid line in Fig. 3), impact ionization is included as well.

The large energy relaxation during impact ionization res-
tabilizes the energy distribution and leads to average en-

ergies which are almost identical to those previously de-
rived by Fischetti even though he considered the elec-
trons to be stabilized by acoustic phonons alone. This

similarity in the average energies arises from the fact that
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the electrons become part of the main portion of the en-

ergy distribution after impact ionization. Evidently, in
sharp contrast to LO pho-non runaway, acoustic phonon ru

naway and impact ionization cannot be predicted from the
measured average electron behavior. However, the com-
parison of our model predictions with results from vacu-
um emission and carrier separation experiments present-
ed in Sec. IV strongly support the importance of
acoustic-phonon runaway and impact ionization at fields
above 7 MV/cm.

B. Electron-energy density

1. Field dependence

Typical electron-energy densities n(E) obtained by
space-time averaging of the electron energies during
transport through a 50-nm-oxide film under homogene-
ous fields of 5, 7, 9, and 11 MV/cm are shown in Fig. 4.
For fields larger than 7 MV/cm, high-energy tails extend-
ing beyond the gap energy are found to develop rapidly
with increasing field strength. However, the average
electron-energy increases only gradually with field, essen-
tially tracking the energy of the peak in the energy densi-

ty, as can be seen by comparing Figs. 3 and 4. The un-

derlying transport physics can be understood by looking
at the instantaneous kinetic energy of a typical sample
electron. As shown in Fig. 5, such an electron spends
most of its time at energies where the momentum relaxa-
tion is a strongly increasing function of energy. Once it
climbs above the maximum in the acoustic rate it gen-
erally accelerates quickly until it loses most of its kinetic
energy in an impact-ionization event and become part of
the main portion of the distribution. At ftelds above 7
MV/crn, our model thus predicts a continuous flow of elec
trons to energies larger than the impact ionization -thresh
old (high energy tail)-, while the average energy remains of
the order of 5 eV only In the. absence of impact ioniza-

tion, the distribution would be unstable, as shown in Fig.
3. The high ionization energies in Fig. 5 (12 and 18 eV)
re6ect the nature of the soft ionization threshold in Eq.
(2) and cause the energy tails in Fig. 4 to extend well

above the energy of the band gap.

2. Thickness dependence

The broad maximum in the acoustic scattering rate
leads to a delayed formation of the high-energy tails, as
illustrated in Fig. 6. The figure shows the evolution of
n (E) during the heat-up process in a 50-nm-thick oxide
after Fowler-Nordheim injection at a field value of 10
MV/cm. These distributions were calculated by space-
time averaging over five 10-nm-thick regions within the
oxide layer as described by the legend in the figure. The
slow, transient formation of the high-energy tail over a
thickness range of 30 nm is in sharp contrast to the much
shorter distance of about 3—5 nm (Ref. 22) required to
essentially establish the steady-state average electron en-

ergy. Again, this happens because the electrons can gain

energy only slowly once they enter the dispersive trans-

port regime above 3 eV. As a consequence, there exists a
broad spatial region in which the electron energies do not
exceed the ionization threshold even at Pelds above 7
MV/cm, leaving a tvide dead space (dark space) wh'ere

impact ionization is not possible or strongly reduced

C. Impact ionization

The effect of the dark space on impact ionization in
thin films is quite dramatic. This can be seen from Fig. 7,
which shows calculated electron multiplication factors, m

(plotted as m —1), as a function of the electric field for
oxide thicknesses in the range 10&tp (100 nm. The
symbols are values calculated from energy densities as
shown in Fig. 4 using Eqs. (4) and (5). The solid and
dashed curves correspond to an analytical parametriza-
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FICx. 4. Space-time-averaged electron densities in a 50-nm-
thick oxide at fields from 5 to 11 MV/cm, calculated by using
all scattering processes shown in Fig. 1. A high-energy tail ex-
tending beyond the band-gap energy of Et =9 eV is found to
form for electric fields larger than 7 MV/cm.

FIG. 5. Calculated instantaneous kinetic energy of a typical
sample electron at an electric field of 15 MV/cm using the rates
of Fig. 1. Impact ionization occurs at times of 0.2 and 0.85
psec. The high ionization energies of 12 and 18 eV re6ect the
soft threshold used for the impact-ionization rate in Eq. (2).
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ty was calculated by space-time averaging over consecutive 10-
nm-thick slabs as indicated by the inset. The average electron
energy is in quasi-steady-state after 10 nm but the high-energy
tail does not fully form until electrons penetrate 20-30 nm into
the oxide.

tion of the Monte Carlo results according to Eqs. (6)—(8).

F
m —1=P . . —1mf Fii 7

th

(6)

where all fields are in MVicm and the values for the
threshold field and the prefactor are given by

10
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FIG. 7. Calculated electron multiplication factors m for ox-
ide thicknesses from 10 to 97 nm. The symbols are results ob-
tained directly from the Monte Carlo simulation via Eqs. (4) and
(5) using the rates shown in Fig. 1. The solid and dashed lines
represent an analytical parametrization of the Monte Carlo re-
sults as given by Eqs. (6)—(g). The strong thickness dependence
for t,„&30 nm is due to the transient formation of the high-
energy tail in the electron distribution (dark space), as shown in
Fig. 6.

and

1P f=PQ(r ty)+P]
t „—td

The values Fg,, =6.4 MVlcm, td =8.2 nm, t~ =1.56 nm,
P0=9X10 nm ', and P, =3.0 nm, should be used for
t,„)30 nm (dashed curves in Fig. 7), while a more accu-
rate parametrization below 30 nm is obtained by using

Fts =3.8 MV/cm, td =1.5 nm, t, =21.6 nm in Eq. (7)
and Po =0, P, =S.5 nm, td =7 nm, in Eq. (8) (solid curves
in Fig. 7). These parametrizations allow a reasonably ac-
curate calculation of electron multiplication factors at ar-
bitrary film thicknesses and oxide fields without further
use of the tine-consuming Monte Carlo algorithm and
they are used below for comparison with experimental
data. The functional forms of Eqs. (6) to (8) reflect the
transport physics discussed previously. The singularity at
t,„=td in Eq. (7) accounts for the formation of the dark
space in thin films and leads to a rapid shift of the ioniza-
tion threshold to higher-field values with decreasing
thickness. At large thicknesses, the threshold field

reaches the constant value, F,h, corresponding to steady-
state transport. The linear term in Eq. (8) reflects the
linear dependence of the multiplication factor on thick-
ness under steady-state conditions, while the strong in-

crease at small thicknesses (hyperbolic term) can be un-

derstood as the transition into the ballistic transport re-
gime where the multiplication factor is expected to track
the strong energy dependence of the ionization rate more
directly.

The calculation of electron multiplication factors can
be used to gain further insight into the role played by
various scattering processes in high-field transport. This
is illustrated by performing three additional simulations

using scattering rates which deviate from the nominal
values in Fig. 1 as shown in Fig. 8. The solid curves show
the acoustic phonon and impact ionization rates used
previously. The broken curves show rates resulting from
the following single parametrization changes in Eq. (la)
and Eq. (2): The dashed line is obtained with E,„=8eV,
the dotted line with P;; = 1.8 X 10' sec ', and the
dashed-dotted line with k „=0.23 nm '. The corre-
sponding changes in the calculated multiplication factors
are summarized in Fig. 9, using the 51.7-nm film as an ex-

ample. Clearly, significant changes in the ionization rates
have little effec on m. A much smaller change in the
acoustic scattering rate, however, changes m consider-
ably. The instantaneous kinetic energy shown in Fig. 5

provides a simple explanation for these somewhat unex-

pected dependences. In short, the magnitude of the mul-

tiplication factor is essentially determined by the average
time between two ionization events. As can be seen, the
sample electron in Fig. 5 spends most of the time in the
dispersive transport regime near 6 eV. Once an electron
reaches energies close to Eg p

it tends to accelerate
quickly to energies where the impact-ionization rate is
large. As a consequence, rn is largely independent of the
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quasiballistic, multiplication factors will depend more
strongly on the absolute value of the ionization threshold.

These additional calculations also yield a rough esti-
mate for the accuracy of the calculations. The error in
the cutoff wave vector in Eq. (ld) —as determined from
the soft-x-ray experiments —is of the same order as the
variation used in Fig. 8. Similarly, the uncertainties in
the ionization threshold and the prefactor in Eq. (2) are
comparable to the variations used in Fig. 8. Therefore,
the differences between the various curves in Fig. 9 yield
a measure for the absolute accuracy of the calculated
multiplication factors.

1p13
0 5 10 15 20 25

Kinetic Energy (eV)
30

IV. COMPARISON WITH EXPERIMENT

A. Vacuum emission

FIG. 8. Acoustic-phonon-scattering rates and impact-
ionization rates used to test the sensitivity of the calculated elec-
tron multiplication factors to the absolute magnitude of the
scattering rates used in the transport model. Acoustic scattering
rates are shown for two values of the maximum phonon wave
number q,„ in Eq. (la). Impact-ionization rates are shown for
three combinations of the threshold energy, E,h, and the prefac-
tor, P, in the Keldysh formula [Eq. (2)]. The solid curves show
the nominal rates of Fig. 1.

impact ionization rate but it depends critically on the mag-
nitude of the acoustic rate below the ionization threshold.
A similar conclusion has recently been reached for im-
pact ionization in silicon. The fact that the acoustic
rate is a decreasing function with energy amplifies this
effect in SiOz and the still poorly known threshold energy
for impact ionization has relatively little influence on the
calculation of multiplication factors in thick films at high
fields. However, in thinner oxides where transport is

Vacuum emission from MOS(metal-oxide-silicon)-
capacitor structures has been widely used to investigate
the high-field electron dynamics in Si02. ' ' ' The
method determines the energy distribution of electrons
emitted from the anode into vacuum after transport
through an oxide film under the action of an electric field.
The electrons are injected by Fowler-Nordheim tunnel-
ing. The dotted curve in Fig. 10 shows the simulated en-

ergy distribution of electrons crossing a virtual boundary
after transport through 50 nm of oxide at 10 MVlcm.
This distribution represents the result of an idealized vac-
uum emission experiment in which the scattering in the
top contact (metal gate) can be neglected. As can be seen
from Fig. 10, a vacuum emission experiment does not
measure the space-time-averaged electron density (solid
curve). Vacuum emission experiments preferentially
sample high-energy electrons. In vacuum emission, each
electron exiting the film is counted with the same statisti-
cal weight, while space-time averaging gives more weight
to electrons with low velocities (long transit times). Also,
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FIG. 9. Calculated electron multiplication factors, m, using
the scattering rates shown in Fig. 8. The calculations illustrate
that variations in the magnitude of the impact-ionization rate
have little efFect on the model predictions (compare solid line
with open symbols). Impact ionization is largely controlled by
the magnitude of the acoustic scattering rate at high energies
(compare solid line with full dots).
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FIG. 10. Comparison of the space-time-average electron den-

sity in a 50-nm-thick oxide (solid line) with the surface electron
density which represents a snapshot of the exiting electron pop-
ulation after transport through a 50-nm oxide (dashed line).
EfFects due to the oxide-vacuum interface and the metal gate
electrode have been neglected.
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electrons emitted into vacuum are always accelerated on
their final path before emission, while the energy density
also includes carriers which get decelerated by the field
because they move towards the injecting contact.

All vacuum emission experiments in Si02 (Refs. 10, 15,
49, and 58 —62) have been done by using retarding-field
electron-energy analyzers. These instruments yield the
energy distribution function, N(E), which is the integral
of the electron-energy density,

N(E)= J n(E')dE', (9)
E

where n (E) is the proper energy density for vacuum
emission as discussed above. Typical distribution func-
tions measured with a 51.7-nm-oxide film and a 17-nm-
thick aluminum electrode are shown in Fig. 11 [panel (a)]
for anode fields of 6.6—9.7 MV/cm. ' Figure 11 [panel
(b)] shows the calculated, idealized distribution functions
(neglecting carrier relaxation in the metal gate) emitted
from a 50-nm-thick film at constant oxide fields of 7—10
MV/cm. As can be seen by comparing Figs. 11(a) and
11(b), the measured evolution of the high-energy tails
with field is well accounted for by the calculations,
confirming the need of a soft threshold for impact ioniza-
tion. At energies below 5 eV, the simulations appear to
be less accurate. This is due to the neglect of transport

1PD
iment

m

MV/cm

MV/cm

MV/cm

MV/cm

through the thin top gate electrode. Recent simulations

by Bradford and Woolf confirm earlier speculations'
that the measured high-energy tails are due to electrons
which are emitted in an "ideal manner" (without extra
attenuation) through cracks or voids in the gate metal,
while the low-energy portion of the distribution also in-

cludes contributions of higher-energy electrons which
have lost additional energy by Coulombic scattering in

the gate. This extra scattering has been shown to qualita-
tively account for the differences between Figs. 11(a) and

11(b) at low energies. In thicker oxides, electrons with

energies of the order of 20 to 40 eV have been report-
ed. ' ' Such high energies are inconsistent with our cal-
culations. It can be shown easily that the electrostatic
fields around emitting voids or cracks in the metal gate
do extend into vacuum and allow for considerable energy
gain after emission. These energy gains are larger in

thick oxides because the applied voltages are higher.
The experimental field values given in Fig. 11(a) corre-

spond to the anode fields, which are larger than the aver-

age fields because of net negative space-charge formation
during the experiments. ' Our calculations in inhomo-

geneous fields confirm that the anode field is the control-
ling field. Distributions calculated in the presence of
space charge as encountered in the experimental situation
were found to be equal to the distributions calculated
without space charge but at a constant field equal to the
anode field. The field distortions during the experiment
are not large enough to prevent a quasi-steady-state ad-

justment of the electron distributions to the field varia-
tion.

B. Substrate hole currents in n-channel

field-efFect transistors (FET's)
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Measured substrate hole currents in n-channel PET's,
using the carrier separation technique, ' ' ' provide
another test for our calculations. The method is
schematically depicted in Fig. 12. The source and drain
contacts of the FET are grounded. Electrons from the
channel tunnel into the high-field region in the oxide and
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FIG. 11. Comparison of measured [panel (a)] and calculated
[panel (b)] electron distribution functions for an oxide thickness
of about 50 nm and fields from 7 to 10 MV/cm. The observed
high-energy tails extending above the band-gap energy of 9 eV
are predicted by the transport model.

FIG. 12. Schematic energy diagram of an n-channel field

effect transistor illustrating the principle of the carrier separa-

tion experiment used to measure hole currents created by band-

to-band impact ionization in the gate oxide.
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travel to the gate. If the electrons gain energy in excess
of the ionization threshold, electron-hole pairs will be
generated in the oxide. The holes travel back to the
cathode and are collected as a substrate hole current. If
all holes are collected with an efficiency of one by the sub-
strate and if impact ionization is the only source for
holes, then the measured ratio of the substrate hole
current, I„to the channel current, I„is directly related
to the electron multiplication factor as defined in Eq. (4},

I,
a =—=m —1.exp: IC

(10)

Many of the conditions, for Eq. (10} to be valid, are
known to be satisfied. Hole transport in Si02 is known to
be so dispersive that the holes remain close to the
valence-band maximum even at fieids of the order of 10
MV/cm. ' Therefore, hot-hole multiplication in the
oxide does not occur. Similarly, we do not expect
significant hole multiplication in the Si substrate because
the hot holes rapidly thermalize in Si due to strong pho-
non coupling. The collection efficiency of the holes is
essentially unity because the holes are rapidly swept out
of the depletion region preventing electron-hole recom-
bination. This has been directly tested by substrate bias
experiments. Finally, the fraction of holes trapped in the
oxide is small as shown in the next section.

In Fig. 13, we compare calculated hole generation fac-
tors, m —1, due to impact ionization in the oxide using
Eqs. (6)—(8) and (10) with as-measured current ratios,

76-
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FIG. 13. Comparison of as-measured (a, symbols) and calcu-
lated (m —1, lines) hole generation factors, as a function of ox-
ide field for oxide thicknesses from 8 to 97 nm. The thickness
values are placed at the high end of the corresponding experi-
mental data and closest to the corresponding calculated curve.
The measured values were derived from carrier separation ex-
periments in n-channel field efFect transistors using Eq. (10).
The open symbols show data measured by us (Ref. 32), while the
fu11 symbols show data extracted from measurements by Chen,
Holland, and Hu (Ref. 68). As can be seen, the calculated
curves and the experimental data converge at high fields for
each thickness. This is the range where most of the holes are
generated by impact ionization. In thin oxides and at low fields,
an "excess" hole current is measured which can be attributed in
part to anode-hole injection and to hole currents caused by gen-
eration recombination in the silicon (for details, see text).

a,„,as defined by Eq. (10}.Data shown by open symbols

are from Ref. 32, while data shown by solid symbols are
calculated from current measurements of Chen, Holland,
and Hu. For any given oxide thickness, the measured
current ratios converge towards the theoretically predict-
ed values at high fields (or large current ratios}, only.
Near the low-field end of each data set, where the contri-
bution by impact ionization is predicted to be small or
zero, the agreement is poor. The discrepancy becomes
more severe with decreasing oxide thickness.

To verify whether some of the deviations in Fig. 13
arise from charge trapping during the experiments (see
Sec. IV D), we included oxide space charge into the cal-
culations in a few cases. At low fluencies, holes are
trapped near the cathode interface, leading to a smaller

field in the bulk of thick films and to a corresponding de-

crease in the multiplication factor. We find, that this
effect could account for some of the irregularities seen in

the thick films. In thinner films, trapped hole densities

are too small to have an effect. With increasing fluency,
trapped holes become rapidly compensated by electron

trapping leading to net negative space charge. We find

that homogeneous negative space charge has little effect
on the space-time-averaged energy densities and on the
multiplication factors. This happens because the effect of
the field reduction near the cathode is largely compensat-
ed by the field enhancement near the anode.

Provided that our calculations are accurate, the
discrepancies between theory and experiment in Fig. 13
have to be attributed to processes other than impact ion-

ization in Si02. Several such processes have previously
been discussed. Generation-recombination (GR} centers
in the silicon are known to be an efficient source of sub-

strate hole currents because thermal generation of
electron-hole pairs in the substrate is trap assisted. An
accurate correction for GR currents is difficult because
new generation-recombination centers can be created
during the measurement itself, as discussed in Ref. 32.
From this and other studies, it is clear, however, that GR
currents cannot fully account for the discrepancies be-
tween experiment and theory reported in Fig. 13, espe-
cially for oxide thicknesses in the range from 6 to 20 nm.
Hole injection at or near the anode by electronic process-
es is believed to occur. A variety of microscopic anode
hole-injection mechanisms have been proposed:
Hot-electron-induced hole injection from the anode into
the oxide (via interface plasmon excitation }; Hot-
electron-induced electron injection from the oxide
valence band directly into the conduction band of the
anode material; Ionization of states in the gap because of
band tailing near the contacts; and others (see, for exam-
ple, Ref. 34, and references therein}. For interface-
plasmon-mediated anode hole injection a quantitative
study has been performed by Fischetti. These calcula-
tions predict current ratios of ap& s 5 X 10 in thick
films (t,„)50 nm) at fields around 10 MV/cm. These
calculations also predict that such interface processes re-
quire less energetic electrons E,h S6 eV (with Si and Al
as anode materials) than impact ionization (E,h -9 eV).
Combining these predictions with our calculations, it be-
comes obvious that anode injection will dominate over
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impact ionization in thin films and/or at low fields at
least qualitatively as reported in Fig. 13. To illustrate
this point further, let us consider the 13-nm data in Fig.
13. At this thickness, our calculation (dashed curve) pre-
dicts no impact ionization below 12 MV/cm. If we there-
fore assume that the measured hole currents are entirely
due to anode injection, it can be seen that a,„,d, increases
from 2X10 to 6X10 in the measured field range.
These values are somewhat smaller than the values pre-
dicted with the "plasmon model" in the steady-state,
thick-films limit. This is expected. The plasmon exci-
tation cross section depends strongly on the electron en-

ergy at the anode. Therefore, the dark space will reduce
hot-electron-induced gate injection in a similar way as it
reduces impact ionization, irrespective of the details of
the injection mechanism. It would be of interest to
reevaluate various gate-injection mechanisms on the basis
of the extended transport model introduced here and to
calculate its thickness dependence. Additional informa-
tion on the relative contributions of impact ionization
and anode hole injection can be obtained by simultane-
ously measuring hole trapping in the oxide, as outlined in
Sec. IV D.

C. Impact-ionization coefBcient

In Fig. 14(a), the impact-ionization coefficients calcu-
lated via Eqs. (4) and (6)—(8) in the thick-film limit

(t,„(100 nm) are shown as a function of the electric field

(upper, heavy, solid curve). For comparison, the ap-
parent ionization coefficient predicted to be measurement

by a carrier separation experiment at t,„=50nm (lower,
solid curve) is also shown. As can be seen, a has not yet
fully reached its steady-state value at 50 nm and oxide
thicknesses of more than 50 nm have to be used in experi-
ments to avoid a strong underestimation of a because of
the dark space. These calculated values compare favor-
ably with ionization coefficients derived via Eqs. (10) and
(4) from the above carrier separation experiments for ox-
ide thicknesses of 52 (open dots), 67 (diamonds), and 97
nm (triangles). For comparison, we also show the
impact-ionization coefficients derived by Solomon and
Klein ' using a current transient technique in MOS capa-
citors with oxide thicknesses from 30 to 300 nm (heavy
dashed line), by Knoll, Braunig, and Fahrner using a
combination of charge injection and irradiation on 150-
nm oxides, by Nissan-Cohen, Shappir, and Frohman-
Bentchkowsky using charge injection on oxide
thicknesses from 17 to 85 nm, and by Chen, Holland, and
Hu also using charge injection but in oxides of 13.3 and
20 nm. Among all of these earlier results, the data of
Solomon and Klein agree best with our calculations. The
completely di6'erent field dependences and the much
lower values for a,„„derived by Chen, Holland, and Hu
originate in the use of very thin oxides. This is illustrated
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FIG. 14. The top panel (a) shows a comparison of calculated and measured impact-ionization coefficients as a function of electric
field. The heavy solid curve (theory) shows the calculated ionization coefficient in the thick-film limit, while the parallel thinner
curve shows the apparent ionization coefficient as predicted for a measurement on a 50-nrn-thick film. These values are smaller be-
cause the dark space cannot be neglected at this thickness. The symbols show experimental values obtained by the carrier separation
technique with oxide thicknesses of 52 nm (open dots), 67 nm (diamonds), and 97 nm (triangles). As a correction for generation-
recombination currents, a constant value of 10 ' was subtracted from the measured current ratios of Fig. 13 before calculating the
ionization coefficients. For comparison, we also show the impact-ionization coefficients previously derived by Solomon and Klein
(Ref. 71) using a current transient technique in MOS capacitors with oxide thicknesses from 30 to 300 nm (heavy dashed line), Knoll,
Braunig, and Fahrner (Ref. 72) using a combination of charge injection and irradiation on 150-nm oxides, Nissan-Cohen, Shappir,
and Frohman-Bentchkowsky (Ref. 73) using charge injection in oxides with thicknesses from 17 to 85 nm, and Chen, Holland, and

Hu (Ref. 68) also using charge injection but in oxides with thicknesses of 13.3 and 20 nrn. The reasons for the differences between the

experimental results are explained in the text. The bottom panel (b) shows the calculated apparent ionization coefficient as it would

result from measurements at different oxide thicknesses. Curves for electric fields from 7 to 12 MV/cm are shown. The figure serves

to illustrate how the dark space reduces impact ionization in thin films because electron heating has not yet reached steady state. The
thickness ranges used in the various experiments of panel (a) are indicated. Only the data of Solomon and Klein (Ref. 71), Knoll,
Braunig, and Fahrner (Ref. 72), and our own measurements (Ref. 32) are not too strongly affected by transient electron heating. (The
slight decrease of the ionization coefficient at 12-MV/crn above 200 nm shows the limitations of the analytical equations for the elec-
tron multiplication factors as derived from the Monte Carlo results in Fig. 7.)
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in detail in Fig. 14(b), where the calculated, apparent ion-
ization coefftcients by using Eqs. (6)—(8) in combination
with Eq. (4)—ignoring the fact that impact ionization is
a function of thickness as in Eq. (5} because of transient
electron heating —are shown as a function of oxide thick-
ness for various electric fields. The thickness range used
for the various experimental studies shown in panel (a)
are marked in panel (b). As can be seen from panel (b),
for t,„(25nm, we predict a strong suppression of impact
ionization because the electron-energy density has not yet
reached steady state and the apparent ionization
coefficient is a strong function of the oxide thickness.
For example, at 10 MV/cm, we predict no impact ioniza-
tion for thicknesses below 15 nm. Most likely, the oc-
currence of hole trapping, as observed by Chen, Holland,
and Hu and Nissan-Cohen, Shappir, and Frohman-
Bentchkowsky in these thin films has to be associated
with anode hole injection as discussed in the context of
Fig. 13. Chen, Holland, and Hu also speculated that
band tailing might play a role. Nissan-Cohen, Shappir,
and Frohman-Bentchkowsky were the first to include a
dark space for impact ionization in their data analyses.
However, their model considerably underestimates the
width of the dark space, leading to large errors in the de-
rived ionization coefficients. Below, we show that posi-
tive charge buildup in thick oxides is indeed caused by
impact ionization and the phenomenon can be used to
determine impact-ionization coefficients as proposed by
Solomon and Klein. '

D. Hole trapping

A small fraction of the holes produced by impact ion-
ization (and/or anode injection) are known to get trapped
in preexisting hole traps (possibly related to oxygen va-
cancies) near the Si/Si02 interface. This positive charge
buildup can be directly measured using capacitance-
voltage techniques. The density of the trapped positive
charge, p, is entirely controlled by the charge flow
through the gate oxide and can be described by the fol-
lowing rate equation,

e =J„(m —1)o'~(N~ —p) —J„o'„p .

J„
X 1 —exp — [(m —1)o +o „]t (12)

t is the time, e is the magnitude of the electron charge,
and N~ is the density of neutral, preexisting hole traps
( =5 X 10' in the samples studied here). J„ is the
Fowler-Nordheim current. o is the hole capture cross
section with a measured value of 1 —2X 10 ' cm . o.„ is
the electron capture cross section of a trapped hole and
has measured values of o.„=1.28X10 ' F,„cm at
fields larger than 3 MV/cm. The field, F,„, is in
MV/cm. Assuming no trapped holes at t =0, the solu-
tion to Eq. (11) is

(m —1)cr
p=N~ (m —1)rr~+cr„

Figure 15 shows a comparison of the calculated and mea-
sured positive charge buildup versus the total electron
charge, Q=J„t/e, flowing through 24.5- (open dots) and
67-nm (full dots) gate oxides at an average field of 9
MV/cm. Electrons are injected from the silicon sub-
strate. The curves show calculations using Eqs. (6)—(8)
and (12). The strong thickness dependence of the positive
charge buildup directly reflects the thickness dependence
of the electron multiplication factor, m. The saturation
values of the calculated curves at large injected charge
values correspond to the steady-state situation, in which
the same number of holes are trapped per unit time as
there are holes annihilated by electron capture. As can
be seen from Fig. 15, Eq. (12) seems to breakdown at
large electron Quencies. The 24.5-nm data, for example,
shows an apparent decrease of the positive charge above
fluencies of about 10 C/cm and a charge sign reversal
at 10 ' C/cm. These effects are due to charge compensa-
tion caused by trap creation (generation of new electron
traps} and electron trapping. The negative charge
trapped near the Si02/Si interface masks the trapped-
hole density in the electrical measurements. It is possible
to show that the trapped-hole density remains
constant —as expected from Eq. (12)—even at high
fluencies where the measurements in Fig. 15 show net
negative charge.

In Fig. 16, we compare calculated, normalized steady-
state, hole densities, p, /N (curves), with the measured
saturation values (symbols) over a wide electric field and
oxide thickness range. The measured values were ob-
tained from data similar to that shown in Fig. 15 (Ref.
32). The calculated values were obtained via the high
fluency limit of Eq. (12}:
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FIG. 15. Comparison of the calculated [Eq. (12},curves] and
the measured (symbols) absolute values of the net trapped-
charge density near the Si/SiO& interface as a function of the in-

jected electron charge into oxides with thicknesses of 24.5 and
67 nm at a field of 9 MV/cm. Equation (12), which accounts for
hole generation and hole trapping due to impact ionization, pre-
dicts the correct fluency, field, and oxide thickness dependence
of the positive charge buildup. The deviations at large fluencies
arise because of electron-trapping leading to charge compensa-
tion and eventually to a net negative charge (see text).



10 290 D. ARNOLD, E. CARTIER, AND D. J. DIMARIA 49

1.0
Theory 0—10 nm //

//

24 nm
/

/ /

/—— 80 n/n
/

/
/

/

/ 0
I

/

/o' / ,80
/

o',& g.
'k-¹

Experiment
~ 10 nm

0.8—

50 nm o 23.2, 24.

+ 49.9, 51.

&&67, 96 nm

0.6

0.4

0.2—
r ~

rr

11 13
Average Field (MV/crn)

0.0
7 9 15 17

FIG. 16. Comparison of calculated [Eq. (13), curves] and
measured (symbols) normalized, steady-state trapped-hole den-
sities, p„, as a function of electric field for oxide thicknesses
from 10 to 96 nm. The values shown are normalized to the mea-
sured aerial density of hole traps, S~. The experimental values
represent the saturation values as measured from data like that
shown in Fig. 15. No hole trapping due to impact ionization is
predicted in the 10-nm oxide below 14 MV/cm (solid curve).
The observed hole trapping in the 10-nm film may be due to
anode-hole injection. This is illustrated by the heavy-dotted
line, which shows the steady-state trapped-hole density predict-
ed by Eq. (13), if the as-measured current ratios, a, of the 8-nm
oxide from Fig. 13 are used instead of the calculated hole-
generation factors, m —1 (for details, see text).

N (m —1)cr
(13)

Calculated curves for thicknesses of 80, 50, 24, and 10
nm are shown in Fig. 16. The measured field and thick-
ness dependences (arising entirely from the field and
thickness dependence of the electron multiplication fac-
tor, m) are well accounted for by the calculations for
t,„+20 nm. In contrast to the experimental findings, the
calculations predict no measurable hole trapping below
14 MV/cm in the 10-nm sample shown in Fig. 16. Ex-
perimentally, a positive charge buildup with a similarly
weak field dependence has also been found under condi-
tions where the total voltage drop across the oxide does
not exceed 9 V, making impact ionization impossi-
ble. ' ' ' As discussed in the context of Fig. 13, this
measured "extra" charge is most likely related to hole in-
jection near the anode. The following comparison of the
results in Figs. 13 and 16 strongly supports this supposi-
tion. The steady-state hole densities measured in the 10-
nm film (full dots in Fig. 16) can be calculated via Eq. (13)
simply by using the measured a„values from Fig. 13 in-
stead of the calculated hole generation factors, m —1, for
impact ionization. Using the 8-nm data from Fig. 13 in
Eq. (13) yields the charge buildup shown by the heavy-
dashed line in Fig. 16, consistent with the measured hole
densities in the 10-nm oxide. As discussed in Ref. 32, ir-
reuersible GR currents are of the same order of rnagni-
tude as the anode hole currents. This may explain why
the 8-nrn data from Fig. 13 yields good agreement; GR
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FIG. 17. Polarity dependence of the trapped-hole density
near the Si/Si02 interface as a function of oxide thickness at
fields of 9 and 10 MV/cm. p~„ is the trapped-hole density mea-

sured after injection from the substrate (positive gate). p„,g is

the trapped-hole density measured after injection from the gate
(negative gate). The injected charge was 1X10 C/cm in all

cases. For the calculations, it was assumed that all hole traps
are located at the centroid position of the measured trapped
hole distribution, t„5nm away from the Si/Si02 interface.

currents do not How through the oxide and, therefore,
cannot give rise to hole trapping. Also, the hole injection
efficiency appears to depend on the gate material and its
morphology and the process induced hole-trap density
decreases with thickness and cannot easily be measured
in thin oxides. All these factors considerably complicate
the interpretation of hole trapping in thin films, where
impact ionization in the oxide is not the dominant source
for holes.

To further illustrate how measurements of hole trap-
ping in the oxide can help to clarify the uncertainties con-
cerning the origin of substrate hole currents, we consider
thicker films, where impact ionization is expected to
occur simultaneously with anode hole injection because
the latter process has a smaller energy threshold. To
separate these two different contributions, we make use of
the asymmetry in the distribution of hole traps across the
oxide films. Hole traps are known to be located near the
silicon substrate: The charge centroid for trapped holes
is located about t, =5 nm away from the oxide/substrate
interface. For positive gate polarity (electron injection
from the substrate), all the holes produced by impact ion-

ization are swept past the hole-trap distribution before
they are collected in the substrate (see schematic in Fig.
12). For negative gate polarity (injection from the gate),
however, a large fraction of the holes produced by ioniza-
tion will be produced "in front" of the hole-trap distribu-
tion and they are never swept past it on their path to the
gate. In contrast, holes injected from the contacts are
swept across the whole oxide film for both polarities.
Therefore, no asymmetry is expected for the trapping of
holes produced by anode hole injection. (An asymmetry
may arise from variations in the hole injection efficiencies
for various contacts. ) In Fig. 17, we compare calculat-
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ed and measured ratios of the trapped-hole densities for
the two polarities as a function of oxide thickness at two
different field values. The measurements were done by in-
jecting 1X10 Ccm for each polarity and field.

p p
Mld p g corresponds to the charge measured after

injection from the substrate and from the gate, respec-
tively. The calculations were done by assuming that all
hole traps are located at the centroid position t, . The
trapped-hole ratio can then be calculated as

pneg p (mneg }

p „ p(m „) (14)

where the function p(m) is the trapped hole density as
given by Eq. (13).The efFective "hole generation factors, "
m„, —1=m(t,„)—m(t,„t,—) and m „—1=m(t,„)—m(t, ) for the negative and the positive polarity case,
respectively, are calculated using Eqs. (6)—(8). As can be
seen from Fig. 17, the calculated trapped-hole ratios
(curves) rapidly decrease for oxide thickness larger than
25 nm, as experimentally observed (symbols). This transi-
tion around 25 nm cannot easily be explained with a
gate-injection mechanism alone. In thick films, 50-100
nm, the measured charge ratios appear to be larger than
the calculated values on average. This may be related to
a symmetric component arising from anode hole injec-
tion. A rough estimate of such a component from the de-
viations between the experimental and the theoretical
data yields a value of a,„,d, -—2X10 to 4X10 at
fields between 9 and 10 MV/cm. These numbers are fair-
ly consistent with the "plasmon model" in the thick-film
limit, which predicts values of a» —1X10 to
5 X 10 in the same field range.

F. Temperature dependence

Substrate hole currents and hole trapping have been re-
ported to be essentially temperature independent.
Based on our interpretation, this implies that impact ion-

K. Interface-state generation

Trapped-hole-free-electron recombination near the sil-
icon substrate has been shown to lead to interface-state
generation at the Si/Si02 interface. Since the electron-
hole recombination rate for constant current stress is
equal to J„o„p/e [second term in Eq. (11)], the
interface-state generation rate would be expected to be
proportional to the positive charge, p, as given by Eq.
(12). Qualitatively, such a similarity between hole trap-
ping and interface-state generation has indeed been re-
ported in Ref. 32. An accurate calculation of the
interface-state buildup is, however, diScult because the
conversion efficiency (the number of interface states gen-
erated per recombination event} can vary by as much as
three orders of magnitude, depending in a still poorly un-
derstood manner on sample processing. Also, the pres-
ence of the trapped hole itself appears to induce an
interface-statelike response in capacitance-voltage mea-
surements. Finally, interface-state generation via hot-
electron-induced hydrogen release is another efficient de-
gradation process (see Sec. V).

ization in Si02 does not significantly depend on tempera-
ture. These observations differ from experimental and
theoretical findings in semiconductors. An answer to
this unexpected behavior in Si02 was recently obtained
by Eklund, McFeely, and Cartier, using soft-x-ray in-
duced low-energy electron transmission experiments.
These studies demonstrated that electron scattering with
acoustic phonons is independent of temperature for elec-
tron energies above 6 eV. As demonstrated in Sec. III C,
the absolute magnitude of the electron multiplication fac-
tors are mostly controlled by acoustic scattering at exact-
ly these high energies, explaining the temperature in-
dependence of ionization related transport phenomena.
Consequently, Eqs. (6)—(8) also provide a good estimate
for multiplication factors at low and high temperatures.
The unusual behavior of the electron-phonon-scattering
rates reported by Eklund, McFeely, and Cartier is be-
lieved to be caused by a quantum-mechanical effect,
prohibiting the calculation of the temperature depen-
dence of the acoustic electron-phonon-scattering rates at
high energies via the Bose factor in Eq. (la). At energies
below about 3 eV, however, the electron-phonon-
scattering rates are expected to be temperature dependent
as dictated by Eq. (la). In this energy range, the scatter-
ing rates are more than an order of magnitude smaller
than at higher energies, such that first-order perturbation
theory should still apply.

V. DEGRADATION AND BREAKDOWN
OF THIN SiOq FILMS ON SILICON

As outlined in the introduction, dielectric breakdown
in thin Si02 films has almost exclusively been considered
to be the result of impact ionization. ' ' ' ' ' ' The
success of our transport model justifies a reevaluation of
this viewpoint since oxide reliability poses considerable
constraints on the operation of many Si/SiOz-based elec-
tronic devices. This is especially true for nonvolatile
memory devices, in which high-field electron transport
through Si02 gates is not merely an undesired side effect
but is basic to their operation. The operational condi-
tions, under which impact ionization in an oxide film will
have no effect on the performance of a floating gate
memory cell, for example, are given by the threshold field
for ionization as plotted in Fig. 18 (curves labeled "ion-
ization"}. The symbols (diamonds) show the threshold
fields obtained by Monte Carlo calculations, while the
heavy curve (labeled "MC") represents the parametrized
result according to Eq. (7). The thin-continuous curve
(labeled "ballistic" ) is the field at which electrons with en-
ergies in excess of 9 eV would be observed in the absence
of acoustic-phonon scattering. As can be seen, the
threshold field for' ionization rapidly increases with de-
creasing oxide thickness. For example, for t,„(10nm,
impact ionization does not happen at fields below about
13 MV/cm. Since oxides of 10 nm or thinner will be used
in future device generations, impact ionization will be of
no concern for device degradation.

The threshold field for impact ionization, F',h,
represents a lower bound to the breakdown field, Fbd,
predicted by all models based on impact ionization. In
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Fig. 18, typical values for Fbd from the literature are
shown for comparison. The open circles show values
measured by DiStefano and Shatzkes in the seventies.
The full dots show more recent results (field for 50%%uo

failure after 1-sec-stress time) by Ozawa and Yamabe. '

As can be seen, thick oxides break down well above F,"„
suggesting that ionization-induced breakdown might in
fact occur. A number of such models have been outlined
in the 1970s. ' ' ' Breakdown was proposed to occur
because of avalanche multiplication directly. Also, posi-
tive feedback models have been explored where enhanced
current injection is caused by transient hole-space-charge
formation or alternatively by hole trapping. However,
using our transport model, we find that none of these
mechanisms does apply at the breakdown fields shown in
Fig. 18. (Only at much higher fields, some of the above
scenarios are expected to apply. ) As discussed above, im-
pact ionization is strongly reduced as compared to earlier
estimates, yielding at,„&0.1 at the measured breakdown
fields, which is too small a number to cause an avalanche.
This number is also too low to cause significant transient
positive space charge because the generated holes get
swept out of the oxide with a mobility of 2X10
cm V ' sec '. Even if hole trapping is included,
current runaway does not occur at such low fields. Typi-
cal hole-trap densities near the silicon/silicon dioxide in-
terface are 5X10' cm . Most of these traps are filled
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FIG. 18. Calculated threshold fields for impact ionization in

Si02 [9 eV threshold (ionization)], and for defect generation by
the "trap creation" process [2.2-eV threshold (trap creation)].
"Trap creation" refers to defect generation caused by hot-
electron induced hydrogen release (Ref. 86). The symbols (dia-
monds) represent values obtained directly from Monte Carlo
simulations, while the heavy solid curve (MC) represents a nu-
merical interpolation of the Monte Carlo results [Eq. (7) for im-

pact ionization]. For both processes, the hypothetical threshold
fields for ballistic transport in the oxide —no p ho non

scattering —are shown for comparison (ballistic) ~ The dramatic
influence of acoustic scattering on the ionization threshold in
thick films can be clearly seen by comparing the calculations
{MC and ballistic). Measured breakdown fields {open circles
and dots) from Refs. 80 and 81 are shown for comparison.

well before breakdown occurs, leading to measured tran-
sient current increases which are too small to destroy the
oxide. Also, the positive charge becomes rapidly com-
pensated by electrons trapping and net negative trapping
is observed near breakdown. Finally, from Fig. 18, it
can be seen that the measured breakdown fields do not
follow the calculated thickness dependence of F',h

—the
thinnest films fail at fields at which ionization is barely
possible. It has been proposed that anode hole injection
might provide enough holes for breakdown to occur in
these thin films. Based on the discussions in this paper,
it is unlikely that anode hole injection can provide
enough positive charge for current runaway and break-
down. In summary, all of these considerations strongly
suggest that breakdown models involving impact ioniza-
tion and hole trapping do not apply at the low break-
down fields typically measured in Si02 films during
current stress.

Based on the original proposal by Harari, we recently
developed quite a different degradation and breakdown
concept which does not suffer from the limitations of
breakdown models which are solely based on hole trap-
ping in the oxide. We proposed that breakdown might
be the result of cumulatiue hot electron -induced -degrada
tion of the oxide jflm near its interfaces. The degradation
is proposed to be caused by "trap creation "s4s9 and
electron hole rec-ombination together The b.asic idea is
simply that both of these processes continuously degrade
the oxide quality in the interfacial, stressed regions—
breaking oxide bonds by hot-electron-initiated chemical
reactions as specified below —until the thin-film structure
becomes inherently unstable.

The term "trap creation" refers to the following four-
step degradation sequence. ' Injected electrons heat
up on their pass through the oxide (step 1) and liberate
processing-induced hydrogen by hot-electron impact
(step 2) mostly near the anode because process induced
hydrogen is concentrated at the interfaces. A minimum
electron energy of less than 2 eV with respect to the bot-
tom of the oxide conduction band is required for hydro-
gen release. ' The liberated hydrogen, assumed to be
H (neutral hydrogen), then diffuses through the oxide
(step 3). Hydrogen redistribution during high-field
current stress has been observed directly by hydrogen
profiling techniques. ' ' Finally, H can react chemical-
ly with precursor sites to generate various kinds of de-
fects (step 4). These defects can be observed by electrical
measurements as anomalous positive charge, oxide elec-
tron traps, and interface states. ' In recent electron-
spin resonance studies, ' the PbH defect, which is the
hydrogen-passivated Pb center, has been identified as one
specific precursor site that reacts with atomic hydrogen;
the interface state, known as the silicon dangling bond or
P„center, is produced by the reaction, PbH+H
~P„+H2. These studies also showed that other kinds
of defects, distributed away from the interfaces are pro-
duced by this four-step process. It has recently been
demonstrated that the degradation during high-field
current stress shows striking similarities with the atomic
hydrogen-induced degradation during remote hydrogen-
plasrna exposure. "Trap creation" occurs efficiently also
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in very thin oxides and at fields far below the impact ion-
ization threshold. These points are illustrated in
Fig. 18, where the calculated threshold field for "trap
creation" (here a 2.2-eV threshold as an upper limit for
the onset of the phenomena was used} is compared to the
ionization threshold. The symbols (diamonds) show re-
sults of our Monte Carlo calculation. The heavy curve
(labeled "MC"} is a numerical interpolation between
these values. The dashed curve (labeled "ballistic" )

shows the field, at which electrons with energies in excess
of 2.2 eV would be observed in the absence of phonon
scattering. It can be seen that breakdown occurs far
above the "trap creation" threshold at all oxide
thicknesses.

With decreasing field and with decreasing oxide thick-
ness, "trap creation" will inevitably become the dominant
degradation mode. These transitions from the impact-
ionization regime into the "trap creation" regime are dis-
cussed below in detail, using the interface-state genera-
tion and the charge to breakdown (CTB) measured in
time-dependent breakdown as examples. It is our inten-
tion to illustrate that the proposed degradation and break-
down concept has considerable predictive power if it is for-
mulated within the transport model introduced in this pa
per. We have no intention to prove its validity under all
possible conditions, such as processing variations, polari-
ty dependences, or temperature dependences. However,
we express the degradation process in terms of the hot-
electron dynamics and in terms of physical quantities
such as the hydrogen concentration and distribution, the
hydrogen diffusion, the density of process induced hole
traps, and so on, which can be measured independently.
It is therefore possible to qualitatively evaluate the con-
sistence of our proposal with results obtained by varying
the conditions mentioned. On that qualitative level,
matters appear to be consistent. The hydrogen chemistry
is treated phenomenologically. It can, however, be incor-
porated on a microscopic level as more information be-
comes available.

We start out by predicting the field and thickness
dependence of the interface-state generation rate, which
is defined as the number of interface-states generated per
unit of injected electron charge. As can be seen from
Fig. 19 [panel (a)], these rates vary over several orders of
magnitude both as a function of thickness at constant
field and likewise as function of field at constant oxide
thickness. These dramatic variations can be understood
on the basis of our transport model using the proposed
degradation concept. The interface-state generation rate
due to "trap creation" during current stress under posi-
tive gate bias (electron injection from the Si substrate) is
expressed on the basis of the four-step model as follows:

6fn . J„
=yqo „[S ] [N~]f crbb(E)n (E)dE, (15a)

where [NH] is the aerial hydrogen concentration at the
oxide-anode interface. obb(E) is the bond-breaking (or
hydrogen release) cross section. The quantity [S~ ] is the
aerial density of precursor sites at the Si/Si02 interface
which can be transformed into electrically active defects
by reacting with liberated atomic hydrogen. The con-

103

10
Ct$

1 01
G5

CC

c 10
O

g) 10
CO

(3 1p-2
CD

—— io-'- /
E ,0 g&
O

g/
z'. I

o 95.7nm

0 67.0nm
& 24.5nm

~ 9.3nm

1 55nm
a4

0
0

6'~ —8

a) Experiment
I I

I
I

I

—1013

1 p12
E

O
11

co 10
C5

10c 100
10

CO

1P8

10
5 10

Average Field (MV/cm)

15

FIG. 19. Comparison of measured [panel (a)] and calculated
[panel (b)] interface-state generation rates as a function of elec-
tric field for oxide thicknesses from 4.5 to 96 nm. The measured
values are from Ref. 82. The calculations are based on Eqs. (15)
and (16).

ebb(E) =o0
&th

(15b}

where n =2 and E',h ——1.6 eV.
The calculation of the interface-state generation by

electron-hole recombination is again based on the trans-
port model. We assume that impact ionization is the
only source for holes in the oxide. (As discussed previ-

stant y& is the probability that a liberated hydrogen atom
will difFuse from the gate to the SiSiOz interface and o, is

a reaction cross section quantifying the reaction of atom-
ic hydrogen with the precursor site Sz. The energy densi-

ty near the anode, n(E), is calculated with the Monte
Carlo transport program. The energy dependence of the
hydrogen-release cross section can be obtained in the fol-
lowing manner. During current stress, simultaneously
with the interface-state buildup at the cathode, a buildup
of anomalous-positive charge (slow donor-type states)
occurs near the anode. We believe that these defects at
the anode are the remainder of those impurity sites from
which a hydrogen atom has been striped by a hot elec-
tron. If this applies, the energy dependence of the
hydrogen-release cross section can be determined from
the field dependence of the slow-state generation. Using
this approach, we find "

'n
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ously, this is an oversimplification because hole currents
and hole trapping are also caused by hole injection near
the anode. Conceptually, the inclusion of anode hole in-
jection is straightforward. The magnitude of these hole
currents, however, is still rather poorly known. ) We thus
use the equation

=y. l . &.p(I' t..»dt ' e
(16)

where y, I, is the probability that an interface state will

be created per electron-hole recombination event and

p (F, t) is the trapped-hole density as given by Eq. (11).
To predict the field and thickness dependence from

Eqs. (15) and (16), the absolute values for the various fac-
tors, [NH ],yd, o „tr„[S~],y, „,are not independently re-
quired. We assume all these parameters to be constants,
independent of oxide field and thickness and we use typi-
cal values of y, &

=0.3, X =5 X 10' cm and we finally
adjust the product ydo, [S& ]oo[NH ], such that 10" inter-
face states are produced per unit of injected charge by
"trap creation" at 10 MV/cm in a 10-nm-thick film.
These values are consistent with parameters measured in
the samples used for the experiments in Fig. 19. Using
these normalizations, we calculate the pattern shown in
panel (b) of Fig. 19. Clearly, panel (b) shows essentially
the same pattern as the measured generation rates shown
in panel (a).

The strong field and thickness dependences calculated
in Fig. 19 arise solely from changes in the electron-energy
density, n (E), with field and thickness, all other parame-
ters were assumed to be constant. Let us discuss the
95.7-nm film first. At 2.5 MV/cm, LO-phonon runaway
and electron heating to energies larger than the threshold
for "trap creation" of 1.6 eV (see Fig. 3) causes a rapid
onset of interface-state generation. (The experimental
data shows interface-state generation at even lower fields.
We have direct evidence that this difference is caused by
the substrate hot-electron injection used in the experi-
ments as compared to FN injection used in the calcula-
tion. ) With increasing field, the energy distribution be-
comes restabilized by acoustic-phonon scattering and the
generation rate in Fig. 19 increases slowly, qualitatively
following the average electron energy (see Fig. 3). At 7
MV/cm, acoustic runaway occurs causing impact ioniza-
tion and interface-state generation by electron-hole
recombination [Eq. (16)] (and also by hole trapping
directly) in addition to "trap creation". If the contribu-
tion due to Eq. (16) is small or absent, the interface-state
generation rate will continue to increase slowly in accor-
dance with the average electron energy, following the
9.3-nm data shown in the figure. The 95.7-nm data below
7 MV/cm and the 9.3-nm data above 7.5 MV/cm define a
smooth function which represents the "trap creation" re-
sult for hydrogen release by an electron distribution
which has reached (quasi-) steady state at the gate con-
tact. The variations with thickness can now be under-
stood easily via Fig. 18. As can be seen there, in thinner
films, the "trap creation" threshold shifts to higher fields
(6, 10, and 13 MV/cm for 9.3, 5.5, and 4.5 nm, respec-
tively) and simultaneously the impact-ionization thresh-

old shifts to higher fields as well. In the 9.3-nm oxide
shown, impact ionization sets in at 15 MV/cm (see Fig.
18), which is outside the range of Fig. 19. It is interesting
to note that the predicted saturation with increasing
thickness in the ionization regime (the data for the 67-
and 95.7-nm oxides are almost identical) is also apparent
in the experimental data. This simply rejects the transi-
tion to steady-state impact ionization outside the 30-nm

range of the dark space.
As a second and final example, we demonstrate that

the cumulative degradation caused by "trap creation" and
electron-hole recombination together allows some intri-

guing predictions for the field and thickness dependence
of the total CTB. Again, the calculation of absolute CTB
values would require a detailed understanding of the mi-

croscopic degradation processes. For example, it is not
clear which defects are most relevant for the degradation
that leads to breakdown. Harari concluded that distri-
buted electron traps may be more important than inter-
face states. Experimentally, the generation of distributed
electron traps and the generation of interface states fol-
low a very similar pattern. Therefore, we simply use the
interface-state density as an indicator or measure for the
cumulative oxide damage during current stress. We pos-
tulate that the oxide becomes prone to failure when the
interface-state density reaches a critical value of 5X10'
cm . (We find by trial and error that this hypothetical
breakdown criterion yields absolute values for the CTB
which are comparable with measured values. ) Using this
criterion, we can now calculate the (hypothetical) charge
to breakdown as a function of oxide field and oxide
thicknesses simply by integrating Eqs. (15) and (16) to-
gether until the critical number of interface states is pro-
duced. The results of these calculations are summarized
in Fig. 20. The calculated pattern shows all the features
observed in the field and thickness dependence of recent
CTB measurements, ' ' strongly supporting the idea
that the CTB is determined by the cumulative degrada-
tion caused by two distinctly different hot-electron-
induced defect creation processes together, namely,
electron-hole recombination caused by impact ionization
and hydrogen release and reaction in the "trap creation"
process, and interface-state generation can be used as an
indicator for breakdown. Again, the field and thickness
dependence of the CTB is solely a function of the electron
dynamics as it evolves from our transport model. All
curves converge to or depart from the steady-state trap
creation result which decays roughly exponentially with a
slope of 0.2 decades/MV. The discussion to Fig. 19
directly applies to Fig. 20 and we leave it to the reader to
connect the pattern in Fig. 20 to the details of the hot-
electron dynamics. We have used this degradation con-
cept for process optimization. For example, in

reoxidized-nitrided oxides we directly showed that nitro-

gen acts as a scavenger of atomic hydrogen and thus
dramatica11y reduces the probability yd for hydrogen
diffusion to the Si/SiOz interface, decreasing the
interface-state generation rate and possibly increasing the
CTB values. Also, the effects of the actual hydrogen dis-

tribution as measured by nuclear reaction analyses, for
example, can be directly studied.
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to illustrate how the electron dynamics afFects the charge to
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dation caused by "trap creation" (hot-electron-induced hydro-
gen release) and impact ionization together (for details, see text).

VI. CONCLUSIONS

A transport model which is based on electron-phonon-
scattering rates derived from zero-field photon-induced
electron transmission experiments ' has been
developed and the hot-electron dynamics has been inves-
tigated using a Monte Carlo integration of the transport
equation. We demonstrated that the observed decrease in
the acoustic scattering rate at high energies leads to an
electron runaway phenomenon which we call acoustic-
phonon runaway Acoustic run. away was shown to be the

key process for a quantitative understanding of impact
ionization in Si02. We have tested our model by compar-
ing its predictions with results of several high-field trans-
port experiments in SiOzlSi device structures. We
demonstrated that acoustic-phonon runaway accounts for
the high-energy tails in the electron-energy distribution
as measured by vacuum emission. The calculated elec-
tron multiplication factors were shown to account for the
oxide field and thickness dependence of hole currents in
n-channel FET's using the carrier separation technique
and for the positive charge buildup (hole trapping) in

Si02 films during high-field current stress. A detailed
comparison of our calculations with existing experimen-
tal data strongly suggests that hole currents and hole
trapping are also caused by hot-electron-induced hole in-
jection at or near the anode.

The transport model was also used to investigate the
importance of impact ionization and hole trapping for
dielectric breakdown. We present strong evidence that
these processes are of minor importance in thin films be-
cause impact ionization is found to be strongly
suppressed for oxide thicknesses to (20 nm. Our trans-
port model is shown to be compatible with the alternative
proposition, by DiMaria, Arnold, and Cartier, that
breakdown in such thin films might be the result of the
cumulative degradation of the thin film structures near its
interfaces caused primarily by hot-electron-induced hy-
drogen chemistry. The complicated thickness and field
dependences of the interface-state generation rate and of
the charge to breakdown can be readily calculated on the
basis of our transport model, strongly supporting the sup-
position that the hot-electron-induced hydrogen chemis-
try might be the limiting factor for the durability of thin
oxide films.
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