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We have carried out a systematic set of Monte Carlo simulations of the Harris-Plischke-Zuckermann
lattice model of random magnetic anisotropy on a two-dimensional square lattice, using the classical
Metropolis algorithm. We have considered varying temperature T, external magnetic field H (both in

the reproducible and irreproducible limits), time scale of the simulation ~ in Monte Carlo steps and an-

isotropy ratio D/J. In the absence of randomness this model reduces to the XY model in two dimen-

sions, which possesses the familiar Kosterlitz-Thouless low-temperature phase with algebraic but no

long-range order. In the presence of random anisotropy we find evidence of a low-temperature phase
with some disordered features, which might be identified with a spin-glass phase. The low-temperature
Kosterlitz-Thouless phase survives at intermediate temperatures for low randomness, but is no longer

present for large D/J. We have also studied the high-H approach to perfect order, for which there are
theoretical predictions due to Chudnovsky.

I. INTRODUCTION

Over the last few years there has been considerable in-
terest in the magnetic behavior of amorphous alloys of
rare-earth metals. ' Important anomalous properties of
these materials include the presence, in the low-
temperature regime, of history-dependent magnetization;
more specifically, the low-temperature magnetization de-
pends on whether the system has been cooled in that field
(field cooled) or not (zero field cooled-). The onset of such
behavior defines some kind of field-dependent glass tran-
sition temperature T (K). There also tends to be a mag-
netic susceptibility maximum close to T, though this
does not seem to have the features usually associated with
thermodynamic phase transitions. There are also some
anomalous features associated with the magnetic part of
the structure factor which indicate an algebraic falloff in
the short-range magnetic correlations in the low-
temperature phase.

The clue to a theoretical understanding of these ma-
terials seems to lie in the orbital angular momentum due
to the electrons in the partly filled 4f shell; this feature is
common to all rare-earth metals. In crystalline rare
earths, this angular momentum couples with the crystal
field due to the nearest-neighbor atoms, causing a magne-
tocrystalline anisotropy with the symmetry of the under-
lying lattice. Once the lattice is amorphous, and in prin-
ciple this may occur in pure materials as well as alloys,
the leading-order effect of the anisotropy at each site is to
create a term in the Hamiltonian which couples to 8,
(with 8' the angular momentum operator), but with a spe-
cial direction which changes from site to site. This is the
physical idea behind the random-anisotropy magnet
(RAM).

A model which supposes that this effect dominates all
other randomness in governing the low-temperature mag-

netic properties is due to Harris, Plischke, and Zucker-
mann (HPZ). In the HPZ model, magnetic spins are ar-
ranged on a regular lattice, with energies dictated by lo-
cal exchange coupling between neighboring spins, cou-
pling with external fields, and magnetoelastic effects, as
well as the random anisotropy on each spin. The result-
ing Hamiltonian is

S=—J $ S; S. D$(S;.n—;)
I' J I

—Dog(S; no) —$H S;,

where the sums over pairs Ii,j I are taken over nearest-
neighbor sites on the regular lattice and sums over sites
are taken over all sites of the lattice. The vector spins are
characterized by n components; normally we would study
n =2 (the XI'model) or n =3 (the Heisenberg model).

We remind the reader that in addition to the
exchange-coupling term, the random-anisotropy term,
characterized by the random axis n;, and the external
field term, there is also a coherent anisotropy term associ-
ated with a global easy axis in the direction no, whose
strength is characterized by the ratio Do/J. The temper-
ature scale of phenomena within this model is determined
by the exchange coupling J, and thus the effect of the ran-
domness is measured by the ratio D/J. In this paper T,
D, etc. are measured in energy units, and where there is
ambiguity, the unit of energy is J.

The HPZ model has been the subject of many studies,
both analytic and computational, and we shall give a
brief review of some of the work relevant to our own
study in the next section. At this stage we merely point
out that, as with all such statistical mechanical models, a
number of features might be expected to affect its proper-
ties. Apart from the explicit model parameters, these in-
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elude the dimension d, the number of independent spin
components n, and the number of easy directions p. Al-
though p =2 in Eq. (l) as written, we may easily imagine
the random-anisotropy potential as D—cos[p(6 —8;)],
with 8; one easy direction. This form reduces to the an-
isotropy term in Eq. (l) if p =2.

In this paper we study, using Monte Carlo simulations,
the two-dimensional, n =2, p =2, HPZ model. Although
the primary motivation for our study is that this model
(at least for d =3,n =3) represents magnetic behavior, it
is worth noting that other workers have found direct ap-
plication of this limit to the adsorption of superAuid heli-
um on bumpy interfaces.

The paper is arranged as follows. In Sec. II we shall
give a brief overview of other work relevant to our study.
In Sec. III we present a brief overview of the relevant
theory. Our simulation results are in Secs. IV and V. In
the final section we shall present some brief conclusions.
A preliminary version of this work has been presented
elsewhere. '

II. REVIEW OF PREVIOUS WORK

We shall confine the scope of this brief review to prop-
erties of the HPZ model itse1f. We shall not concern our-
selves in any detail with the question as to what extent
the HPZ model actually describes magnetic behavior in
amorphous rare-earth models. We have carried out a
rather more comprehensive review of the theoretical
literature elsewhere.

A first crucial question concerns the nature of the low-
temperature phase in the HPZ model. Early speculations
and calculations suggested that perhaps this phase was
also magnetic, at least for sufficiently low D (assuming
that DO=0). ' Subsequent calculations, both analytic
and computational, have suggested rather that, even at
low randomness, the low-temperature magnetic state is
destroyed, " ' and replaced by a random state that is
sometimes identified with a spin glass.

An important tool in the understanding of the way ran-
domness affects the magnetic state was introduced by
Chudnovsky and collaborators, ' ' based on earlier ar-
guments due to Imry and Ma on random-field magnetic
systems. The low-temperature phase may be a correlat-
ed spin glass (CSG), with a magnetic correlation length
which increases with decreasing D. For higher D, it may
be a speromagnet (SM), in which the local magnetic mo-
ments point, more or less, along a local easy direction. In
the high-field limit, deviations from perfect magnetiza-
tion have a typical correlation length which decreases as
H is increased; this phase is known as a ferromagnet with
wandering axes (FWA). However, these qualitative argu-
ments do not address the question of whether the low-
temperature phase is a true spin glass; in the sense of
nonergodicity, with free-energy barriers between compet-
ing ground states increasing with size and strong dynam-
ic effects. Rather they merely assert that the low-
temperature phase will simply be magnetically inhomo-
geneous.

The subject of our study is the two-dimensional HPZ
model with n =2. This particular limit presents one sim-
plifying feature from a computational point of view,

namely, that it has a low dimension and a low number of
spin components. It therefore should, in principle, be
possible to obtain computational data on the statistical
mechanical properties relatively easily. Unfortunately, as
is well known, however, this limit presents other prob-
lems from a statistical mechanical viewpoint. In the
D —+0 limit we are left with the two-dimensional XY
model. The low-temperature phase was elucidated by
Kosterlitz and Thouless. There is no long-range mag-
netic order, but magnetic correlations fall off algebraical-
ly rather than exponentially at long distances. One can
no longer inquire whether randomness destroys the mag-
netic phase, as there is no longer a magnetic phase to des-
troy. Rather we must ask whether the low-temperature
Kosterlitz-Thouless phase ("almost magnetism") survives
the addition of the random-anisotropy term. This phase
also presents pitfalls to the simulator; a line of critical
points everywhere in the low-temperature phase ensures
that equilibration times remain long.

A number of authors ' 8 have carried out analytical
studies of this model. Some studies seek to examine the
stability of the XY behavior against perturbation by the
random anisotropy. ' ' Others, by contrast, seek to ex-
amine the limit D /J~ oo. ' The general argument in
this latter case is that renormalization-group Aows should
take the system toward this limit in any case, so that for
global properties of the phase diagram, taking this limit
should not make any difference. In fact, this argument
applies (or not) equally for any n and d. Cardy and Ost-
lund find, using a replica space method, that if the num-
ber of anisotropy directions p is greater than 2V2 (essen-
tially 3 in a real system), the Kosterlitz-Thouless low-
temperature phase survives the addition of randomness.
The low-temperature phase, however, is a glassy phase;
the Kosterlitz-Thouless phase is now an intermediate-
temperature phase which disappears at the same temper-
ature as it would in the classical XY model. However, in
the model that we study in this paper (p =2), they assert
that there will be no phase transition. As we sha11 see,
the results obtained in our work seem to controvert this
conclusion.

There is also recent computational work on the two-
dimensional n =2 HPZ model. Dieny and Barbara
have examined hysteresis curves, but at zero temperature,
in the context of an investigation of the topological struc-
ture of the magnetization process. They discovered
somewhat erratic and irreproducible hysteresis curves.
We shall return to this point below. Reed has studied
the p =6 case and discovered a low-T XY phase, in par-
tial agreement with Cardy and Ostlund. Finally Dick-
man and Chudnovsky ' have studied the one-dimensional
n =2 HPZ model at T =0. They found some results con-
sistent with Imry-Ma-Chudnovsky scaling, but noted that
there are strong nonequilibrium effects.

III. THEORY

A. General

Much of the interpretation of our data will be carried
out using the Imry-Ma-Chudnovsky schema. ' The
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B. High-Aeld regime

We have carried out many simulations in the high-field
regime. In the limit of high H, the magnetization per site
M approaches unity, and it is of interest to examine the
process whereby it does so.

We present here a modified Imry-Ma-Chudnovsky ar-
gument which describes this phenomenon. At high fields
the spins are almost aligned in the FWA state. The Auc-
tuations from perfect alignment are supposed to be of
typical magnitude 8, and the correlation length over
which each fiuctuation is coherent is g. The interesting
quantity is 5m =1—(M). Then

5m =1—M =1—(cos8) -8 (4)

The free energy per site / is the sum of the energy and
entropy terms,

= E. TD

with

~exch+ canis+ ~field

The usual Imry-Ma-Chudnovsky arguments ' ' then
give rise to

E-J(8/j) D(8/g)+H 8— '

where terms independent of 8 and g have been ignored.
At T=O it suffices to minimize c. At the minimum, if
possible, all terms will be of the same order of magnitude.

For simplicity, in what follows we measure quantities
in units of J. Let us first consider the CSG, in which
D & 1. It is straightforward to show that g-H
8-DH ', and 5m-(D /H). However, this regime
only applies so long as g'& 1, which is the case so long as

crucial idea of this model is that the low-temperature
phase involves a balance between magnetic alignment of
spins, favored by the exchange interaction, and alignment
along a local easy axis, favored by the random magnetic
anisotropy. In general, for dimension d &4 this involves
a compromise in which there is ferromagneticlike align-
ment over a coherence length g . Of course, such ideas
do not take into account the complex topological excita-
tions known to be important in two dimensions, but they
may nevertheless give useful insight into the simulation
results.

These arguments have been extensively explored else-
where, ' ' and we shall go into detail only where our
considerations add to those in the literature. In the ab-
sence of a field, the coherence length (in units of the lat-
tice size a) is given by

P D
—2/(4 —d)

hm

Thus, in the case d =2, we expect

D
—1

m

This result should only be true for D not too large. For
large D, the spin direction will be governed by the local-
spin anisotropy, and g —1. Thus we expect a change-
over for some D —1.

H ~ 1, and so long as 8 & 1, which demands that H 2 D'.
At lower fields we are no longer in the FWA regime. At
higher fields, g- 1, and the balance is only between E,„;,
and Es,id. Now 6-D/H, and thus 5m —(D/H) . This
result clearly holds so long as 6m ~ 1, or so long as H ~ D
ifD &J.

These results are modified at finite temperature. At
zero temperature the departure from perfect alignment is
caused by the randomness-induced disorder. At higher
temperatures the disorder may be entropy-induced. We
may suppose that a-k~ln8. In the high-field limit Tlnd
must balance H8, yielding 5m —8 —( T/H) -H
The zero-T behavior will dominate when the anisotropy
term is larger than the entropy term; this will be the case
if (T/H)-(D/H) . The crossover thus takes place at
H-D /T.

These results can be summarized as follows. In the
CSG (D & J) we have four regimes: (a) Low field;
H &Hl =—D . True CSCi behavior with spins in clusters
of size g -D ' and with clusters pointing essentially in
random directions; (b) Hi &H &H2 =—J. 5m -D /H,
with cluster size f-H '; (c) H2 & H & H3 =D /T. —
Now g- 1, and 5m -(D/H); (d) very high-field regime
H )H3. (-1 as in (c), but 5m —T/H.

It is interesting to observe that there are two regimes
with 5m -H ', but with different coefficients, separated
by a region with 5m -H . However, for T ~D, the in-
termediate regime disappears, and we presumably only
expect H ' behavior.

This behavior is modified for a speromagnet, because
then the cluster size is not a factor. Regimes (c) and (d)
survive; the lower limit for (c) becomes H= D, below—
which speromagnetic behavior essentially survives.

IV. ZERO-FIELD SIMULATIONS

A. Simulation method and computational detail

The feature of amorphous magnets most in need of ex-
planation, apart from magnetic inhomogeneity is irrever-
sibility. This property is often associated with glassy
behavior. In our simulations we have used the classical
Monte Carlo algorithm of Metropolis et al. In the in-
vestigation of glassy behavior this procedure has been cri-
ticized. Fisch' ' and other workers have been con-
cerned that the single spin-Hip Monte Carlo method was
not adequately sampling the system ensemble, and hence
not reaching thermodynamic equilibrium. While not
wishing to minimize this problem, our point of view has
been more empirical. We simply make the observation
that if the Monte Carlo method does not reach equilibri-
um quickly, then this may (and often does) refiect a real
analogous problem for the physical system being
modeled. In this case the amorphous magnets under con-
sideration do indeed exhibit irreversibility, so difficulties
in reaching equilibrium, if they exist, should be con-
sidered simply as observable phenomena rather than as
problems.

In our study we have not considered the effect of
coherent anisotropy [the Do term in Eq. (1)]. All energies
in our calculation are measured in terms of the exchange
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parameter J. We have considered the effect of changing
temperature T, randomness D, and magnetic field H. In
order to be more sure of the reliability of our conclusions,
we have also simulated system sizes between 8 and 128,
and have examined results of simulations with variable
run times between 500 and 10 cycles, where one cycle
consists of one Monte Carlo move per particle. Among
physical variables monitored were hysteresis curves with
associated coercive fields and remanant magnetizations,
magnetic susceptibility, specific heat, and spin-spin corre-
lations, both as a function of space and Monte Carlo
time.

The simulations were run on a Meiko system with a
parallel architecture, with 32 T-800 transputers contrib-
uting to the simulation. Each transputer carries 256
kbytes memory and contributes roughly one MAop.
Most of our production runs were made on systems of 64
lattice sites, though after one of the transputers
developed a hardware fault this was reduced to 62 .

B. Qualitative observations

It is helpful, at this stage, to recall some results from
the D =0 case, i.e., the d =2 XY model. This model has
no equilibrium bulk magnetization in the thermodynamic
limit. However, simulations of systems of finite size L do
show a spin M per site, with M-L " . Thus a plot of
the temperature dependence of the apparent magnetiza-
tion does give some useful information, though not, of
course, the equilibrium magnetization. A long-time plot
of a Monte Carlo simulation magnetization shows a drift-
ing of the magnetization direction, with the drifting
becoming slower as the system size increases. However,
the Kosterlitz-Thouless transition can be identified by
usual finite-size scaling techniques and occurs at ap-
proximately T = 1.0.

We first present some qualitative results which rein-
force the idea of a glassy low-temperature phase. In Fig.
1 we show the results of simulations with L =64, lasting
for 10 cycles, with D =0.4, for various different temper-
atures. We start the simulation with all spins aligned in
the x direction and simply observe the total rnagnetiza-
tion direction 6 (in radians with respect to the x axis).
The information is presented both explicitly, as a func-
tion of Monte Carlo time, and (inset) as a probability dis-
tribution.

At T=0 [Fig. 1(a)] the system seeks a nearby easy
direction. That this direction is not unique, however, is
shown at T=0. 1 [Fig. 1(b)], in which the system has
found another easy direction. By T=0.4 [Fig. 1(c)], it
finds yet another, at 6 —= 1.2 radians. In order to arrive at
this minimum, however, the magnetization has under-
gone a series of sudden jumps which show the extremely
long relaxation times ( —10 cycles) which appear to
occur. From here up to about T =0.7 [Fig. 1(d)], the sys-
tem now reaches this easy axis, although sometimes it
finishes up pointing in the opposite direction. However,
as temperature increases, the fluctuations of the mean
direction from its equilibrium value seem to get larger,
until at about T=0.8, the system starts to jump between
the opposite directions along the same easy axis. Finally

above about T= 1.0 [Fig. 1(e)], the system fiuctuates con-
stantly in direction, though still showing a slight prefer-
ence towards the easy axis.

Of course these results are at best only indicative. Too
many uncertainties remain. How is angular drift affected
by system size? What would happen if we were to further
increase the time scale of our runs? Are we finding equi-
librium or nonequilibrium behavior? How would the re-
sults have been affected if we had been able to study a
large set of different, but statistically similar, random sys-
tems. Nevertheless these results do set the scene and sug-
gest that something interesting, not within the scope of
the normal XY model, should be occurring in the low-
temperature regime.

C. Spin correlations

In this subsection we report the results of more con-
trolled calculations. We have carried out measurements
of the magnetic spin-spin correlation function,

g(r)=(m(0). m(r)) .

The samples in this case are annealed (or cooled, in the
figure captions). The simulations were carried out start-
ing at approximately T = 1.3, and the temperature was
progressively reduced in steps of 0.03J, with 50 000
Monte Carlo time steps performed at each temperature.

In order to analyze the correlation functions, we have
fitted g(r) to the forin Ar "exp( r/g). In fac—t the
fitting procedure has to be carried out rather carefully,
only considering r/L 0.3, in order to avoid distortions
due to the finite size of the samples, and in addition, the
data are rather noisy. We recall that the Kosterlitz-
Thouless theory predicts that in the low-temperature
phase g= oo, and rI increases progressively from 0 at
T=O to g=0.25 at the transition temperature TK~,
which we find to occur at approximately T=1.0. At
higher temperatures g is finite and v)=1. At D =0 our
simulations indeed confirm this picture, apart from some
scatter in the apparent value of g just above the transi-
tion temperature, which we ascribe to finite-size effects.

We have carried out simulations at a number of
different nonzero values of D ranging up to D =2. We
find that for low values of D, g(r) can be fitted to the
Kosterlitz-Thouless form over an intermediate range of
temperatures, and that over this range of temperatures
(and above) the behavior of g (r) is identical to the D =0
case. However at low temperatures, the effective g Aat-
tens out, and now g is no longer zero. In fact, the hy-
pothesized form for g (r) does not provide a very good fit
in this regime; in the analogous case for d = 1 Dickman
and Chudnovsky ' have been able to suggest a more plau-
sible form on analytical grounds, but we have not found a
two-dimensional analog. The temperature at which g
disappears increases as D is increased, thus more or less
identifying a low-temperature "glassy" phase. We place
the quotation marks around the term glassy because
there is no evidence of glassiness, as understood in a tech-
nical sense by spin-glass theorists. Finally we observe
that above D -=1, the glassy phase overwhelms the
Kosterlitz- Thouless phase.
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Whenever the possibility of irreversible behavior arises,
it is possible that the rate of cooling is a relevant variable
for quasithermodynamic behavior. We have therefore
carried out studies of g (r) on quenched samples, i.e., zero
temperature was applied to a sample which was initiaIly
in a random high-temperature state, and then the sample
was progressively warmed at the same rate that the an-

nealed sample was cooled. The conclusion of this set of
simulations is that the low-temperature phase is reason-
ably well identified; it does have anomalous properties,
but the detailed form of g (r) is difFerent from that in the
annealed sample. This seems to derive from a reluctance
of the system to approach true equilibrium in this case,
and this is consistent with the studies of the previous sub-
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section. However, it is not possible to judge what the
effect of larger systems or longer runs would have been.

A summary of these results is shown in Figs. 2 and 3,
in which we show the fitted values of g(T) and g '(T) for
different values of D. These graphs create two measures
of the phase-transition temperature between the glassy
phase and the Kosterlitz-Thouless phase.

0. 14

0. 12

0. 10

0 ' 08

0. 06

D=O. O

D=0. 2
D=Q
D=O. 6
D=O. 8
D=1. 0

xO+

8o

D. Magnetization

In the simulations described in the last section we have
also measured the magnetization as a function of temper-
ature. This quantity is strictly zero in the two-
dimensional XY model in the thermodynamic limit, and
we must suppose that in the finite D HPZ model, which is
inherently less magnetic, this will also be the case. How-
ever, because of the long-range algebraic order, finite
simulations give rise to an observable magnetization
M(L), which only decreases as L "~ as system size is in-
creased; this caused much confusion in early simulation
studies. A low-temperature glassy phase would presum-
ably give rise to a different size dependence of the magne-
tization.

In Fig. 4 we show a plot of ~M as a function of tem-
perature for different values of D, for the annealed simu-
lations described in the last section. We find the behavior
consistent with that expected by measuring correlations.
At (not too great) finite D, the magnetization follows that
of the XY model down to some temperature (which in-
creases with D); below that the magnetization is
depressed, and more or less static. Once again the pic-
ture is of an intermediate-temperature Kosterlitz-
Thouless phase. It is interesting that for sufficiently high
D, the algebraic order phase seems lost, as before. The
simulations which involve quenching and subsequent
warming give rise to a similar picture, although now the
system has difficulty in reaching low-temperature equilib-
rium, and thus the magnetization actually rises at inter-
mediate temperatures. Presumably, at least roughly
speaking, the glassy phase is to be identified with the re-
gion of seriously depressed magnetization.
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K. Syeci6c heat

where N is the number of spins in the system, and E is
the total energy of the system. In systems which do not
reach equilibrium, the two different routes might lead to
different results.

In practice, however, it turns out that the specific heat
is the most stable of all the quantities that we have mea-
sured. We obtain essentially the same results for shortish
runs (5X10 cycles), as for long runs (10 ); it seems not
to matter whether the system is being heated, cooled, or
started from a fixed configuration, nor, indeed, which
route is being used in the calculation.

The most striking characteristic of the results is that
for D ~ 1, the specific-heat curves seem essentially in-
dependent of D, and identical to the pure XY results.
There is a broad peak around T = 1, marking the onset of

The specific heat can be measured in two ways. One
can either numerically difFerentiate the mean energy (F. )
with respect to temperature, or one can use the
Auctuation-dissipation formula for the specific heat C per
spin, i.e.,

C=(~T~) '((E) —(E) )
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algebraic order. There is no glimmer of recognition of
the onset of any possible low-temperature phase, thus
perhaps arguing against its existence. However, at higher
D, the specific heat is depressed, and the peak moves to
higher T, reaching T—= 1.3 for D= ~, where there are
previous simulations. ' By about D = 10, the large D lim-
it has been reached. The specific-heat results are summa-
rized in Fig. 5. It is necessary to add a factor of 0.5 to
the result for D = ~ for comparison, because the D = ~
limit simulations are carried out in the so-called Ising
limit, in which the spins are actually constrained to lie
along the local easy axis. By contrast finite D simulations
allow each spin to perform small oscillations around its
local easy direction. Such oscillations contribute one de-
gree of freedom per site, and hence their contribution to
C is given by equipartition of energy and is 0.5 per site.
It will be seen that there remain some differences between
the D =5.5 and D = ~ data. Unfortunately, we do not
have a systematic theory which describes the approach to
infinite D.

Clearly no definitive conclusions can be derived from
the specific-heat data. There is no signature of the onset
of the glassy low-temperature phase which the magneti-
zation and correlation data seem to imply. On the other
hand, glassy phases sometimes have purely dynamical
signatures, so perhaps no thermodynamic signature is re-
quired. This low-temperature phase, however, is ap-
parently identified by anomalous static correlations. We
return to this point in Sec. VI. However, what we can
say is that because there is apparent identity between the
specific heat at nonzero D and that of the XY model, we
should not be surprised if the low-temperature
Kosterlitz-Thouless phase survives the addition of ran-
domness. On the other hand, at higher values of D, the
specific heat is noticeably different, and we should not,
therefore, be surprised if that were to accompany the de-
struction of this phase that seems to be implied more ex-
plicitly by other data.

We have also examined C(D) at constant T. In the
low-temperature regime there is a relatively shallow peak
at D -4; above T =1 this peak broadens and approxi-
mately follows D =5 T. We can identify the peaks in the
slices at constant T as a tentative delineation between a

low-D correlated spin-glass regime, and a high-D
speromagnetic regime. We shall return to this point
below in Sec. IV H.

F. Finite-size studies

We have examined carefully the onset of glassy
behavior using the correlation function data, in order to
check whether this might be a finite-size effect. Using
these data, this effect seems relatively independent of sys-
tern size. However, as we have already mentioned above,
these data are rather hard to interpret unambiguously.

We turn now to a comparison of the remanant magne-
tization as a function of system size. We have seen in
Sec. IV D above, that in the presence of algebraic order,
one expects that the magnetization will fall off as L
In the D =0, XY limit, log plots of m against L indeed
yield this behavior, with g increasing from 0 to T=O to
0.25 at T—=0.93, and with values of g consistent with,
though very slightly lower than, those derived from the
correlation function data. At higher temperatures the
observed magnetization is due to statistical fluctuations
and thus m -N ' -L '; there is a sharp delineation
between the two types of behavior.

At higher values of D, the data become much harder to
interpret unambiguously. As an example, in Fig. 6 we
show a log plot of m against L for various different tem-
peratures for D =0.4. In the low-temperature regime the
plot is clearly no longer linear, and indeed can be fitted to
a scaling form m(L)-f~(T)gD(L). This form seems not
to apply after about D =—0.4, and is replaced by a some-
what bumpy, but apparently linear, form which can be
interpreted as giving a L " behavior, and thus is con-
sistent with a Kosterlitz-Thouless phase in this
intermediate-temperature regime. However, in contrast
to the correlation function results, which give a value of
g identical to that of the Kosterlitz-Thouless phase at
any given temperature, here the implied value of q seems
to be increased from its value in the pure XY model. We
also find a high-temperature regime, above T=-1, in
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FIG. 5. Specific heat as a function of temperature for
different values of D (with correction factor applied for D = ~,
as discussed in text).

FIG. 6. Log plot of M vs L at D =0.4. Each set of points
corresponds to a different value of T; temperatures increase
from zero in steps of 0.05 down the graph. Inset shows the non-
linear low-temperature behavior. Sets of points replaced by
continuous lines are an aid to the eye.
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The diQ'erent kinds of data presented in the previous
sections permit the construction of a tentative phase dia-
gram, which has been plotted in (T,D) space in Fig. 7.
This diagram exhibits a low-temperature glassy phase, an
intermediate Kosterlitz- Thouless phase, and a high-
temperature paramagnetic phase. Above D = 1, the
Kosterlitz-Thouless phase is suppressed. It has not been
possible to say whether in this regime there really is a
transition between two separate phases, or whether the
paramagnetic phase extends to low temperatures in this
regime, and at lower D there is a reentrant transition to
paramagnetism.

H. The low-temperature phase

In this section we make some further comments about
the nature of the low-temperature phase. In Sec. IIIA
above we have seen that the Imry-Ma-Chudnovsky argu-

I I I

Cooled Correlations
Quenched Correlations

1.2 — Cooled, Quenched Magnetization
Scaling of Magnetization

0 H o

0. 8

0. 4

0.0::=

0. 0 0. 4 0. 8 1.2

FIG. 7. Phase diagram derived using magnetization and
correlation data comparing quenched and cooled systems,
showing paramagnetic (P), Kosterlitz- Thouless (KT), and glassy
(G) phases.

which m (L ) —L ' for high L; this is clearly the
paramagnetic phase. Our interpretation is that if we ob-
serve a linear dependence of lnm on lnL with an apparent
value of g (0.25, then we accept that this is indeed an in-
dication of an algebraically ordered phase, but if g) 0.25,
we suppose that at higher L, paramagnetic behavior will
dominate.

Although the results of this subsection are broadly
consistent with the picture derived from individual simu-
lations, in the sense that low-, intermediate-, and high-
temperature regimes are clearly discernible, nevertheless
it is important to emphasize that ambiguity still remains.
A glance at Fig. 6 shows that the crossover between the
low- and intermediate-temperature regimes is somewhat
fuzzy. The data in this region are rather bumpy, perhaps
due to results being irreproducible simply because the
system is random. It is possible to suppose that there are
other secrets hidden at higher finite sizes which our scal-
ing has failed to reveal.

G. Phase diagram

q(t)= —g (m;(r) m, (t+r)),1

1

(10)

where ~ is chosen at a time when the system has already
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FICJ. 8. Dependence of g
' upon anisotropy D in the very

low-T limit, using correlation data of Sec. IV C.

ments lead one to expect magnetic coherent clusters of
characteristic size g -D '. We have seen as well in
Sec. IV C above that in the low-T regime it is not in fact
possible to make a good fit of the correlation function to
an exponentially decaying form. If, nevertheless, we
force g (r) for the annealed simulations into this form, we
are able to examine the dependence of g upon D Th. is
is shown in Fig. 8. It will be seen that the Imry-Ma-
Chudnovsky theory is well verified over the range exam-
ined. However, it is interesting to note that the numeri-
cal value of g is such that the speromagnetic regime, for
which g —1, is not reached in the regime of'our simula-
tions; we can extrapolate it to appear at D-20, which
seems rather high compared to the (albeit rather shallow)
specific-heat peak occurring at D -4.

We have referred to the low-temperature phase in a
rather shorthanded kind of way as a glassy phase. Never-
theless, as we have already made clear, the definition of
glassy in this context is by no means unambiguous. The
qualitative data presented in Sec. IV A suggest some kind
of nonequilibrium behavior at low temperatures, and at
the same time it is clear that the low-temperature phase is
less magnetically ordered than it would be if the random
anisotropy were not present. In the spin-glass literature a
true glassy regime would have multiple ground states
separated by free-energy barriers whose magnitude grows
with system size. Figure 1 suggests the presence of ener-
gy barriers, but gives no indication of the size depen-
dence. Given the nature of the Hamiltonian, it is clear
that the ground state must be at least twofold degenerate.
It would be desirable to examine these questions in more
detail, and to carry out some of the tests which are usual-
ly carried out in numerical simulations of Ising spin
glasses.

In fact, Chakrabarti' made measurements of a spin-
glass order parameter in a RAM of three-dimensional
spins. These results have been criticized by Fisch, "who
suggests that Chakrabarti had failed to reach equilibri-
um. We have tried to make measurements of a spin-glass
order parameter,
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equilibrated, and where the Edwards-Anderson spin-glass
order parameter q =lim, „q( t).

Unfortunately, however, it proved impossible to fit the
long-time behavior of q (t) to the exponential or stretched
exponential forms which have been proposed in the
literature, and it did not turn out to be possible to corre-
late the existence of a nonzero q to the other measures of
the existence of a glassy low-temperature phase.

V. FINITE FIELD SIMULATIONS

A. Hysteresis curves

A common criterion for the existence of magnetism in
a given material is the presence of hysteresis loops in the
M versus H characteristic. These loops continue to exist
in amorphous rare-earth alloys, presumably as nonequili-
brium features, despite the disappearance of macroscopic
long-range magnetic order. We have simulated hysteresis
loops, varying both the jump in field at each step, and the
number of Monte Carlo cycles at each fixed point. In or-
der to maintain manageable data, we have kept our
Monte Carlo runs at each field point relatively short, be-
tween 3000 and 10000 cycles.

In Fig. 9, we show a typical hysteresis loop observed in
one of our computer experiments. Irreproducible steps in
the M vs H characteristic, which bear considerable
resemblance to features observed experimentally, can be
seen. Similar curves were seen by Dieny and Barbara in
their zero-temperature simulations of the same model.
These authors identify the steps with the mutual destruc-
tion of topological vortices.

In Fig. 9 we can identify two crucial magnetic fields.
These are the coercive field H„required to (just) reverse
the magnetization direction, and the critical reversible
Geld H„, which is that field required for the sample to
exhibit a history-free magnetization.

It is helpful to collect the hysteresis data from many
simulations. The curve H„„(T) for a given D may be
thought of as analogous to the de Almeida —Thouless
line, which separates the ergodic and nonergodic re-
gions in the spin-glass phase diagram. We find that it is

1.0

easier computationally to plot the coercive field H„(T).
The ratio of the two quantities is more or less constant in
any given situation. A series of such plots, for various
different values of D, is shown in Fig. 10. It will be seen
that all hysteresis ceases above T, =—1.0, which is also the
Kosterlitz-Thouless ordering transition, although for low
values of D, hysteresis appears to cease at low tempera-
tures. There is, however, only a very weak dependence of
these curves on the magnetic sweep rate dH/dt, suggest-
ing that we are dealing with quasistatic rather than dy-
namic phenomena.

We can identify a critical temperature T*(D), above
which, for a given D, hysteresis no longer exists, and a
zero-temperature coercive field H,', (D). The resem-
blance between the coercive field curves suggests that a
universal curve may exist, of the form H„(D, T)
=H,* (D)/[T/T (D)]. In fact, however, we have found
it impossible to collapse the different curves onto each
other by such a transformation. There is, however, a de-
gree of uncertainty about the precise values of T*(D)
which suggests that further work may be useful in this re-

gardd.

B. Approaching saturation

We now pass to a discussion of the high-field regime,
the theory of which has already been summarized in Sec.
III B. In this section we concentrate on the magnetiza-
tion in the high-Geld limit, and more particularly on the
quantity 5m(H)= I M(H), th—e difference between the
mean magnetization and its saturated value. A crucial
feature of the expected results is the crossover between
5m(H)-H and 5m(H) —H ' at H-D /T.

In Fig. 11 we show the results of a series of simulations
for different system sizes for T =0.01 and D =O. S. The
magnetic field is systematically increased in the same
simulation with the run at each H lasting 5000 cycles.
Despite this apparently short run, it is clear, from the
system size independence of the magnetization at fields
H~0. 2, that equilibrium has been reached. There are
two interesting features in this graph. The first is that the
system size dependence disappears at H-0. 2, and this is
the same, within experimental error, as the critical rever-
sible field H„, derived from the hysteresis results of the
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last subsection. The second is the 5m -H ' behavior, as
predicted, for high fields.

It seems that at T=0.01, D =0.5 is not sufficiently
high in anisotropy for the random 5m (H) -H
behavior to be exhibited. However, also shown in Fig. 11
is the behavior at D =10. In the regime of fields over
which we have measurements it is immediately clear that
in the D =10 case, 5m-H behavior is observed. A
more quantitative examination of the crossover between
the two behaviors is shown in Fig. 12, where we examine
the form
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This form is verified by plotting 5mH /T against H; we
find a graph of the form A (H +H3 ), with A independent
of T and D, and where the intercept H3-D /T is the
crossover field between the H and H ' behaviors. In
Fig. 13, we have plotted H3 against D at T =0.01 (actu-
ally using a log plot) and indeed verify the predicted
linear relationship.

VI. DISCUSSION AND CONCLUSIONS

In this paper we have carried out an exh'austive study
of the two-dimensional random-anisotropy HPZ model
over a wide range of temperatures, anisotropies, and
magnetic fields. The primary aim of the study was as a
pilot for studies of more experimentally realistic three-
dimensional systems. In three dimensions, it will be re-
called, the Imry-Ma-Chudnovsky theory' ' predicts
the destruction of ferromagnetism in the presence of an-
isotropy, and a breakup into domains. In fact the com-
plications of a two-dimensional system with two spin de-
grees of freedom preclude any direct comparison with
real magnetic systems. Nevertheless, because d =2, n =2
is a natural limit to consider, there have been a number of
direct theoretical studies of this particular system, '

and particular interest focuses on the effect of random an-
isotropy on the low-temperature Kosterlitz- Thouless
phase which possesses algebraic long-range order. Of
particular interest are the predictions of Cardy and Ost-

10

FIG. 12. Plot of 5mH /T vs H for different values of D, as
discussed in the text. Note the linear relationship with intercept
H3.

lund that in the system we have considered this phase
would disappear, but if, by contrast, there had been three,
rather than two, easy directions, then it would have been
retained in an intermediate-temperature regime. Other
theoreticians have concurred with this general picture.

Despite the extremely comprehensive set of simula-
tions that we have carried out, we cannot give a com-
pletely convincing answer to this question, though we be-
lieve that we have, in the process, illuminated many
features of the statistical properties of this model. We
have found evidence for three separate regimes which
could be identified with a low-temperature glassy phase,
an intermediate Kosterlitz-Thouless phase and a high-
temperature paramagnetic phase, with the algebraically
ordered phase disappearing at higher D.

As the HPZ model was invented in order to provide a
model for magnetic glasslike phases in rare-earth alloys,
the glassy phase is in one way a heartening feature. On
the other hand, there has been much speculation in the
literature as to the precise nature of the glassiness under
consideration here. A particular point of comparison is
with the Ising spin glass. ' ' In that case, the spin-glass
phase is essentially defined dynamically. We have had
great difficulty in measuring any spin-glass order parame-
ter and correlating it with other apparent features of the
phase diagram. There is a certain degree of irreversibili-
ty, evidenced, for instance, in the hysteresis curves, and
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FIG. 13. Log plot of H3 from Fig. 12 against D, showing
dependence of crossover field, for T =0.01.
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we are able in this case to identify the limits of that ir-
reversibility with the de Almeida-Thouless line discussed
in the spin-glass literature.

What does seem to be the case is that the low-
temperature phase is magnetically inhomogeneous, and
that the decay in the magnetic correlations has an ex-
ponentially decreasing component, although it cannot be
fitted to a pure exponential form. If we insist on the ex-
ponential form, then the predictions of the Imry-Ma-
Chudnovsky theory, with d =2 substituted where neces-
sary, are satisfied. This is rather too good to be true,
especially in view of the consensus that topological exci-
tations, not considered in that theory, must be important.
If we go to the high-field limit, the Imry-Ma-Chudnovsky
picture also works well, even where we have modified it
to finite temperatures. Here, of course, the topological
considerations no longer play a role.

For D ~ 1 the low-temperature phase seems to stop at a
glass temperature. There is no thermodynamic signature
of this whatsoever, and one must therefore be hesitant
about a positive identification with a true thermodynamic
phase transition. On the other hand, in the low-
temperature regime we observe (a) a different form for the
magnetic correlation function, (b) a different form for the
finite-size dependence of the magnetization, (c) at particu-
lar I. a magnetization which is noticeably different from
that in the D =0 case, (d) a much slower dynamics whose
final state seems to be capricious and depend on initial
conditions, and (e) hysteresis at finite fields. The precise
point at which each of these features ends differs, though
not dramatically. The phase signature is clearly not com-
pletely dynamic. Although changing the Monte Carlo al-
gorithm clearly might have some effect, the signature of
the phase does have some static features. In addition, the
dependence on D of the phase transition as determined by
each of these methods is consistent.

Let us now examine the hypothesized intermediate
Kosterlitz-Thouless regime. This is identified by a calcu-
lation of the exponent g, which is accessible either direct-
ly by examining correlations (at shortish range), or in-
directly through finite-size scaling of the magnetization
M(L). At D =0 these two methods are consistent; the
phase ends at about T =1.0, below which g(0.25, and
above which the finite-size scaling yields g=1, and the
correlations show a clear exponential component. For
D ~ 1, the specific heat is essentially unaffected by the an-
isotropy, as is g, calculated from the correlations. One
might therefore expect that the Kosterlitz-Thouless tem-
perature was similarly unaffected. However, g calculated

from finite-size scaling is affected, and it would not be
completely unexpected if the phase transition decreased
in this circumstance. The theoretical predictions are
equivocal.

If there were no predictions of the disappearance of the
Kosterlitz-Thouless phase, there is no doubt that we
would interpret our simulations as evidence of its ex-
istence in an intermediate regime, as shown in the phase
diagram in Fig. 7 though we would be concerned by the
detailed lack of consistency of the various pieces of evi-
dence. With those predictions, however, it would be pos-
sible to interpret the ambiguity in the data as warning
signals that the Kosterlitz-Thouless phase will disappear,
albeit at extremely long distances and/or big system
sizes. Perhaps the difficulty in analyzing the results is be-
cause the system is close to a critical d and p.

Finally, at higher D, where the Kosterlitz-Thouless
phase certainly no longer survives, we observe a clear dis-
tinction between the glassy and the paramagnetic re-
gimes. Apart from the fact that the finite-size depen-
dence of M(L) appears to be different, there is also a
large specific-heat peak, and also a large peak in the mag-
netic susceptibility y . We do find a dramatic suppres-
sion of y at low T, although we have not discussed this
property in this paper because of the lack of self-
averaging and the need to discuss its dependence on the
time scale of the simulation. However, this suppression
of y at low T is usually regarded as an experimental sig-
nature of a random-anisotropy system. On the other
hand, what is not clear is whether there is a true phase
transition or a smooth crossover between markedly
different regimes.

In conclusion, we have found interesting phenomena in
the two-dimensional random-anisotropy HPZ model,
which are consistent with some general theoretical ideas
on the nature of random magnetism. A more detailed
comparison with theory and experiment awaits, on the
one hand, a more sophisticated theory which includes dy-
namic effects, and on the other, experimental manifesta-
tions of these extremely interesting systems.
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