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Energetics of the formation and migration of defects in Pb(110)
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As part of our investigations on the disordering of metal surfaces, we report the results of our calcula-
tions of the energetics of formation and migration of defects in Pb(110) using molecular-dynamics and
molecular-statics simulations. We used the embedded-atom method to describe the interatomic interac-
tions. Defect formation and migration energies have been calculated at the surface as well as in the
near-surface region. Vacancy, divacancy, and interstitial formation and migration energies converge to
bulk values already at a few layers below the surface. Our results are compared with recent simulations
of Cu and Ni and with experimental data. We also calculated the surface Debye temperature and sur-
face energy. We find that the surface Debye temperature, surface single-vacancy formation energy, and
surface divacancy formation energy are all lower than their bulk values. Our result for the surface ener-

gy is lower than the experimental values.

I. INTRODUCTION

Advances in computer-simulation techniques have
reached a level of sophistication that they now can not
only complement experiments but also predict new ma-
terials and perhaps dictate directions of material process-
ing. In particular, computer simulations are very useful
in the study of properties of systems where the low sym-
metry makes analytical calculations very dificult. '

This is the case, for example, of the study of properties of
surfaces and defects near surfaces or in the bulk.

The first step in any atomistic computer simulation is
the modeling of interatomic interactions. Current ap-
proaches range from empirical to ones derived from
first-principles calculations. In empirical approaches,
atoms are considered as point particles which interact
with one another through some type of model potential
chosen for its analytical convenience. On the other hand,
in a first-principles approach, all of the complexities of
the problem (electronic) are included in the calculation.
If a model potential in the empirical approach is modified
to partially include electronic effects, then the approach
is usually called semiempirical. Success in first-principles
calculations is limited by the availability of computer
resources. Empirical approaches, on the other hand, are
readily applied to systems with large numbers of parti-
cles.

Empirical pair potentials (EPP's) suffer from many
problems' (at least in the case of metals): (a)
C» —

C&~ =0, where Ci& and C&~ are elastic constants, (b)
the vacancy formation energy is equal to the cohesive en-
ergy, (c) the surface relaxation is outward and reconstruc-
tion is not predicted, contrary to experimental observa-
tions, (d) the change in the entropy at the melting point is

overestimated, (e) the melting point is also overestimated,
and, finally, (f) the EPP approach does not include
many-body effects.

In order to overcome some or all of the shortcomings
of the EPP approach, several semiempirical methods
have been developed, such as the embedded-atom method
(EAM), ' ' effective-medium theory (EMT), ' ' tight-
binding method, and glue model. Of these methods,
the EAM has been shown to be quite successful in pre-
dicting many properties of single as well as multicom-
ponent systems in the solid state and is also simple
enough for use in computer simulations. The appeal of
the EAM is that it uses simple analytical functions in the
calculation of the energy of a system of particles; con-
trary to empirical approaches, the EAM imposes condi-
tions on such functions so that a host of equilibrium bulk
properties are reproduced. Since the EAM functions are
built to reproduce bulk properties of a perfect, infinitely
extended solid at T =0 K, it is not clear, a priori, whether
this method will yield predictions in agreement with ex-
perimental results when it is applied to calculate proper-
ties of solids at high temperature and for defected crys-
tals (such as those having a free surface). Restricting our
attention to the behavior of surfaces at high tempera-
tures, EAM functions have recently been used in
molecular-dynamics calculations to study the disordering
and melting of the Cu(110) and Ni(110) surfaces. '

Premelting effects and anisotropy in the diffusion of
atoms in the top layers were observed in those studies. '

One of the most studied systems in recent years has
been the (110) surface of lead. Experimental results, ob-
tained with different techniques, indicate that the
(110) surface of Pb disorders and then melts at tempera-
tures considerable lower than the bulk melting tempera-
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ture ( T =600 K). As T is approached from below,
more and more layers become "liquidlike, " although
some order is preserved in this "quasiliquid" layer due to
the presence of order in the yet unmelted substrate layers.
Anisotropic difFusion of lead adatoms on the (110)surface
has also been observed. Furthermore, theoretical sup-
port for an anisotropy in the long-range order on the
Pb(110) surface has been given recently. In passing, we
note that not all low-index surfaces of metals are expect-
ed to exhibit this type of behavior. In fact, surfaces vici-
nal to the Pb(110) surface, which are more compact and
stable than the (110), do not show any premelting
behavior. A preliminary study of the Pb(110) sur-
face using molecular-dynamics (MD) and EAM functions
has been given elsewhere. ' The results of that simula-
tion showed a sharp decline of the inplane structure fac-
tor of the top layers and the creation of adatoms on top
of the first layer at temperatures considerably below the
bulk melting point. However, in that study disordering
was observed to proceed in the bulk slower than expect-
ed. In particular, a simulation run at 650 K for 100 psec
failed to show complete bulk melting. The objective of
the present study is to use the EAM functions for Pb to
calculate properties associated with the formation and
migration of defects in the surface region. The present
calculations of energetics of defect formation and migra-
tion (at 0 K) and the Debye surface temperature should
nonetheless be relevant for the interpretation of recent
experimental studies of disordering, adatom diffusion,
and melting of low-index faces of metals.

In Sec. II we review the salient features of the EAM
and give details on the calculation procedures used in this
work. Results are presented in Sec. III, first for processes
of diffusion in the bulk and then for the energetics of de-
fect motion at the surface. In Sec. IV, our results for the
activation energies of motion of various types of defects
through the bulk or on the surface are compared with
available experimental data or with results of calculations
for other systems.

II. EMBEDDED-ATOM METHOD
AND ITS APPI.ICATIONS

The embedded-atom method, a semiempirical method
developed by Daw and Baskes, ' is an appropriate frame-
work for the calculation of interatomic interactions in a
metallic environment. The EAM has been discussed in
detail in the literature ' therefore, only highlights of
the method are presented here.

In the EAM, a volume-dependent term, usually re-
ferred to as the embedding function, is added to a pair
potential. Justification for this volume-dependent term is
attributed to nonlocal electrons of metals. The embed-
ding term is a function of the electronic charge density
and constitutes the major contribution to the cohesive en-
ergy of each atom. The energy of atom i can then be
written as

E; =
—,
' g (p; +F,(p, ),

JWI

where E, is the energy of atom i, y, - is the two-body elec-

trostatic potential between cores of atoms i and j, F,. is
the embedding energy of atom i, and p,. is the charge den-
sity at site i due to all of the other atoms except the one
at site i. In practice, functional forms are considered for
E, , y;, and F; and their parameters are determined by
fitting to the experimental bulk properties of metals such
as the lattice constant, cohesive energy, bulk modulus,
shear modulus, vacancy formation energy, etc. Details of
the calculations of the EAM functions are described in
Ref. 18. The EAM has been applied successfully to
bulk-related problems, such as the calculation of elastic
properties, diffusion, ' phonon-dispersion curves, '
Gibb's free energy, liquid properties, grain boundaries,
defect properties, alloy properties, ' and vacancies and
interstitials. The ability of the EAM to accurately
characterize properties of metals is its strongest
justification. More recently, the EAM has been applied,
with various degrees of success, to calculations of surface
properties such as structure, relaxation, ' reconstruc-
tion, phonons, ' energy, ' and adatom diffusion. '

In our MD simulations, the classical equations of
motion are integrated (numerically) for all atoms in the
system using the EAM to approximate the force that is
experienced by each atom. Values of the velocities and
positions of the particles at any time are calculated using
an iterative approach based on the Nordsieck algo-
rithm. "

In the traditional MD simulation, the energy E,
volume V, and number of particles % are kept constant.
Therefore, the time average of any physical quantity in
the constant E, V, X mode is equal to the microcanonical
ensemble average at that energy (ergodicity). In order for
the ergodicity condition to be satisfied, i.e., time average
equal to the ensemble average, one has to make sure that
the simulation propagates long enough in time that E is
conserved within a reasonable fluctuation. Averages over
a canonical ensemble where X, V, T are constant, or as
isothermal-isobaric ensemble where X, P, T are constant,
are more easily compared with the experimental results.
Calculations of interatomic forces in the MD simulation
usually take about 80% of the total simulation time.
When all particles interact with one another, i.e., each
particle interacts with all the remaining X—1 particles,
N (N —1 ) l2 =0 (N ), calls to the force subroutine are
made. On the other hand, if a cutoff distance is con-
sidered for the interatomic forces, then each particle will
interact with only its N„neighbors within the cutoff
range. The total calls to the force subroutine will, there-
fore, reduce to N XN„=O (N). In our MD simulation, a

0
cutoff' radius r, =6.48 A, which is approximately midway
between the third and fourth nearest neighbors, has been
used. The EAM functions are smoothed near the cutoff
using the procedure presented by Baskes and co-
workers. '

For the calculations performed in this paper, we have
used the EAM functions developed by Karimi et al. '

For the calculations of surface properties, a slab of 20
layers with 70 atoms per layer was used. Periodic bound-
ary conditions were imposed parallel to the planes, i.e., in
the x and y directions. For the calculations of bulk prop-
erties, a cubic computational box of atoms with periodic
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boundary conditions in all three directions were em-
ployed. For the surface calculations, our MD simulation
was propagated for a period of 700 ps near the melting
temperature of lead. MD was first propagated for 600 ps
in isothermal, isobaric ensemble followed by a 100-ps run
in a microcanonical ensemble. Averages were taken over
the last 100-ps run. For temperatures below the melting
temperature or for a smaller system, shorter runs were
performed.

Calculations at 0 K were performed using molecular
statics (MS), which is based on the conjugate gradient
technique. In the MS used here, atoms are moved oppo-
site to their respective gradients so as to minimize the to-
tal energy of the system. One should realize that the sys-
tern might sit in a local minima rather than a global
minimum; therefore, there is no guarantee that the final
state of the system will be the global minimum. One pos-
sible check is to disturb the system from its local
minimum and perform a MS run. The final state may be
lower in energy than the restart state. Another way of
seeking the global minimum is by using MD. Diferent
initial configurations are considered and a MD simula-
tion is performed at finite temperature and propagated to
0 K. If the final configuration happens to be the global
minimum of the system then MD should converge to the
same final configuration regardless of the initial
configurations or simulated annealing procedure. Calcu-
lations at finite temperatures are carried out using the
MD simulation; however, it should be noted that such
calculations are computationally more expensive. Con-
sidering the fact that some of the physical quantities are
only weakly temperature dependent, the use of MS-
related techniques is well justified.

III. RESULTS

A. Diffusion at near surface and in bulk

In this section, we present our results for the energetics
of defects in the bulk and in a region near the surface.

We have first constructed a model of bulk solid Pb
with 500 atoms and periodic boundary conditions in all
three directions. Using our MS code, we have calculated
the average energy per atom in the bulk E, . Using Eq.
(6), we have also calculated the single-vacancy formation
energy E„=0.500 eV for generation of a single vacancy
in the bulk. The fact that our values of —2.036 and
0.500 eV for E, and E„are in good agreement with the
experimental values of —2.04 and 0.498 eV, respective-
ly, reflect the fact that our EAM functions are fitted to
the bulk properties including E, and E&, . We have then
used our slab of 20 layers with 70 atoms per layer to do
the near-surface simulations. We then calculated the
average energy per atom in each layer E(l) (Table I).
Next, we calculated the vacancy formation energies for
creation of a vacancy in different layers Ef (l), and ener-

gy for creation of an adatom and a vacancy in layer I,
Efi, (l)+Efi„with the adatom and vacancy uncorrelated.
It should be noted that in the calculation of E„,relaxa-
tion has already been included. Finally, we calculated
the adatom formation energy, E„=0.099 eV. Notice

TABLE I. E (I) is the average energy of each atom in layer I,
Ef„[see Eq. (6)] is the formation energy of a vacancy in layer I,
E„=0.099 eV [see Eq. (7)] is an adatom formation energy,
Ef„(l)+Ef [see Eqs. (6) and (7)] is the energy for creation of an
adatom and a vacancy in layer I with adatom and vacancy iso-
lated from one another, and I = 1 is the topmost layer. All ener-
gies are in eV.

E (I) Ef (I)+Ef
1

2
3
4
5

bulk

—1.793
—1.984
—2.036
—2.036
—2.036
—2.036

0.093
0.480
0.490
0.491
0.499
0.500

0.192
0.579
0.589
0.590
0.598
0.599

we can easily calculate-the surface energy. Our value of
E,„,f =0.293/atom or 275 ergslcm is much smaller than
the value of 500—600 ergs/cm obtained from measure-
ments of the liquid-vapor surface energy and extrapolated
to T=O K. Although our calculated surface energy
value is about 45 —55%%uo smaller than the experimental
values (which are averages over several faces), it is still
consistent with other EAM calculations which all un-
derestimate the surface energy. ' A recent calculation
using the modified EAM (Ref. 1) has reported a value of
431 ergs/cm for the (110) surface energy of Pb.

We calculated the energies for formation of a diadatom
(Efz, ) and divacancy [Ef2„(l, , l '

)] in different layers.
Ef2, (l, , I ) is the formation energy for creating two vacan-
cies in the layer l separated from one another by a
nearest-neighbor distance. The slab described in the pre-
vious section is modified by adding two nearest-neighbor
adatoms on its surface or by creating two nearest-
neighbor vacancies in the layer I. Using our MS code and
equations similar to (6) and (7), we calculated Ef2, and
Ef2, (l„l) (Table II).

Finally, we would like to discuss the calculations of
bulk single-vacancy (E i, ) and divacancy migration ener-

TABLE II. E(,(l, , l') is the divacancy formation energy,
E2, =0.067 eV is the diadatom formation energy, and

E&,(l, l')+E„ is the formation energy of a divacancy diadatom
pair. All energies are in eV.

1,1

2,2
3,3
4,4
5,5

bulk

E2,{l„l')
0.083
0.947
0.200
0.921
0.928
0.941

E „(l„l')+Ef,
0.15
1.014
0.267
0.988
0.995
1.008

the rapid convergence to bulk values after just a few lay-
ers. A similar trend has been observed in simulations of
other (110) surfaces. '

From Table I and the following formula

(2)
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gies, and self-interstitial migration energies. We created
a vacancy in the 10th layer which should be close to the
bulk environment. A nearest neighbor to the vacancy
along the close-packed direction is moved toward the va-
cancy, ' following a similar procedure used for a surface
vacancy, we were able to calculate the migration energy
of a vacancy along the close-packed direction E &, =0.479
eV. Using the single-vacancy formation energy E &, =0.5
eV, calculated in the previous section, we can determine
the monovacancy activation energy Ed =0.5+0.479
=0.979 eV. This is in very good agreement with the pre-
diction of an Arrhenius form fit to the experimental data
Ed =1 eV. Using a similar approach, we tried to calcu-
late the migration energy of a vacancy to the next-nearest
neighbor site along the close-packed direction. Instead,
we noticed an exchange mechanism in which a nearest
neighbor to the vacancy along the close-packed direction
is pushed toward the vacancy; the lattice site so vacated
is filled by the next-nearest-neighbor atom. The migra-
tion energy for this exchange mechanism is about
E&, =0.485 eV.

The calculation of the divacancy binding energy
proceeds as follows. Two vacancies are created in the
bulk region of our slab and the binding energies of these
two vacancies are calculated as a function of their separa-
tion distance from the following formula: '

E =2E~ —E~, .

Our results for Ez are presented in Table III. From
Table III, we see that two vacancies are bound together
stronger when they are 1NN of one another than the fur-
ther separated pairs (NN denotes nearest neighbor). For
this reason and the fact that in the fcc structure there ex-
ist atoms which are nearest neighbors to both vacancies
(see Fig. 1), the diffusion of a 1NN divacancy may occur
by diffusion of one of the vacancies toward the 1NN
atom.

We calculate self-interstitial formation and migration
energies at different sites. At high temperatures, diffusion
may be the result of a dissociative mechanism. In such a
case, an atom jumps from its lattice site into an intersti-
tial site leaving behind a vacant lattice site. The intersti-
tial atom hops from one interstitial site to another until it
eventually finds a vacant lattice site to fill. Therefore, the
distance that a self-interstitial atom travels is proportion-
al to the vacancy concentration. To calculate the self-
interstitial formation energy, an interstitial is added along
the close-packed direction in the bulk region of our slab
and its formation energy is calculated to be E~, =1.347

TABLE III. Ez is the binding energy (in eV) between the two
vacancies when vacancies are 1NN, 2NN, 3NN, and 4NN of
one another.

FIG. 1. Various moves of a lead atom on a Pb(110) surface.
Moves (1) and (3) correspond to the motion of a lead adatom
parallel and perpendicular to a trough while move (3) corre-
sponds to the motion of an adatom in a direction between the
parallel and perpendicular directions.

eV. Using the value of 0.5 eV for the single-vacancy for-
mation energy in the bulk one can easily calculate the
formation energy for a Frenkel pair to be
E~, +E„=1.347+0.5=1.847 eV. Using a similar ap-
proach, the energy for formation of a Frenkel pair across
the close-packed direction is given to be
E~, +E j, =2. 171+0.5=2.681 eV. We have also calcu-
lated the migration energy of an interstitial along
different paths. Our calculations predict that the [100]
split interstitial is the most stable interstitial (lowest in
energy). This is consistent with the experiment and other
EAM calculations. ' lf we try to move it along any oth-
er direction, it reverts to the [100], [010], or [001] direc-
tion. The migration energy of the self-interstitial
dumbbell along [100] to [010] directions is E;„,=0. 1 eV.
At higher temperatures diffusion by dissociative mecha-
nism (where an atom moves from its regular site to an in-
terstitial site leaving behind a vacancy ) might be dom-
inant. The total activation energy for diffusion by a dis-
sociative mechanism Ed;, can then be calculated along
the [110] direction, giving a value of
Ed;, = 1.347+0. 123= 1.47 eV. Another mechanism of
high-temperature diffusion is due to monovacancy jumps
to the next-nearest neighbors. However, in our calcula-
tion, we have not seen any evidence for this kind of
mechanism. We tried to migrate a vacancy to its
second-nearest neighbor by migrating its second-nearest-
neighbor atom toward it. However, during the process of
approaching the atom toward the vacancy it is exchanged
by its first-nearest-neighbor atom. This indicates that the
migration energy for monovacancy jumps to the next-
nearest-neighbor sites is higher than the one for the ex-
change mechanism.

Configuration

1NN
2NN
3NN
4NN

E

0.07
0.009
0.007
0.007

B. Diffusion at surfaces

The activation energy for diffusion of an adatom on a
Pb(110) surface is studied with an adatom sitting in an
adsorption site. Some possible moves that an adatom can
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make are displayed in Fig. 2. In moves 1 or 2, the ada-
tom moves along or across the closed-packed direction.
In move 3, which is usually referred to as a concerted
move, two atoms (a and b) are involved in the move and
each atom moves along the main diagonal of the surface
unit cell.

Using MS and the slab described in the previous sec-
tion, we calculated migration energies for these different
moves. For the calculation of the migration energy, the
adatom is moved through the desired path and is allowed
to relax in the plane perpendicular to the path. All the
other atoms around the adatom are allowed to relax in all
three directions. The adatom migration energy can then
be calculated from the following formula:

E, =E„d—Eo (4)

where Eo is the total energy of the system including the
adatom after relaxation and E„d is the saddle-point ener-

gy of the system which is usually the energy when the
adatom is near the bridge site. Our results for the ada-
tom migration energies along and across the close-packed
directions are 0.215 and 0.454 eV, respectively. To our
knowledge, no experimental data for migration energies
of an adatom along these paths are available; however,
the activation energy of self-diffusion of lead on the
Pb(110) surface across the channel is reported in Ref. 26
to be Ed =1.0 eV. From the surface single-vacancy for-
mation energy calculated in the next section, one can
easily calculate the activation energy for the self-diffusion
of a surface atom across the close-packed direction to be
equal to Ed =0.547 eV, which is about 45% lower than
experimental value. Using the same method, we calculat-
ed the migration energy for the move along the 3 direc-
tion. In fact, we noticed the exchange of the adatom with
its nearest-neighbor atom along the path. Our result for

the migration energy of the concerted move is 0.45 eV.
From our results, it is evident that diffusion of a Pb atom
in a Pb(110) surface is quite anisotropic and diffusion
along the troughs is preferred. It should be noted that
this anisotropy has been detected experimentally and pre-
dicted theoretically (see previous section); however, be-
cause of the limitations of the techniques used, atom
beam scattering and ion channeling, it was not possible to
obtain a quantitative determination of activation ener-
gies. Diffusion by concerted moves has been predicted
theoretically ' ' ' and recently observed in field-
ion-microscope experiments of Kellog-Feibelman and
Chen-Tsong on Pt(001), and Ir(001), Ni surfaces. A re-
cent calculation for low-index copper surfaces using the
effective-medium theory shows that diffusion by an ex-
change mechanism is in fact important for Cu(100) and
Cu(110) and has an activation energy of 0.23 eV, which is
between those along and across the troughs. ' A recent
helium beam scattering experiment found an activation
energy for self-diffusion of 0.28 eV on Cu(001). '7 A simi-
lar calculation for diffusion of an Au adatom on an
Au(110) surface using EAM (Ref. 9) predicts values of
0.27, 1.16, and 0.35 eV for direct (along and across the
troughs) and concerted moves, respectively.

In this part, we discuss the calculation of the migration
energy of a single vacancy in a Pb(110) surface. A vacan-
cy is created in the center of one of the free surfaces of
the slab described in the previous section. The nearest
surface atom to the vacancy is then moved toward the va-
cancy along the close-packed direction. The moving
atom is allowed to relax in the plane perpendicular to the
close-packed direction. All the other atoms are also al-
lowed to relax in all three directions. We calculated the
vacancy migration energy using a formula similar to Eq.
(4),

EU Esad Eo,
where Eo is the relaxed energy of the system with one va-
cancy at the surface and E„d is the saddle-point energy
which is usually the energy of the system when the mov-
ing atom is near halfway between its initial position and
the vacancy. Our results for vacancy migration energies
along and across the close-packed direction are 0.329 and
0.382 eV, respectively, thus indicating that the vacancy
migration energy on the Pb(110) surface is weakly aniso-
tropic. Based on our results for adatom and surface va-
cancy migration energies, we conclude that diffusion
along the close-packed direction is dominated by ada-
toms, while diffusion across the close-packed direction is
dominated by vacancies.

We turn now to the calculation of adatom and vacancy
formation energies on a Pb(110) surface.

The single-vacancy formation energy (with respect to a
lattice without vacancy) is defined by the formula

Ef =E(N —1, 1) E(N, O) Es, — —

FICx. 2. Divacancy in a fcc lattice. The filled circles are
atoms, the empty circles are 1NN vacancies. The arrows show
the migration paths of a divacancy.

where E(N —1, 1) is the energy of the solid containing
N —1 atoms and one vacancy, E(N, O) is the energy of
the perfect solid containing 1V atoms with no vacancies,
and Ez( )0) is the sublimation energy which is the nega-
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tive of the average energy of bulk atoms. Our result for
the single-vacancy formation energy is E&, =0.093 eV.
To our knowledge there is no experimental data for E&,
in the surface region. However, our E„for the surface
can be compared with the experimental value of
E

~
=0.49 eV of the bulk region. It is quite reasonable to

expect that E &, for the surface be smaller than E &, for
the bulk. ' This is, in fact, related to the weak binding
energy of atoms of open, unreconstructed surfaces as
compared with that in the bulk region.

The adatom formation energy on the surface of the
metal is de6ned by

Ef =E(%+1,1) E(X—, O)+Es, (7)

where E (X + 1, 1 ) is the energy of the solid containing
%+1 atom and one adatom. Our calculated value of E„
is 0.099 eV. It has been shown in simulations of the dy-
namics of (110) surfaces that adatom formation and
creation of vacancies in the top layer promote disorder-
ing affecting several layers. ' '

C. Surface Debye temperature

where S& is the structure factor of layer l, A is the
Planck's constant, g is a two-dimensional reciprocal-
lattice vector in layer l, T is the temperature, m is the
mass of the lead atom, k~ is the Boltzmann constant, and
0D is the Debye temperature of layer l. From our MD
simulation, we calculated

~ 5& ~
at the temperature

T =300 K and along two different g vectors along and
across the close-packed direction. By substituting ~S&~ in

Eq. (8) we find the surface Debye temperature of lead to
be 0Ds=67 K, which is about 35% lower than the bulk
value of 0DB=103 K. This is consistent with the "rule
of thumb" that says 9Ds —( —', )ODB. A recent MD simu-

lation of the Al(110) surface ' using the EMT predicts a
value of 0Ds=250 K for that surface which is about
38% lower than the bulk value. Our surface Debye tem-
perature is in good agreement with the prediction of a
simple model developed in Ref. 37 which gives 08 =74
K. At higher temperatures lattice vibrations are no
longer harmonic and nonlinear terms should be added to
Eq. (8).

IV. DISCUSSION AND SUMMARY

In this work, we used MD and MS simulations to cal-
culate the energetics of various processes of atoms and
vacancies moving at the surface as well as in the bulk.
Various mechanisms of disordering have been considered.
In particular, we have calculated migration and forma-
tion energies of an adatom migrating along three direc-

Disordering at lower temperature is mostly due to lat-
tice vibrations. Using a Debye model at low temperature,
the attenuation of the intensities of Bragg diffraction
peaks is given by

(8)

tions (along and across the close-packed directions, and
along the diagonal of the surface unit cell). From our re-
sults, it is concluded that an adatom feels the lowest-
energy barrier while moving along the close-packed
direction (in the trough), the highest while moving across
the close-packed direction, and an intermediate value for
the energy barrier while moving along the surface unit-
cell diagonal. In the latter case an exchange mechanism
is involved. Other important quantities which were cal-
culated include: (1) formation and migration energies of
single vacancy (Efi, ), divacancy (Ef2„), adatom (Efi, ),
and diadatom (Ef2, ) at the surface. As expected, the ab-
solute values of these energies are much lower than for
"harder, " higher melting-point surfaces, such as the (110)
surfaces of Cu and Ni. ' However, for lead, the vacancy
formation energy for the first layer is a smaller fraction of
the bulk vacancy energy than for the case of Cu or Ni.
This suggests that premelting effects are relatively
stronger in Pb than Cu or Ni, as observed. (2) Formation
and migration energies of creating a single vacancy or di-
vacancy in different layers. (3) Formation energies of an
adatom-monovacancy (first layer) and diadatom divacan-
cy (first layer). Our results indicate that the energy of
creating a diadatom divacancy is smaller than that for
creating a single adatom single vacancy. This point is
also confirmed by formation of adatom clusters. (4) Sur-
face energy of Pb(110); our value is 275 ergs/cm, lower
than the experimental value of 500—600 ergs/cm, but
consistent with the trend displayed in other EAM calcu-
lations. (5) Surface Debye temperature of Pb(110); our
value, 0D =67 K, is in good agreement with the value of
74 K estimated in Ref. 37.

In conclusion, our calculations give a fairly complete
picture of the energetics of diffusion at the Pb(110) sur-
face which should be useful to experimental and other
computer simulations. The trends observed in simula-
tions of (110) surfaces of other metals have been
confirmed. As expected, the EAM underestimates the
surface energy. The ever increasing number of experi-
ments probing the (110) surface of lead should soon give
us more stringent bounds for the values of the energetics
calculated in this present work.
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