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The p(2X2) and ¢(2X2) sulfur overlayers on Ni(100), and the clean Ni(100) surface itself, have been
imaged in an ultrahigh-vacuum scanning tunneling microscope and topographic and spectroscopic infor-
mation was obtained from all three surfaces. These data are compared to theoretical calculations of the
surfaces derived using the Green’s-function method of Pendry, Pretre, and Krutzen, where the sample
Green’s function is calculated in a multiple-scattering formalism based on the layer Korringa-Kohn-
Rostoker method. Our simple model has proved reasonably successful in predicting the corrugation
heights observed on the sulfated nickel surfaces, and confirmed the fact that the difference in height ob-
served between the p(2X2) and the c¢(2X2) phases is electronic in origin. It is also proposed that the
enhanced corrugation observed on the clean nickel surface may in part be attributable to the presence of
a magnetic surface state immediately below the Fermi energy. Attempts to model the I-V and dI/dV
spectroscopy curves proved less successful but it is believed that this was largely attributable to the ap-

proximations used in the present calculation.

I. INTRODUCTION

The adsorption of gases onto the low index surfaces of
metals has been extensively studied over recent years.
The motivation to study these systems has been provided
by a fundamental interest in adsorbate-substrate reac-
tions. However, the Ni-S system is of particular interest
due to the well-known poisoning effect of sulfur on cer-
tain catalytic reactions occurring on the clean nickel sur-
face.’? As a result of the interest generated in the
nickel-sulfur system, and as a consequence of its
widespread use as a model adsorption system, extensive
investigations of both the geometric and electronic struc-
ture of the p(2X2)S and ¢(2X2)S surfaces have been
carried out. The adsorption site of the sulfur atoms and
the subsequent substrate relaxation has been studied by a
variety of experimental techniques (low-energy electron
diffraction,? surface and near-edge x-ray-adsorption fine
structure,*~’ photoelectron diffraction, ® impact collision
ion-scattering spectroscopy,’ and angle-resolved photo-
electron fine structure!®), while the changes in the elec-
tronic structure of the surface following adsorption have
been investigated by both experimental (ultraviolet pho-
toelectron spectroscopy,!!™!3 inverse photoemission,!*
ion neutralization spectroscopy'’) and theoretical tech-
niques. !¢

The development of the scanning tunneling microscope
(STM) over the last few years has provided an additional
method of investigating the surfaces of a variety of ma-
terials. Initially, these STM investigations concentrated
primarily on semiconductor materials, but more recently
both metal and metal-gas adsorption systems have been
extensively studied.!” These investigations have stimulat-
ed interest in the theoretical calculation of STM images
on both clean and adsorbate-covered metal surfaces, in-
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cluding the sulfur-nickel system. Although some studies
of sulfur-metal systems have been carried out, '* =2 to our
knowledge no investigation of the sulfur-nickel system
has been performed. Therefore this study was carried out
to provide further information on the S-Ni surface and to
provide empirical data which have been used as a bench-
mark for theoretical calculations of the STM images and
spectra on both the clean and sulfated nickel surfaces.
The STM images and spectroscopy curves produced were
simulated using a description of the STM based on the
theory of Pendry, Pretre, and Krutzen,?! where the sam-
ple Green’s function is calculated in a multiple-scattering
formalism based on the layer Korringa-Kohn-Rostoker
(KKR) method.?? An analysis and discussion of the ex-
perimental results and theoretical calculations is present-
ed in the following sections.

The paper has been broken down into four main sec-
tions. Section II briefly reviews the experimental tech-
niques used. Section III discusses the experimental re-
sults obtained with the STM, using both topographic and
spectroscopic analysis modes on the clean and sulfated
surfaces. Section IV outlines the theory used to interpret
the STM images and spectra, while Sec. V discusses the
results obtained using these calculations and compares
them with the experimental results.

II. EXPERIMENTAL TECHNIQUES

A high-purity nickel single crystal was obtained which
had been sectioned such that the surface plane had a
[100] surface normal. The crystal was prepared by flash-
ing the surface with oxygen (1077 mbar/10 min 500°C)
to remove carbon contamination, and then repeatedly
sputtered and annealed (Ar* 1 kV/6 pA 650°C). This
procedure was continued until sulfur was no longer segre-
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gated from the interior of the crystal and a sharp 1X1
low-energy electron-diffraction (LEED) pattern was ob-
tained. Subsequently, the p(2X2) and c¢(2X2) sulfur
overlayer structures were obtained by dosing the clean
nickel surface, at room temperature, with 1 and 50 L of
H,S, respectively. Following the adsorption procedure
the sample was flash annealed to 200°C to desorb any
remaining hydrogen, the surface of the crystal having
been cleaned between each adsorption stage. The forma-
tion of the overlayer structures were then confirmed by
examination of the LEED patterns produced following
adsorption.

The clean and sulfated nickel surfaces produced using
the procedure outlined above were examined in an Omic-
ron UHV-STM, at a background pressure of the order of
10710 torr, where the different surfaces were imaged us-
ing a tungsten tip which had been sputtered prior to use.
The three surfaces produced were examined using both
topographic and spectroscopic analysis modes. The topo-
graphic scans were obtained using the standard constant
current mode, whereas the spectroscopic analyses were
obtained by holding the tip above the surface at a con-
stant bias voltage and then momentarily breaking the
feedback loop and ramping the voltage over the desired
energy range. This procedure is designed to maintain the
tip at a fixed height above the surface during the spec-
troscopy. The z scale on the piezoelectric drive was inter-
nally calibrated using the steps on the clean nickel sur-
face, where the theoretical nickel step height was taken as
1.76 A.

III. EXPERIMENTAL RESULTS

Clean nickel

Following the crystal cleaning procedure, described
above, the clean nickel (100) surface was imaged. The
surface was observed to have a relatively high step densi-
ty, with the step edges running in the [011] direction.
Screw dislocations emerging from the surface were also
prevalent. However, broad terraces several hundred A
wide were common, and on these terraces atomic resolu-
tion could be obtained (Fig. 1). It was found that the
clean surface could be imaged between +100 mV and
1-2 nA, but that the optimum imaging conditions were
found to be —15 mV and 2 nA. These imaging condi-
tions produced a surface corrugation amplitude of 0.12
and 0.08 A in the [001] and [011] directions, respectively.
The magnitude of this corrugation is slightly larger than
that reported by Kopatzki and Behm for the same sur-
face,?® although the difference in the optimum corruga-
tion height observed between the two investigations is
probably attributable to the different tunneling currents
used, Kopatzki and Behm using a tunneling current of 1
nA. Measurement of the interatomic distances from the
STM images gave a primitive lattice parameter of 2.82 A,
which is 13.3% larger than the correct value, as deter-
mined by x-ray diffraction. This overestimate of the lat-
tice parameter is primarily attributable to calibration er-
rors in the X-Y piezoelectric scanners, thermal drift
and/or piezoelectric creep.
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FIG. 1. The atomic resolution image of the clean Ni(100) sur-
face (—15 mV/2 nA).

Nickel—p (2X2) sulfur

Following the adsorption of 1 L of H,S onto the clean
surface, the STM imaging conditions were observed to
have altered drastically compared with the conditions
employed on the clean surface. The optimum imaging
conditions were obtained at 1 nA and between +2 and
+3 V, conditions more often associated with the imaging
of semiconductor surfaces. A significant change in the
tunneling conditions has been a common feature in a
number of gas-metal adsorption studies.!” Under these
conditions, a well-ordered p(2X2) sulfur overlayer was
formed (Fig. 2), which when imaged at 3 V exhibited a
corrugation height, in the [001] direction, of 0.24 A. On
decreasing the voltage to 2 V, the corrugation height was
observed to be almost unaltered (see Table I). Reversing
the polarity of the tip had little or no influence on the im-
age of the corrugation heights observed. The p(2X2)
overlayer was observed to extend uniformly across the

FIG. 2. A well-ordered p (2X2) sulfur overlayer (3 V/1 nA).
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TABLE I. Comparison of experimental and theoretical data for different tunneling conditions.

Calculated Experimental
I (nA) Vg (V) Surface z (A) corrugation (A) corrugation (A)
2 —0.015 Clean Ni 4.8 0.01 0.10
1 2.0 p(2X2) 6.2 0.25 0.21
1 2.0 c(2X2) 6.7 0.02 Not resolved
1 3.0 p(2X2) 6.6 0.02 0.24
1 3.0 c(2X2) 6.9 0.01 Not resolved

terraces, and appeared to be unaffected by the proximity
of either the edge of the terrace or an adjacent step. On
the terraces, antiphase domain boundaries (APDB’s) were
clearly visible, these boundaries having a high density of
vacant sites associated with them (Fig. 3). Vacant sites
were also observed in the well-ordered areas of the
p(2X2) overlayer, away from the APDB’s, and were
often observed to form into small clusters. An attempt to
image the clean nickel substrate within one of these small
sulfur-free areas proved unsuccessful. However, it was
observed that the height of the §ulfur atoms above the
clean nickel surface was only 0.5 A, which is much small-
er than would be expected on the basis of geometrical
considerations alone. It is apparent that the S-Ni step
height is strongly influenced by electronic effects, as has
been observed in many other systems. !’

From an examination of the structure of the sulfur
overlayer in the vicinity of the APDB’s, it is evident that
the sulfur atoms never occupy nearest-neighbor or next-
nearest-neighbor sites [Fig. 3(b)]. This is consistent with
the work of McGrath et al.,>?* which suggests that the
nearest-neighbor sites on the Ni(100) surface is strongly
repulsive, the second-nearest-neighbor site is weakly
repulsive, while the third-nearest-neighbor site is attrac-
tive. Furthermore, areas of ¢ (2X2)S were not observed
anywhere on the sample, which is consistent with the fact
that if the first- and second-nearest-neighbor sites are
high-energy sites, the H,S molecules preferring to diffuse
across the p(2X2)S-Ni surface to vacant sites, rather
than forming a ¢ (2X2)S overlayer.

Nickel-c (2X2) sulfur

Following the adsorption of 50 L of H,S onto the sur-
face, it was expected that the surface would be saturated
in sulfur, since previous investigations have indicated
that the (100) nickel surface becomes saturated after an
exposure of 3-6 L of H,S.?°> However, on imaging the
surface (£2 V/1 nA), it was evident that far from pro-
ducing saturation, the ¢ (2X2) sulfur overlayer only ac-
counted for approximately 50—60 % of the surface area
(Fig. 4), the remainder of the surface being covered in a
p(2X2) overlayer. The strong c(2X2) LEED pattern
obtained from the surface, with only extremely weak
p(2X2) spots present, indicates that the bright regions in
the image must have a ¢(2X2) structure, even though
the ¢(2X2) unit cell is not resolved. This observation
confirms the earlier work of Perdereau and Oudar,?® who
performed a LEED study of the clean and sulfated low
index nickel surfaces; the sulfur surface coverage was

determined using the S-emitter S*. They reported that a
sharp ¢(2X2) LEED pattern was formed on Ni(100) at
only 80% saturation. This observation reveals the limita-
tions of LEED patterns in accurately defining the condi-
tion of overlayer structures, and has important implica-
tions in areas where an accurate knowledge of the surface
coverage is required. Recently an investigation of the
Au-on-Si system in the STM has shown similar dispari-
ties between the observed LEED patterns and the true

(b) @ suiphur O Nickel === APDB

FIG. 3. (a) The antiphase domain boundary (APDB) in the
p(2X2) overlayer, with a high density of vacant sites associated
with it (3 V/1 nA). (b) Schematic outlined area in (a), indicating
the path of the APDB (dotted line), and showing that the
nearest-neighbor and next-nearest-neighbor sites are not occu-
pied in the low-coverage condition.
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FIG. 4. A p(2X2)-c(2X2) “mixed overlayer” formed fol-
lowing the adsorption of 50 L of H,S (2 V/1 nA). The bright re-
gions are unresolved areas of ¢ (2X2) S.

state of the surface structure.?” A number of other inves-
tigations have also shown that the maximum sulfur cov-
erage obtained during H,S dosing was only 0.4 monolayer
(ML), and that to achieve saturation requires doses
greater than 30 L and/or the use of elevated dosing tem-
peratures. 2

Apart from the fact that the nominally saturated
¢(2X2) surface is actually a “mixed” overlayer” struc-
ture, the most striking feature of the STM image is the
differences between the p(2X2) and ¢ (2X2) areas of the
sample. First, the bright regions in the image, which
have been identified, using LEED, as ¢ (2X?2) regions are
not resolved in the image. Although the interatomic dis-
tance between the sulfur atoms in the ¢ (2X2) unit cell is
30% smaller than the p (2X2) unit cell, it is unlikely that
the loss of resolution is attributable to the reduced size of
the unit cell, since the clean nickel surface had previously
been imaged (although a change in the condition of the
tip cannot be ruled out). It would therefore appear that
the apparent loss of resolution may be attributable to a
significant change in the electronic structure, producing a
consequent reduction in the ¢ (2X2) corrugation height.
Second, it is evident that there is a large difference in the
relative height of the p(2X2) and ¢(2X2) areas. Height
profiles taken from the intersection of the two phases
show that the tip withdraws up to 0.6 A as it crosses
from a p(2X2) area into a c¢(2X2) area (Fig. 5). A re-
cent LEED investigation of the p(2X2) and ¢(2X2)
sulfur overlayers on n1ckel using a computer controlled
AUTOLEED system, ? indicated that the overall relative
displacement of the p(2X2) surface to the c(2X2) sur-
face, including first- and second-layer nickel substrate re-
laxation effects, is only of the order of 0.05 A. Similarly,
a recent surface-extended x-ray-absorption fine-structure
(SEXAFS) determination of the first-layer relaxation of
nickel, induced by the presence of p(2X2) and c(2X2)
sulfur overlayers, indicates a height difference of only
~0.07 A.* This indicates that the variation in height be-
tween the two sulfur phases, observed in the STM, is pri-
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FIG. 5. The topographic line profile of two ¢ (2X2) regions
separated by a small area of p(2X2). The line profiles show the
large difference in height between the two phases.

marily attributable to a change in the surface electronic
structure.

Furthermore, it was observed that the difference in the
relative height of the two phases appeared to be effected
by the lateral size of the ¢ (2X2) areas. Isolated c¢(2X2)
atoms and small clusters of ¢(2X2) atoms exhibited a
vertical displacement of only 0.3-0.4 A, with regard to
the p (2X2) phase, whereas large areas of ¢ (2X2) atoms
displayed vertical displacements of up to 0.6 A. This
provides further evidence that the height difference ob-
served between the two phases is predominantly electron-
ic in origin, since any geometric rearrangement caused by
an increase in the size of a ¢(2X2) overlayer would be
extremely small.

Spectroscopy

I-V and dI/dV curves were obtained from all three
surfaces. In each case, except on the clean nickel, the
spectroscopy curves were obtained using a tip which was
simultaneously producing atomic resolution images. On
the clean nickel surface, although atomic resolution had
been lost, terraces and monoatomic steps were still clear-
ly visible.

Spectroscopy curves were obtained from the clean
nickel surface at three bias voltages (1, 2, and 3 V; 1 nA),
the tip energy being ramped between +3 and —3 V in
each case. All the conductivity curves exhibited a fairly
featureless parabolic behavior, centered around the Fermi
energy.

The subsequent formation of the “mixed overlayer”
phase on the nickel surface had the advantage that con-
ductivity curves could be obtained from the ¢ (2X2) and
p(2X2) surfaces under identical conditions. These
curves showed a similar type of behavior to the clean
nickel surface, although some weak structure was clearly
visible between +2 and —2 V. The two structures gen-
erally exhibited a similar behavior over the voltage range
studied, although on reducing the bias voltage from 3 to
2 V there was a large increase in the p (2X2) conductivi-
ty at +3 V, which was not evident in the ¢ (2X2) struc-
ture (Fig. 6). These features are discussed further in Sec.
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FIG. 6. (a) Experimental conductivity curves for the p (2X2)
(dotted line) and ¢ (2X2) (full line) surfaces obtained at 3 V/1
nA. (b) Experimental conductivity curves for the p(2X2) (dot-
ted line) and ¢ (2X2) (full line) surfaces obtained at 2 V/1 nA,
showing the large increase in the p (2X2) conductivity at +3 V.

V. In addition, since atomic resolution was achieved on
the p (2X2) structure, it was possible to obtain high spa-
tial resolution spectroscopy data from this phase. How-
ever, no significant difference in the 7-V or conductivity
curves could be detected between spectra obtained from
different positions on the surface (i.e., between atop sites
and fourfold hollow sites).

It should be noted that occasionally spectroscopic data
were obtained on the sulfated Ni surfaces which con-
tained apparently spurious structure. The origin of this
structure has been attributed to tip changes, possibly
occurring as a consequence of adsorption onto the end of
the tip. Changes in the tip structure effect the spectros-
copy by altering the area of the surface analyzed in an
analogous way to that with which they effect the lateral
spatial resolution of the images. However, although the
adsorption of a foreign atom onto the apex of the tip may
have little effect on the lateral resolution of the images, it
can have a very significant effect on the spectroscopy,
particularly when the adsorbate atom strongly modifies
the tip’s electronic structure. These problems have to be
borne in mind when analyzing STM spectroscopy data.

IV. THEORY

Our description of the STM is based on the theory of
Pendry, Pretre, and Krutzen.? It is a Green’s-function-
based method which in its general formulation takes the
mutual perturbation of tip and sample into account.
However, by replacing the total Green’s function in the
center of the tunneling barrier by the free Green’s func-
tion (Gy), one can deduce Bardeen’s approximation,
where the electron states of the unperturbed tip and sam-
ple are considered. This procedure has been used in the
present work. The tunneling conductivity is then given
by

tr[(V—V)SG i, (V= V)SGC gmpe ] -

(1)

The trace implies integration over an interface between
tip and sample. The sample Green’s function is calculat-
ed in a multiple-scattering formalism based on the layer
KKR method.?? The atoms are described as spherically
symmetric scattering centers, and the surface barrier is
approximated by a step potential. The Green’s function
of the tip is expanded in a basis of spherical functions
centered on the foremost tip atom. The electronic struc-
ture of the tip is then described by a site-diagonal scatter-
ing path operator.?’ This quantity can be found using,
for example, a cluster calculation. 30,31 However, since
the geometric structure of the tip is unknown, and sub-
ject to changes, we describe it by a single atom. Thus the
scattered part of the tip Green’s function at negative en-
ergies (referred to the vacuum zero) can be written as

tip (T, E)= G (1,1, E) = Gy (1,1, E)
=2k 3 (=) (kor)

Im,I'm’
X Ylm (/r\ )tlm,l'm’(E)
X ky(kgr ) Y, (%) 2)

where k,=V —2E in atomic Hartree units. f;,, ;,,/(E) is
the T matrix of the tip atom and k; is a modified spheri-
cal Bessel function. Only the scattered part is needed for
the tunneling problem, since the free Green’s function is
real at negative energies and it is the imaginary part that
enters the tunneling expression (1). A single atom is a
finite system and cannot take up current, and its electron-
ic structure at negative energies consists of discrete
bound states. Therefore, to introduce the effects of an ex-
tended system, we take the T matrix of the tip atom at a
complex energy. This makes the scattering absorptive,
allowing current to flow into the tip, and causes the
bound states to broaden, thereby enabling tunneling pro-
cesses to occur over a continuous energy range. The
imaginary part of the energy should be of the order of the
bandwidth of the tip.

Restricting the expansion of the tip Green’s function to
1 =0, we recover the s-wave approximation of Tersoff and
Hamann, > which at zero bias makes the STM conduc-
tivity proportional to the local density of states.
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At vanishing bias voltage ¥V, Eq. (1) is equal to the
conductivity. However, on the application of a finite volt-
age, it is necessary to integrate the expression over the al-
lowed energy range to obtain the total tunnel current,
taking into account that the Fermi energies of the tip and
sample differ by V. Expanding G, and G, into
suitable basis sets, the STM current I (V) is given by a
sum over terms (i), each of which is of the form

V N
i=[ "dE fr(E—Vy)fs(E), 3)

where f, and fg are tip- and sample-related functions.
Here E =0 refers to the Fermi energy.

The conductivity dI /dVy can thus be determined such
that

dl

_ dfT(E_VB)

dE fs(E) .

Vv
fT(O)fS(VB)_f0 PAE

4)

The equation is composed of two terms, the first origi-
nating from the upper integral boundary (a counting term
which arises from the fact that more states are tunneling
at increasing vy), and the second which takes into ac-
count the relative shift of the two energy scales.

Thus the conductivity contains an integral over energy
just as the current does, and the numerical computation
is consequently made no easier. However, by taking ad-
vantage of the fact that wave functions with the highest
energy dominate the tunneling current since the exponen-
tial tails of the high-energy wave functions protrude fur-
ther into the vacuum barrier, the second term in Eq. (4)
can, to a first approximation, be discarded. This approxi-
mation facilitates the numerical calculation considerably
and allows us to evaluate the conductivity using states at
a single energy only. Having thus obtained the conduc-
tivity, the current is then calculated by numerical in-
tegration. Comparing the integrand f;(0)fs(E) of that
integration with Eq. (3), we see that the approximation
simply consists of taking the tip function at its highest
energy, instead of its actual energy. In the argument
given above, it was assumed that the sample was positive-
ly biased, so that the tip is the system higher in energy.
For negative bias, the roles of f; and fg are simply re-
versed.

The use of the single-energy approximation introduces
several possible sources of error which need to be con-
sidered. First, the error introduced by this single-energy
approximation increases as E-V differ from zero (i.e., in
general for larger voltages). In the context of our calcula-
tions this means that the results for 2 V/1 nA are more
reliable than those for 3 V/1 nA. Second, as can be seen
from Eq. (4), sharp peaks in the tip function f, (through
the presence of surface states, for instance) will make the
omission of the integral questionable. Fortunately, our
model tip has a fairly smooth electronic structure
throughout its occupied energy range, such that this ap-
proximation will be good for positive voltages. However,
the tip has a sharp s resonance in its unoccupied range,
which leads to a peak in the calculated spectrum not ob-
served experimentally (as discussed below). Finally, the
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approximation is expected to be poor if the character of
the tip states vary strongly as a function of energy (i.e., s
states dominating at different voltages from that of p
states). However, in the present calculation, the tip is de-
scribed as a single scatterer and it turns out that the s
states always dominate when the tunneling current is
determined outside the scatterer, at distances greater
than approximately 1 A, and at negative energies.

Independent of this approximation, there is a general
tendency in STM spectroscopy to be more sensitive to
that component, tip or sample, into which the electrons
tunnel. Again this derives from the fact that states
highest in energy tend to dominate the tunneling current.
If we consider the tip-sample system to be positively
biased, such that tip states tunnel into the sample, then,
on increasing the voltage by 8V, the highest state on the
tip side of the junction remains approximately unaltered
(apart from changes in the barrier shape) while the
highest available state on the sample side is now a state
6V p above the previous one. We would therefore expect
that the contrast in the I (V) spectrum to derive largely
from the electronic structure of the sample. At negative
bias voltages, on the other hand, the spectrum is more
likely to reflect the unoccupied states of the tip. For this
reason, we concentrate on positive voltages in the follow-
ing, because our model of the sample is more elaborate
than that of the tip.

To describe the nickel substrate, we have used the
non-spin-polarized potential of Moruzzi, Janak, and Wil-
liams, 3* while the sulfur muffin-tin potential is construct-
ed from atomic charge densities using the Hartree-Fock-
Slater method. The MUFPOT program, available at
Daresbury Laboratory, was used for this. The Slater pa-
rameter a@ was chosen so as to obtain the p resonance at 4
eV below the Fermi energy, as indicated by photoemis-
sion experiments. This gives a=2. The space between
the adsorbed sulfur atoms is filled with empty spheres,
which were located at the unoccupied fourfold hollow
sites. The parameters of the spheres were obtained by the
requirement that a complete overlayer of them should
mimic a slice of vacuum. More specifically, we con-
sidered the local density of states (LDOS) at the Fermi
level of a clean Ni(100) surface at a given vertical dis-
tance. Putting a monolayer of vacuum spheres onto the
surface should leave the LDOS unchanged. Taking the
constant potential within the spheres to be at the vacuum
level, the required radius is 2.46 bohr radii, which is
slightly larger than the nickel spheres. The electronic
structure of the clean nickel substrate was calculated as-
suming an unrelaxed first-layer spacing. Although the
exact value of the first-layer relaxation reported in the
literature varies, it is only of the order of 1%.* The
geometry of the p(2X2) and c¢(2X2) sulfur overlayers
used in the calculations was obtained from various
sources. >

The work function of the clean nickel (100) surface is
taken to be 5 eV, while, for the sulfur-covered surfaces
Hardegree, Ho, and White?® report an increase of the
work function of 0.29 and 0.4 eV for coverages of 25%
and 50%, respectively. We therefore take the work func-
tion to be 5.29 eV for the p(2X2) structure and 5.4 eV
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for the ¢(2X2) structure. Similar changes in the work
function with increasing sulfur coverage were reported by
Anderson.?® Even if the coverage-induced work-function
changes are ignored, our calculations lead to essentially
the same conclusions. This is because the work functions
of the ¢(2X2) and p(2X2) overlayers are very similar,
which makes a comparison between the two cases rela-
tively insensitive to a small change in the absolute value
of the work function.

A nickel potential from the bulk was taken to represent
the tip atom. In order to produce a reasonable value of
the bandwidth of the tip [given approximately by 2 Im(E)
in our model], the imaginary part of the energy inside the
tip was taken to be 2 eV. The plane of integration for the
calculation was fixed at 4 a.u. from the tip center, and the
tip Green’s function was considered up to /,,, =3.

V. THEORETICAL RESULTS

Topography

The theory of a STM image of a periodic surface can
best be discussed in terms of reciprocal space. The
current can be written as a two-dimensional lattice
Fourier transform whose coefficients are functions of the
tip-sample separation 2z. The zero-order Fourier
coefficient represents the lateral average of the current,
and its magnitude as a function of z determines the tip-
sample distance. The other Fourier coefficients, corre-
sponding to reciprocal-lattice vectors G, give rise to the
observed corrugation, their magnitude rapidly diminish-
ing with increasing |G|. General arguments show that
the zero-order coefficient, and thus the tip-sample dis-
tance, is influenced mainly by sample states with a paral-
lel momentum k; around the T point. For the lowest
nonzero G, however, and thus for the corrugation, the
Brillouin-zone (BZ) boundary is the most important re-
gion (see, e.g., Tersoff’’). We will now present the results
of the calculations described in Sec. IV, and discuss them
in terms of these simple ideas.

The surface electronic structure of clean Ni(100), at
and above Ey, shows a continuum of bulk states around
the T point and band gaps at the BZ boundary. Thus at
positive bias voltage, i.e., electrons tunneling into the
sample, we expect the tip-sample distance to be large, and
the surface corrugation to be small, which of course it
turns out to be. In order to achieve atomic resolution, a
very small bias voltage is required which causes the tip to
come into close proximity to the surface. In order to at-
tain the experimental current of 2 nA at —15 mV, our
model tip has to come as close as 4.8 A to the surface
(measured between atom centers), which is 1.4-2.1 A
closer than in the adsorbate systems discussed below.
Under these circumstances Bardeen’s approximation may
be inadequate to describe the tunneling junction, and tip-
sample interactions may become dominant. Therefore it
is not surprising that the calculated corrugation of 0.01 A
is much smaller than the experimentally obtained result
of 0.1 A. However, it is worth noting that magnetic sur-
face states have been identified immediately below Ej,*
in the energy region where the optimum imaging condi-
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tions are observed. These states reside near the BZ
boundary, which makes them a possible cause of
enhanced corrugation, even in the absence of tip-sample
interactions. Our non-spin-polarized calculation shows a
similar surface state along T X, but with a stronger
dispersion and residing 0.2 eV below the Fermi level. If
we artificially shift the band structure up by 0.2 eV, so
that this surface state is included in our calculation, the
corrugation is almost doubled; although this is still
significantly smaller than the values of 0.05 A observed
by Kopatzki and Behm?? or 0.1 A observed in this work.
It does suggest, however, that Bardeen’s approximation
may not completely break down at this distance, and that
part of the discrepancy observed between the theory and
experiment is attributable to our simple model potential,
which is unable to generate the subtleties of the magnetic
surface band structure on Ni(100).

On adding a quarter of a monolayer of S to the Ni(100)
surface to form the p(2X2) structure, the BZ boundary
is folded back to the T point. We now find a band gap at
T above +1 eV, and a continuum of states at the bound-
ary. This is the opposite situation to that found on the
clean Ni(100) surface. Consequently, if identical tunnel-
ing conditions are employed on the two surfaces, the tip
has to move closer to the p(2X2) surface because the
previously dominant states at I are missing. For that
reason, and because most states reside near the BZ
boundary, we obtain a large corrugation of 0.25 Aat +2
V/1 nA, which is in good agreement with the observed
value. On increasing the bias voltage to 3 V, the calculat-
ed p(2X2) corrugation remains larger than on the
¢ (2X2) surface, although it is not as large as was ob-
served experimentally (see Table I). However, as men-
tioned in Sec. IV, we expect the results to become worse
at larger voltages because of the single energy approxima-
tion, and also because the assumption of a simple step po-
tential at the surface becomes more and more inadequate
at higher voltages.

Because the tip is closer to the surface than on the
clean Ni, the experimentally observed step height be-
tween Ni(100) and p(2X2) is only 0.5 A, as opposed to
the atomic step height of 1.3 A determined by LEED.3*
The calculation reproduces this reduction in the step
height but overestimates its magnitude. Assuming an un-
relaxed Ni top layer, the model predicts a negative step
height of —0.01 A.

On adding a further quarter of a monolayer of S to the
Ni surface, we obtain the ¢(2X2) structure whose elec-
tronic properties are somewhat intermediate between
those of Ni(100) and the p(2X2) overlayer. There is a
band gap at the BZ boundary at M but not at X, and
there is a gap at T at higher energies (above +2.5 eV).
Also, immediately above Ep (~0.2 eV) there is a surface
state or resonance around the T point. The states at " al-
low the tip to stay further away from the sample than in
the p(2X2) case. At 2 V/1 nA, the calculated height
difference between the p(2X2) and ¢(2X?2) surfaces is
0.5 A. This compares quite well with the experimentally
observed height difference of 0.6 A (see Fig. 7, which
should be compared to the experimental data in Fig. 5).
It confirms that the height difference observed between
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FIG. 7. Calculated corrugation curves for the p(2X2) and
¢(2X2) overlayers, taken in the [001] direction (2 V/1 nA).

the two surfaces is essentially electronic in origin. The
¢ (2X2) surface is smoother than the p (2X2) surface be-
cause of the larger tip-sample distance and the gap at the
BZ boundary, although it is not as smooth as the Ni(100)
surface. The calculated corrugation of 0.02 A at 2 V/1
nA explains why no corrugation was observed on the
¢ (2X?2) areas, since such a small value would not be dis-
cernable with the noise level present in the images.

Spectroscopy

The experimental spectra in Fig. 6 were obtained by
holding the tip a certain distance from the sample,
defined by a voltage ¥V, and current I,,. The spectra were
then collected by holding the tip in that position while
ramping the voltage. Therefore the tip-sample distance
varies from one surface to another, due to variations in
the surface electronic structures. Figure 6(b) seems to
suggest that in going from V=3 V to V=2V, ie,
bringing the tip closer to the sample, a strong effect
occurs on the p(2X2) surface above 2 V which does not
occur on the ¢ (2X2) surface. This might indicate strong
tip-sample interactions which would throw doubt on the
use of Bardeen’s approximation. This behavior is, how-
ever, a consequence of the method just described to ob-
tain the spectra. It occurs due to the fact that the current
as a function of voltage is pinned at two points, the origin
and the point ¥V, /I, used for defining the tip-surface dis-
tance (e.g., 2 V/1 nA). Spectra from different types of
surfaces, taken with the same V /I, will all be pinned at
the same two points and will therefore tend to look simi-
lar between these points, apart from differences in fine
structure. If two spectral curves are different, the pin-
ning suppresses their difference between these two points
but tends to enhance it outside of the pinned region.
Thus in Fig. 6(a), the two curves for the p(2X2) and
¢ (2X?2) surfaces look very similar because the pinning in-
terval extends from the origin to the highest voltage used
(3 V). In Fig. 6(b), however, the curves are pinned at O
and 2 V/1 nA, and we see that above this interval, there
is a marked difference between the curves. On closer in-
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spection, both surfaces exhibit the same trends: the con-
ductivity increases with voltage for both p(2X2) and
c(2X2), but the increase for p(2X2) is more pro-
nounced. This trend is reproduced by the calculation, as
shown in Fig. 8. It can be explained in terms of the elec-
tronic structures. On the p (2X2) surface, the tip has to
stay fairly close the sample because states which would
most easily tunnel, near the T point, are not available due
to the band gap. As the voltage increases, states at
higher energy are picked up which reach out further into
the vacuum, causing the current to rise. On the c(2X2)
surface, on the other hand, the tip resides further away
from the surface because states at the T point are readily
available. With increasing voltage, the gap at the T point
opens up so the current does not grow as strongly as it
would have done otherwise. Thus we end up with
p(2X2) curve increasing more rapidly than c(2X2)
curve. The rise in the theoretical conductivity of the
c¢(2X2) curve at 1 V is due to the presence of the surface
state above Ef, as mentioned previously. It is tempting
to associate this rise with the similar structure apparent
in the corresponding experimental curve in Fig. 6(b), but
this may be coincidental because other structures at
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FIG. 8. (a) Calculated conductivity curves for the p(2X2)
and c(2X2) overlayers (2 V/1 nA). (b) Calculated tunneling
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higher voltages are not reproduced. Generally, we would
not expect our non-self-consistent muffin-tin model po-
tential to generate all the small-scale structure visible in
Fig. 6(b) (although in a recent self-consistent full-
potential calculation, 3% a surface state was found at this
energy as well). However, the energy mesh size in this
calculation was 0.5 eV, so we cannot expect to explain de-
tails of the spectra with a smaller size than this. What we
are attempting to produce in the calculation is general
trends which have been well reproduced.

At negative voltages the calculation produces a larger
current than that produced at positive voltages. This
reflects the fact that the p(2X2) and ¢(2X2) surfaces
have occupied states at the Fermi energy around the T
point, and that the electronic structure of the tip does not
contain a band gap, so that we would expect a larger
current at negative voltages. The experimental spectra in
Fig. 6 also show this asymmetry, with the exception of
the p(2X2) curve at 2 V/1 nA [Fig. 6(b)], the behavior of
which we cannot account for. There is also a peak in the
theoretical conductivity at —2.5 V (not shown in Fig. 8)
which is an artifact of the theory. It is attributable to the
s-state resonance used to describe our single-atom tip (see
Sec. IV). In order to obtain an improved spectrum at
negative voltages, we would need to define a better tip
model, such as a cluster model. Finally, the fact that the
p (2X2) conductivity is larger than the ¢ (2X2) conduc-
tivity at negative bias, which is at variance with the ex-
perimental results, may partly be a consequence of the
single energy approximation described in Sec. IV. How-
ever, we should also take into account the fact that the
tip distance z in the calculation was adjusted to obtain a
certain current I, at a positive bias V. Since our model
contains several approximations, the value of z will not be
exact, and the current is very sensitive to changes in z.
Assuming a behavior of the form exp(—2kz), where
K:\/—o 2E in atomic units, a change in distance &z
=0.1 A causes the current to change by about 20%.
Thus errors in the calculation of z are likely to play a role
in the differences observed between the theoretical and
empirical spectroscopy curves at negative voltages.

In conclusion, our simple model has proved quite suc-
cessful. The calculated corrugation heights on the sulfat-
ed nickel surfaces are consistent with those observed in
the images obtained at 2 V, while the height difference
observed between the p(2X2) and ¢ (2X2) overlayers is
reproduced. In addition, the model has confirmed the
fact that the height difference between the two phases is
predominantly electronic in origin. This is consistent
with the observed dependence of the height difference on
the lateral size of the ¢(2X2) overlayer. The calculated
corrugation of the clean nickel surface was significantly
smaller than was observed experimentally. However, the
approximate inclusion of the magnetic surface state locat-
ed immediately below the Fermi level produces some in-
crease in the corrugation, which suggests that the simpli-
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city of our model potential is partly to blame.

The model also accounts for the overall trends in the
spectroscopy, at least for positive voltages and on a scale
greater than 0.5 eV. However, smaller structure ob-
served in the experimental spectra could not be account-
ed for, and at negative voltages the use of a single-atom
tip was observed to generate an artificial peak in the con-
ductivity.

Finally, it should be stressed that our model potential
is not inherent to the theoretical method. What enters
the tunneling expression (1) are the Green’s functions of
the sample and the tip, so any method of obtaining these
Green’s functions can be used as a starting point to gen-
erate STM data from them. Work is in progress along
these lines, involving the method of surface-embedded
Green’s functions developed by Ingelsfield and co-
workers. 3 ~#! Similarly, there is no conceptual difficulty
in improving the tip by using cluster techniques which
are readily available.

VI. CONCLUSIONS

Experimental data have been presented for the clean
p(2X2) and c(2X2) sulfated Ni(100) surface. Changes
in the corrugation heights with adsorption and variations
in the tip-sample distance with sulfur coverage were ob-
served. Compared to extensive investigations already
carried out on this system, the observations suggest that
the STM images are dominated by the surface electronic
structure rather than by changes in the surface geometry.
This analysis was subsequently confirmed by modeling
the STM tip-sample system using the Green’s-function
method of Pendry, Pretre, and Krutzen.?! This simple
model has proved remarkably successful in predicting the
corrugation heights of the two sulfated surfaces con-
sidered, and confirmed the fact that the difference in
height observed between the p (2X2) and ¢ (2X2) phases
is electronic in origin. Furthermore, it is proposed that
the magnitude of the corrugation measured on the clean
nickel surface may in part be attributable to the presence
of a magnetic surface state immediately below Ep. All
the details in the spectroscopic data could not be ac-
counted for, but the main trends at positive voltage were
reproduced and could be explained in terms of the sur-
face electronic structures.
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FIG. 1. The atomic resolution image of the clean Ni(100) sur-
face (—15 mV/2 nA).



FIG. 2. A well-ordered p(2X2) sulfur overlayer (3 V/1 nA).
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FIG. 3. (a) The antiphase domain boundary (APDB) in the
p(2X2) overlayer, with a high density of vacant sites associated
with it (3 V/1 nA). (b) Schematic outlined area in (a), indicating
the path of the APDB (dotted line), and showing that the
nearest-neighbor and next-nearest-neighbor sites are not occu-
pied in the low-coverage condition.
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FIG. 4. A p(2X2)-c(2X2) “mixed overlayer” formed fol-
lowing the adsorption of 50 L of H,S (2 V/1 nA). The bright re-
gions are unresolved areas of ¢(2X2) S.



