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A full multiple-scattering method is described for the calculation of angle-resolved photoelectron,
Auger-electron, and Kikuchi-electron diffraction patterns. The method is particularly useful for the
range of electron kinetic energies from about 50 eV to a few thousand eV. Approximations that take ad-

vantage of the finite experimental angular resolution, and, for the higher electron kinetic energies, the
dominant electron forward scattering, are implemented, and may be used to improve computational
efficiency. Comparisons of calculations with an experimental L VV Auger dif-

fraction pattern from a Cu(001) surface show excellent agreement. The simulated diffraction patterns
are also used to investigate the effects of holographic reconstruction in the case of the adsorbate system
0/Ni(001), where we examine the inhuence of multiple scattering. In the case of the Cu(001) diffraction
pattern, we examine the effects of the thickness of a film on holographic reconstruction.

I. INTRODUCTION

In recent years, angle-resolved diffuse electron
diffraction (including x-ray photoelectron diffraction,
Auger-electron diffraction, and Kikuchi-electron
diffraction) has contributed much to the understanding of
the growth characteristics of films prepared by
molecular-beam epitaxy. ' The structural information ob-
tained by the use of diffuse electron diffraction has played
a key role in the understanding of important electronic
and magnetic properties, such as, e.g. , giant magne-
toresistance in Co/Cu(111) superlattices. In recent
years, it has been suggested that the principles of
holography ' may be used to reconstruct three-
dimensional representations of the relative positions of
atoms near a surface from the information on a diffuse
electron-diffraction pattern. The essential features of this
idea have now been demonstrated experimentally by a
number of groups.

Advancement of these fields would be greatly aided by
the development of efFicient methods for the simulating
diffuse electron-diffraction patterns by computer. Such
simulations are useful in two ways: (1) they provide com-
parisons to experimental data, allowing the extraction of
maximal information from a given measurement, and (2)
they enable rapid testing of proposed data-analysis tech-
niques on large bodies of data, sometimes even providing
data which, although physically meaningful, are not
available in a real-world experiment.

Diffuse electron-diffraction patterns are formed when
electrons are emitted from atoms near the surface of a
crystal by, e.g. , a photoemission or Auger emission pro-
cess. If the kinetic energies of these electrons lie in the
medium-energy range ( —300 to a few 1000 eV), charac-
teristic peaks along low Miller index directions arise on
these diffraction patterns. Such peaks provide convenient
"fingerprints" of the crystal structure and orienta-

tion. ' ' ' However, subtle structural information re-
garding, e.g. , tetragonal strain, requires comparison of
such diffraction patterns with simulations. At the same
time, diffuse electron-diffraction patterns with electron
kinetic energy below —300 eV admit no simple interpre-
tation, and always require comparison with simulations
as part of the data analysis. In general, these simulations
require a sophisticated multiple-scattering theory.

In this paper we describe an accurate and eKcient
multiple-scattering scheme for the calculation of such
diffraction patterns, which may offer some unique advan-
tages over prior methods. Our method is based on a clus-
ter model in which the atoms surrounding each emitter
are subdivided into a series of concentric shells, which al-
lows a convenient classification of the multiple scattering
into intrashell and intershell processes. Such a scheme
was first applied to the calculation of x-ray-absorption
near-edge structure (XANES), ' ' ' and subsequently
adapted from the calculation of low-energy electron-
diffraction (LEED) intensities. ' ' In our present paper
we describe an extension of the scheme for the calcula-
tion of photoelectron, Auger, and Kikuchi diffraction.

II. MULTIPLE-SCATTERING THEORY

The history of multiple-scattering calculations for
angle-resolved photoemission can be traced at least as far
back as the work of Liebsch, who treated emission from
an adsorbate on a surface. Pendry proposed a theory
for angle-resolved valence-band photoemission and Tong
and co-workers proposed a corresponding treatment
for photoemission from molecular orbitals and atomic
core states. All these schemes rely on the computational
machinery of low-energy electron-diffraction (LEED)
theory for evaluating the multiple electron scattering in
ordered atomic layers. The other major class of tech-
niques relies on the short inelastic-scattering length of
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low- and medium-energy electrons in solids to restrict the
multiple scattering of the photoelectrons to a cluster of
atoms localized around the photoemitter. The advantage
of such a technique is the relaxation of the requirement of
translational symmetry in the layers of atoms parallel to
the surface. Such cluster techniques have been developed
by Barton and co-workers, ' Fritzsche, and Fried-
man and Fadley. In such schemes all the interatom
propagation of the electrons is represented by Green's
functions which relate the amplitudes of a spherical-wave
expansion of the wave field about a particular atom to
those of the same wave field about another. The evalua-
tion of these Green's functions turns out to be the limit-
ing factor in the speed of such calculations. Therefore,
fast approximate schemes such as the Taylor-series mag-
netic quantum number expansion (TS-MQNE), the re-
duced angular momentum expansion (RAME), and the
separable Green's functions of Rehr and Albers ' have
been employed to speed up the calculations.

We describe here the application to Auger and photo-
electron diffraction of an exact multiple-scattering cluster
scheme, based on the classification of the cluster into a
series of concentric shells, centered on the electron emi-
tter, and containing atoms of approximately the same dis-
tance from the emitter. Such a scheme had been earlier
proposed for LEED by Pendry and implemented by Sal-
din and Pendry. ' The idea was to overcome the disas-
trous N scaling of computer time of traditional layer
methods, where N is the number of atoms per two-
dimensional unit cell in each layer.

When an atom emits an electron by an Auger or photo-
emission process, the resulting wave field could be written
as the following linear combination, with amplitudes
AL ', of outgoing spherical waves:

g AL 'h)"'(kr }YL(r),
L

where (lm)= Lare angul—ar momentum quantum num-
bers, r is a position vector with respect to an origin at the
emitter, k is the wave number of the emitted electrons,
h&"' is a Hankel function of order I, and YL is a spherical
harmonic. The extent of the propagation of such a wave
through a material will depend on the fairly short
inelastic-scattering length, and hence be restricted to a lo-
calized cluster of atoms surrounding the emitter. For
computational convenience we divide the cluster into a
series of N concentric shells centered on the emitter. We
also suppose that the total electron wave field between
the qth and the (q+ 1)th shells takes the same form as (1),
but with expansion coefficients AL ', which we collective-

where the matrix S' ' may be evaluated by the following
pair of coupled recursion relations:

S(q+ 1)—S(q)(1 TOI JIO) —1(1+TOO )q+1 q q+ 1

and

JIO TIO + (1+TII
)JIO(1 TOI JIO) —1(1+TOO )q+1 q+1 q+1 q q+1 q q+1

(4)

with the starting conditions

and

J c

where t, is the t matrix of the emitter atom.
In the above expressions, I is a unit matrix, and the ele-

ments Tq Tq T and T of the scattering matrices
of the qth shell are given by

oo oi ij -Jo
qLL' g g gLL, L, LgL L'. . .

iL. jL.

TqLL' g g gLL, TL, L.gLL'.
iL,. jL.

qILII. ' = X X gLL L, I. .gfL.
iL,. jL.

qLL' XX LL, LL LL'
iL L.

(10)

where

ly represent by the vector A'q'. Thus the task of deter-
mining the electron wave field emerging to some external
detector after multiple scattering with all atoms of the
cluster is effectively one of evaluating the vector A'
representing the corresponding expansion coefficients of
the wave field propagating outwards from the Nth shell.

The elements of the vector A' ' may be computed
from known values of A' ' by the following algo-
rithm. ""

A(N) A(0)s(N)

gL'L =4qr(1 —5,I ) g i '
(
—1) h)'" (k lr. —r;l) Y&,. (r —r, )f Y& Y&. „Y&, ,dQ

I"m"

is a propagator from atom i of position vector r, to atom
j of position vector r in the qth shell. gLJL is the same as
gLL. except that j," is substituted for h&"'. The super-
script o in the propagators represents the central emitter
atom.

The intrashell multiple scattering is represented by the
elements TLJL of the matrix

I J

T=H
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where III. FINITE ANGULAR RESOLUTION

.L . ~L.L (13)

lim hi'. "(z)=( i—)'+'z 'e"
z —+ oo

(14)

and neglecting some common constant factors, the angu-
lar distribution of the far-field intensity of a photoelec-
tron or Kikuchi diffraction pattern can be evaluated from

2

I (k)= QAL' ) QSLL.'( i)' YL—.(k)
L L'

(15)

where SLL' are the elements of the matrix S' '. In the
evaluation of I in (15) we have allowed for the interfer-
ence between the angular momentum channels L of the
emitted electron. The coefficients AL ' can be evaluated
from the matrix elements of the atomic excitation pro-
cess, be it photoexcitation (for photoelectron diffraction)
or quasielastic scattering of a plane wave (for Kikuchi
diffraction).

In the case of Auger emissions the initial-state angular
momentum channels are mutually incoherent, and the
angular distribution of an Auger diff'raction pattern
should instead be evaluated from an expression of the
form 2

I„(k)=g AL' ) QSLt'( —i)' YL (k)
L L'

(16)

where AL ' are now related to the matrix elements for
Auger transitions.

are the elements of the real-s ace Korringa-Kohn-
Rostoker (KKR) matrix H and tL' is an element of the

t

(diagonal) t matrix of atom i
With S' ' calculated by this algorithm, making use of

the asymptotic expansion of Hankel functions

I,„(0,$)= g g AL. AL '*( i )' —' Yt.(0,$)Yt*,(0,$)
LI Ltf

where

y y g (N) g ()v)e
(

)I' —)"

L' L"
1'+1" 1

X g g (L "~L'L ) Y,
* (0,$),

1=11'—1"
I

m = —1

(18)

g (N) —~ g (0)g(IV)
L ~ L' L'L

L'
(19)

and

(L' ~L'L ) = f YL* Y~.Yqdfl, (20)

a Clebsch-Gordon coefficient. Substituting (18) into (17)
and performing the integrals over 0 and P, we find

In any experimental apparatus, the electron detector
must integrate over some finite solid angle when making
an angle-resolved measurement. For the purposes of our
argument, and without loss of generality, we may choose
a polar axis passing through the center of the detector.
Then the experimentally measured intensity I,„(0, P )

would be related to the theoretical intensity I,h(0, $) by
the equation

I,„„(0,0)= f f I, h( 0$)si n0d0dg, (17)
/=0 0=0

where we have assumed that the analyzer aperture is cir-
cular with angular half-width 0 . From (15) it can be
seen that a theoretical photoemission intensity may be
written

I,„,(o, o) =2~ y y ( —i )'-"g w,',~' w, ',~",
m'

where

11+ 1II

(i- l 'lo&
1/2

Qt

cosO

Q, = —f P, (cos0)d(cos0) . (22)
1

Noting that the Legendre function P&(z) may be represented by the hypergeometric function F( —l, l + 1, 1;( 1 —z ) Iz ),
substituting its series expansion into (22), and performing the integral over cos0 yields

( —l )(l + 1) g (
—l )( —l+ 1)(l+1)(1+2)

(1))z2 2 (2I)222 3

+ (
—l)( —l+1) (

—l+n —1)(l+1)(l+2) . (l+n)
(n!) 2" n

+ 0 ~ ~

where

/=1 —cos(0 ) . (24)

The quantity Q& may be evaluated numerically from

the series expansion (23) for different aperture sizes as
specified by 0 . The results are shown in Fig. 1. It will
be noted that Qt drops off with increasing l, and the more
sharply the larger the aperture size. In fact, for a typical
experimental aperture semiangle of 0 =2.5', Fig. 1 indi-
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FIG. 1. Theoretical relative contributions, Q( of angular mo-
menta to an experimental photoelectron diffraction pattern for
different half-angles 0 of the detector aperture.

I', I"(I,„,=60 . (25)

This conclusion is supported by our test simulations of
Sec. V, and by comparisons with experimental diffraction
patterns (see, e.g. , Fig. 8, and the discussion in Sec. VIII).

It should be noted also that a mere truncation of the
angular momentum expansion at l', I"= I,„,is not
sufficient to reproduce a finite experimental angular reso-
lution in a calculated diffraction pattern. The reason is
found in the gradual decrease of Q& with l, as seen in Fig.
1. The corresponding gradual attenuation of the
spherical-wave amplitudes AI[ ' is not accounted for by
just a sharp cutoff at l =I,„,. The theoretical diffraction
patterns also need to be convolved with an aperture func-
tion representing the detector. In Sec. V we confirm
these conclusions with some test calculations.

IV. THE FORWARD-SCATTERING APPROXIMATION

For subsurface emitters a very convenient approxima-
tion to the full multiple-scattering scheme of Sec. II may
be found. This takes advantage of the unique geometry
of the concentric shells, yields calculated diffraction pat-
terns practically indistinguishable from those from a full
multiple-scattering calculation, and affords about an or-
der of magnitude speed-up of the calculation.

cates that the contributions of the terms in (21) with
values of I greater than about 120 are likely to be negligi-
ble. Note that the maximum value of 1 in the sum in (21)
is I'+l" (=I, say). For a given value of I, l' can take
values between 0 and I, while l" correspondingly varies
from l to 0. However, since the lower limit of the sum
over I in (21) is ~l' —l", it is clear that the number of al-
lowed terms in the sum over l is greatest when
l'=I"=l /2. That is, for the highest appreciable value
of l =120, the most significant contributions to I,„will
come from terms with l'=l"=60. For lower values of
I the dominant terms will have even lower values of l'
and l". Thus, it may be concluded that an experimental
diffraction pattern, measured by a detector of aperture
with a semiangle of 2.5, could be simulated with reason-
able accuracy by restricting the angular momentum
quantum numbers of the single-center expansions (15)
and (16) to

The approximation is based on the fact that when a
medium-energy electron is incident upon an atom, it is
most likely to be scattered with a small angle close to the
direction of its initial path, as is now well attested to in
numerous publications, e.g., Refs. 17 and 32. It is possi-
ble to exploit this forward-scattering behavior in the
concentric-shell algorithm (CSA) in two ways: (1) by the
neglect of intrashell multiple scattering, and (2) by the
successive transmission approximation to intershell mul-
tiple scattering. The successive transmission approxima-
tion assumes that an outward traveling spherical wave in-
cident on an atomic shell has a negligible backward scat-
tered (i.e., inward traveling) component.

Intrashell multiple scattering can be turned off by
neglecting the intrashell propagators gal in (13) above.

1

This is equivalent to making the approximation

TL L =tL"6;,61 I
1 J

(26)

in Eqs. (7)—(10).
The inclusion of only forward scattering in the inter-

shell multiple scattering is accomplished by setting the
out-in scattering matrices, T, equal to zero. Then the
scattering matrix of the entire cluster takes on the partic-
ularly simple form

S(N) (I+Too)(I+Too) ~ (I+Too) (27)

V. TESTS OF CONVERGENCE
AND APPROXIMATIONS

We first describe the results of tests performed on mod-
el atomic clusters to check the convergence of our calcu-
lations with respect to various parameters, and to verify
the justification of the approximate schemes we described
above.

Quantitative comparisons of diffraction patterns are
made using a mean-square difference reliability (R) fac-
tor

R2=
y [p (1) p (2)j2

y[p(1))2
(28)

Note that both these simplifications, which together we
term the forward-scattering approximation, avoid the
matrix inversion operations necessary for the evaluation
of full multiple scattering [see Eqs. (3), (4), and (12)], thus
substantially reducing the computational time require-
ments. Nevertheless, the forward-scattering approxima-
tion includes all single-scattering events and all
significant multiple-scattering pathways, particularly
those which do not contain scattering angles greater than
about 90'.

We demonstrate the validity of this approximation
scheme with the calculation of the L VV Auger diffraction
pattern from a Cu(001) single crystal. We then use the
complete Cu(001) calculation to make predictions about
the effects of multiple inequivalent electron emitters on
the reliability of reconstructions of holographic images
by a Helmholz-Kirchhoff algorithm.
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Of the two diffraction patterns to be compared, the refer-
ence pattern P'" is chosen to be the one which is the
better approximation. Based on previous results, we
expect that Rz-0. 1 is the minimum R factor to be ex-
pected for the comparison between calculations and ex-
periment. We therefore assume that any approximation
which changes the calculated diffraction pattern such
that the R factor is less than or equal to Rz =0.001 is a
more than adequate approximation.

All the calculations in this section involve Cu atoms in
a geometry corresponding to the face-centered-cubic (fcc)
(001) orientation. The electron kinetic energy is 914 eV,
which is the energy of the Cu LVV Auger electron. The
atomic scattering processes take into account angular
momentum quantum numbers up to l=l „=15. All
calculations assume an inner potential with real and
imaginary parts of —15 and —4 eV, respectively. The
zero-temperature phase shifts are corrected by a Debye-
Waller factor assuming a Debye temperature of 320 K
and a sample temperature of 300 K. Unless otherwise
stated, single center expansions are made using angular
momentum values up to l,„,=60, consistent with our ar-
gument in Sec. III that this value is adequate for the
simulation of diffraction patterns measured with a detec-
tor of semiangular aperture of 2.5' angular resolution. In
line with this, all calculated diffraction patterns are con-
volved with a Gaussian angular smoothing function with
half-width at half maximum (HWHM) of 2.5 .

We begin by testing our assertions about the adequacy
of truncating the angular momentum expansions of our
wave fields for finite experimental detector apertures. We
present the results of two calculations for the case of a Cu
atom emitter in the fourth layer from the surface of a
Cu(001) single crystal. In addition to the electron emit-
ter, the atomic cluster contained 238 scattering atoms,
with the outermost atomic shell having a radius of 10.6
A. One calculation, (b), was performed using l,„,=60, a
value large enough for a detector aperture of semiangle
2.5' according to the argument of Sec. III. The other, (a),
used l,„,=90, which should be large enough for a detec-
tor of perfect angular resolution. For the reasons ex-
plained in Sec. III both patterns were convolved with a
Gaussian of angular variance o. =3, representing an ex-
perimental angular resolution of 2.5' HWHM. The
diffraction patterns from these two calculations are
displayed in Fig. 2, and are indistinguishable to the eye.
An R-factor comparison of the two patterns results in
Rz =0.0004, which is well within our criterion for a valid
approximation.

In order to test the validity of the forward-scattering
approximation of Sec. VIII, we performed two calcula-
tions, whose results are displayed in Fig. 3. Both compu-
tations were for 19-atom clusters of Cu atoms, including
an emitter and its first and second nearest neighbors, in
the bulk of a Cu crystal. The cluster was oriented with
the (001) direction representing the surface normal
(pointing towards the center of the diffraction pattern).
The calculations assumed an l =0 angular momentum of
the emitted electron before scattering, and an electron en-
ergy of 914 eV. In Fig. 3, the diffraction pattern labeled
(a) utilized the full multiple-scattering algorithm of Sec.
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FIG. 2. Comparison of cluster calculations for an emitter
atom in the fourth layer from the Cu(001) surface. Pattern (a)
uses l „=90,and (b) uses l,„=60.Both patterns have been
smoothed to simulate a detector of 2.5' aperture semiangle. Pat-
tern (b) appears to be an excellent approximation, since the R
factor comparing the two patterns has a value of R, =0.0004.

II, and (b) the forward-scattering approximation of Sec.
IV. The results of the calculations appear identical to the
eye. The R factor relating the two diffraction patterns is
as small as Rz =0.00009, demonstrating the excellence of
the forward-scattering approximation for such electron
kinetic energies.
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FIG. 3. Comparison of Auger diffraction cluster calculations
for 19 Cu atoms in the (001) orientation. Pattern (a) is the result
using full multiple scattering and (b) is the result using the
forward-scattering approximation. These patterns are virtually
identical, with an R factor of R2 =0.00009.
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VI. CALCULATED DIFFRACTION PATTERNS
DUE TO AUGER EMISSION FROM 0

ON A Ni(100) SURFACE

As an example of an application of our scheme for the
simulation of a realistic experiment, we consider first the
diffraction pattern formed by Auger electrons emitted by
an 0 atom adsorbed on the fourfold hollow site on a
Ni(100) surface. For simplicity, we assume an s-wave
emitter. We take the energy of the emitted electrons to
be 504 eV, corresponding to a prominent 0 Auger line.

Figure 4(a) shows the resulting backscattered
diffraction pattern calculated by the full multiple-
scattering version of our algorithm for polar angles rang-
ing from zero at the center of the pattern to 70 at the
edges. For the purposes of our discussion of the effect of
multiple scattering on holographic reconstruction from
such a pattern, we show in Fig. 4(b) the corresponding
diffraction pattern calculated in the single-scattering (ki-
nematic) limit.

The latter pattern is also calculated by our algorithm,
but with the intrashell multiple scattering switched off as
described in Sec. IV, and intershell multiple scattering
also turned off. The latter is achieved by neglecting the
backscattering matrix product T + &

J as in the
forward-scattering approximation of Sec. IV, but now ad-
ditionally only the terms up to first order in the forward-
scattering matrices T in (3) are retained. Then S'

may be further approximated by

~~'NNN::j
'

~h

~ ~ ~ ~ ~ ~ ~ ~

=r

~ ~ -b~4h:-
~ ~ ~ ~ ~

~ ~

~ ~ ~ o ~ s ~ ~ ~ ~ ~ Cg—

S( )=I+T +T + . +T1 2 N (29)

The two diffraction patterns of Fig. 4 show significant
differences, demonstrating the importance of multiple
scattering in calculations of backscattered diffraction pat-
terns.

VII. HOLOGRAPHIC RECONSTRUCTION
OF RELATIVE ATOM POSITIONS:

THE EFFECT OF MULTIPLE SCATTERING

—(„+y)
(30)

which relates the amplitude of a reconstructed "image"
at a real-space position with Cartesian coordinates (x,y, z)
relative to the electron emitter, to the intensities I(k, k )

of a diffraction pattern, where k„and k are the Carte-
sian components of the local wave vector k of the detect-
ed electrons. The corresponding real-space intensity is
taken to be I„,(x,y, z ) =

~
3 (x,y, z )

~

.
Figure 5 shows a model of the atomic geometry as-

sumed in our calculations of the diffraction pattern. An
0 atom (hatched circle) is assumed to be adsorbed on a
fourfold hollow site of a Ni(100) surface. The light circles
represent the positions of the Ni atoms. Figure 6 displays

In the past few years, the intriguing possibility has
been considered of reconstructing the three-dimensional
configuration of the scattering atoms nearest the emitter
by the direct application of a holographic reconstruction
algorithm to the intensity distribution of such a
diffraction pattern due to a point source of electrons. For
adsorbate emitters, striking reconstructed images have
been demonstrated from computer-simulated diffraction
patterns by, e.g. , Barton and Saldin and co-workers, '

and the effectiveness of this technique in such
configurations is now well established. Therefore, in
what follows we reconstruct holographic images from our
diffraction patterns, partly to confirm the correctness of
our simulation of the diffraction pattern, but also to ex-
amine and comment on a much-debated topic, namely
the effect of multiple scattering on the holographic pro-
cess.

We perform the holographic reconstruction by means
of Barton's algorithm

A(x, y, z)= f I(k k~)exp[ —iQ(k —k —k )z]

FIG. 4. Calculated diffraction patterns for XVV Auger emis-
sion from an oxygen atom adsorbed on the fourfold hollow site
of a Ni(100) surface, using (a) full multiple scattering, and (b)
single scattering. Note that there are significant differences be-
tween these two patterns, indicating the necessity of including
full multiple scattering for atoms in this geometry.

FIG. 5. Model of the atomic geometry used in the calcula-
tions of 0/Ni(001). The hatched circle represents an 0 atom
adsorbed on a fourfold hollow site of a Ni(100) surface. The
light circles represent the positions of the Ni atoms.
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(a)

g, i, » ~

(b)

FIG. 6. Holographic images obtained from the diffraction
patterns in the previous figure, displaying a section through the
centers of the nickel atoms at the surface. Image {a) was recon-
structed from the multiple-scattering diffraction pattern and (b)
from the single-scattering diffraction pattern. Both images
show bright features near the positions of substrate atoms.

FIG. 7. Holographic images obtained as in the previous
figure, except that the image sections are oriented perpendicular
to the substrate surface, passing through two of the nickel
atoms in nearest-neighbor positions with respect to the oxygen
atom. Again, both the single-scattering and multiple-scattering
diffraction patterns give rise to images of comparable quality.

0
the variation I„,(x,y, z= —0.82 A) of the reconstructed
intensity in the plane of the uppermost layer of Ni atoms
on our surface. Part (a) of this figure shows the recon-
structed image from the full multiple-scattering
diffraction pattern of Fig. 4(a), while part (b) shows that
from the single-scattering pattern of Fig. 4(b). Bright
spots are seen very close to the positions of the substrate
atoms 4, B, C, and D of our model, on both parts of the
figure. Figures 7(a) and 7(b) depict the corresponding in-
tensities I„,(x =O,y, z) in a plane perpendicular to the
surface and passing through two of the nearest-neighbor
Ni atoms. Bright intensity streaks, perpendicular to the
surface, are seen passing through the positions of the
atoms 3 and B, as well as through "twin-image" posi-
tions, C' and D' of atoms C and D, respectively, on the
image reconstructed from the multiple-scattering (a) and
single-scattering (b) diffraction patterns.

We find no degradation of the reconstructed image due
to multiple scattering, despite the noticeable differences
between the multiple- and single-scattering patterns in
Figs. 4(a) and 4(b), respectively. This serves to confirm
an interesting effect which has been noted before: if
reconstruction were performed by a traditional holo-
graphic algorithm like (30), multiple scattering can actu-
ally have a beneficial effect on the resulting image. The
explanation is as follows: it is now well established that
a Helmholtz-Kirchhoff algorithm (30) will locate the
centers of scattering atoms most precisely if both the

reference and object waves are spherically symmetric
(i.e., s waves) about their atom centers. In the so-called
"forward-scattering" geometry, if the electron energy is
greater than about 500 eV, the forward-peaked atomic
scattering factors will ensure that the object waves will be
far from spherically symmetric, even if single scattering is
dominant. It is this fact which led to the invention of
reconstruction algorithms which correct for the
asymmetry of the atomic scattering factors. However, it
should be noted that these schemes assume that the ob-
ject waves arise from kinematic scattering.

Now consider the effect of multiple scattering. It is
clear, for instance by examining the algorithm presented
in this paper, that on either a single- or multiple-
scattering theory, the total wave field emerging from a
surface after scattering by the atoms near the emitter can
be written as a sum of spherical waves of various angular
momentum character centered on each of the scattering
atoms. The effect of multiple scattering (as compared
with single scattering) is to redistribute amplitudes
among the various spherical waves. Now, the singly scat-
tered waves are very aspherical, partly because the elec-
tron wave is incident upon each atom from only one
direction. In the multiple-scattering case, electron wave
amplitude is scattered toward a particular atom from all
its atomic neighbors. Therefore, it might be argued that
multiple scattering could lead to a decrease in the anisot-
ropy of the scattered wave leaving a particular atom.
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Thus, it might be argued that when the Helmholtz-
Kirchhoff algorithm (30) is used for holographic recon-
struction, multiple scattering is more likely to enhance
rather than detract from the ability to locate the centers
of the scattering atoms. The reconstructed images in
Figs. 6 and 7 appear to confirm this.

VIII. APPLICATION TO Cu(001):
L VV AUGER DIFFRACTION

We next demonstrate the accuracy of the medium-
energy approximations to our algorithm by a comparison
of a calculated I.VV Auger diffraction pattern for a
Cu(001) single-crystal surface with a corresponding ex-
perimental pattern. Calculations were performed for Cu
atom emitters in the first through fifth layers from the
surface, with the largest atom cluster (corresponding to
an emitter in the fifth layer) having 746 atoms. The Cu
LVV Auger electron has an energy of about 914 eV, and
its dominant angular momentum on emission is I =3.
For Auger-electron emission, it is assumed that the ini-
tially emitted electron wave has a spherically symmetric
intensity distribution, i.e., all values of the magnetic
quantum number, m, are given equal weight.

Figure 8 displays the comparison of the (a) experimen-
tal Cu(001) LVV Auger diffraction pattern, ' with (b)
the l = 3 calculation. Visual comparison of the two
diffraction patterns shows that the calculation agrees
very well with experiment, both in the positions and in-
tensities of the strongest features in the diffraction pat-
terns. R-factor comparison of these two patterns results
in Rz =0.097, giving quantitative proof of this very good
agreement. In an earlier paper we also demonstrated
the excellence of the agreement by comparing polar-angle
scans of the diffraction intensities for two inequivalent
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FIG. 9. Comparison of the holographic images obtained
from the (a) experimental and (b) calculated diffraction patterns
of Fig. 8. These images are horizontal sections parallel to the
Cu(001) surface and containing the four nearest neighbors above
the electron emitter. Both images are qualitatively quite simi-
lar, presenting bright features at the expected atom positions
(crosses) but also presenting bright features not associated with
atom positions, as in the center of each figure. This good agree-
ment of the holographic images is additional evidence of the ac-
curacy of the calculations.

mirror planes of the Cu(001) surface.
Unlike the preceding section, here the electron emit-

ters are in or below the sample surface. Nevertheless, it
has been established experimentally that in this geometry,
holographic reconstructions produce images with bright
features at atomic positions, for electrons excited by pho-
toemission, ' Auger, or Kikuchi processes. We can use
such holographic images as another way of comparing
theory and experiment. Figure 9 shows those recon-
structed using Barton's" reconstruction algorithm (30)
from (a) the experimental diffraction pattern of Fig. 8 and
(b) the corresponding simulated pattern. Shown in Fig. 9
are horizontal sections through the three-dimensional
reconstructions in a plane parallel to the Cu(001) surface,
and one interatomic layer distance above an emitter
atom. We see in this figure bright spots at the positions
of the Cu atoms in this plane closest to the emitter atom
in the layer below. Here again, we find that the agree-
ment of experiment, (a), and calculation, (b), is very good.
Both sections show bright features at the positions of
nearest-neighbor atoms, which are marked by crosses.
But in addition to these features, the calculation also
reproduces those features not associated with atomic po-
sitions, such as the large bright feature at the center.

FIG. 8. Comparison of (a) experimental and (b) calculated
914-eV L VV Auger diffraction pattern for Cu(001). Good
agreement is achieved between experiment and theory, with an
8 factor of R2=0.097.

IX. HOLOGRAPHIC RECONSTRUCTION:
EFFECT OF EMITTER POSITION

One of the benefits of calculations such as these is that
they may be decomposed in a way which is impossible in
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an experiment. As an example, we make a study of the
effect of the electron emitter position on the holographic
reconstruction, when emitters are present simultaneously
in many different atomic layers.

In this section a comparison is made of four calculated
diffraction patterns due to electron emitters in the first
two, three, four, and five layers of a Cu(001) single crys-
tal, and the reconstructed images obtained from each one
in turn. The diffraction patterns simulate those which
would be observed during the growth of Cu(001) onto a
lattice-matched substrate. The five-layer diffraction
pattern is essentially converged to that of bulk Cu(001),
and was used in Sec. VIII for comparison with the experi-
mental diffraction pattern of bulk Cu. The reconstructed
images were calculated in the same way as above and cor-
respond to the same horizontal atomic plane as discussed
in Sec. VIII.

Beginning with the two-layer diffraction pattern, Fig.
10(a), four strong forward-scattering features are present
at 45' polar angle, and are due to the four nearest-
neighbor atoms which reside above the second-layer Cu
atoms. These four atoms are clearly visible on the associ-
ated reconstructed image displayed in Fig. 11(a). The ex-
pected positions of these atoms are displayed in this
figure with black crosses, and strong image features at
these positions show good agreement with expectation.

The three-layer diA'raction pattern, Fig. 10(b), is more
complex, presenting all the features of the two-layer pat-
tern, with additional features at normal emission, at
about 35' polar angle, and elsewhere. These new
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FIG. 10. Calculated diffraction patterns for Cu atoms limited
to the first two, three, four, and five atomic layers of a Cu(001)
single crystal, labeled (a), (b), (c), and (d), respectively. The
diffraction patterns are seen to increase in complexity as layers
are added. These patterns simulate the expected behavior of the
photoelectron diffraction pattern during film growth of Cu(001)
on a lattice-matched substrate.

FICi. 11. Holographic images obtained from the diffraction
patterns of the previous figure, for 2-, 3-, 4-, and 5-ML Cu films,
labeled {a), {b), (c), and (d), respectively. It is seen that the cal-
culations having electron emitters situated farther below the
surface (thicker films) give rise to holographic images that are
more difficult to interpret. All images show bright features in
atom positions, and for thinner films (2—3 ML), these features
dominate the image. For thicker films (4—5 ML), spurious
nonatomic features make identification of the atomic features
more difficult.
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forward-scattering features are due to second, third,
fourth, etc. , nearest-neighbor atoms in the crystal. Ideal-
ly, these new diffraction features should have no effect on
the holographic image of the nearest-neighbor atoms
displayed in Fig. 11(b). Study of the associated image
shows that strong features still occur near the expected
atomic positions (now denoted by white crosses). Howev-
er, nonatomic artifacts in the background of the image
appear to be increasing in intensity, making the
identification of the true atom positons more difficult.
This effect is now well understood as being due to the
strongly forward-peaked nature of the electron wave as it
is scattered by an atom at these energies.

The four- and five-layer diffraction patterns/images
follow this same trend [Figs. 10, 11(c) and 11(d)]. Thus,
even for Cu atoms in the first five layers, bright features
can be seen in the positions of nearest-neighbor atoms in
the holographic images obtained from the Auger
diffraction pattern. But equally strong nonatomic
features can also be seen in the background of this image.
As mentioned above, these background features are real
effects, and are observed (Fig. 9) in the holographic image
obtained from an experimental diffraction pattern.

These results make it clear that a Helmholtz-Kirchhoff
algorithm, like that originally proposed by Barton, is
likely to give rise to good reconstructed images from this
type of diffraction pattern due to subsurface emitters only
if the emitter lies very close (i.e., in the first to the third
atomic layer from the surface). A more sophisticated
reconstruction algorithm has been developed, which
overcomes some of these distorting effects by compensat-
ing for the scattering factor of an atom at the position of
the image point currently being reconstructed. An alter-
native development due to Tong et al. also attempts to
compensate for the strong forward-scattering peaks of
other atoms at known directions from the emitter by di-
viding by a function containing their scattering factors.
It should also be noted that, very recently, a reconstruc-
tion algorithm has been demonstrated which offers the
prospect of compensating for the effects of all forward-
scattering peaks without a prior knowledge of the positions
of any of the atoms.

X. CONCLUSIONS

momentum basis. Once calculated, the angular variation
of the diffraction pattern may be computed on an arbi-
trarily fine angular grid with very little extra expenditure
of effort. The same is true of calculating the diffraction
patterns from different emitted electron states, a feature
which we used to advantage recently in determining the
angular momentum state of Auger electrons by using a
reliability (R) factor to compare an experimental
diffraction pattern with simulated patterns due to various
emitted electron states.

Although multiple scattering is calculated exactly by
our method, it is very easy to switch it off. We take ad-
vantage of this feature to compare single- and multiple-
scattering diffraction patterns due to Auger emission
from an 0 atom adsorbed on the fourfold hollow site on a
Ni(100) surface. We make use of these patterns to exam-
ine the effect of multiple scattering on the holographic
reconstruction of the local environment of the O atom.

Several medium-energy approximation schemes to the
concentric-skell algorithm are outlined, to aid in the
eKcient calculation of photoelectron, Auger-electron,
and Kikuchi-electron, diffraction patterns. These ap-
proximations take advantage of the unique geometry used
in the CSA, which allows the neglect of (1) the (extremely
weak) scattering pathways which involve scattering an-
gles greater than 90', and (2) the high angular-frequency
components of the electron intensity distribution which
are experimentally immeasurable. It is shown that these
approximations are excellent ones by comparisons of cal-
culations made both with and without these approxima-
tions.

%'ith these medium-energy approximations installed
into the CSA, we calculate the LVV Auger diffraction
pattern for Cu(001), at 914 eV. This calculated
diffraction pattern shows as good an agreement as any
ever obtained between theory and experiment for this
well-studied surface, demonstrating the accuracy of the
CSA.

The diffraction patterns arising from 2-, 3-, 4-, and 5-
ML Cu(001) films were simulated in turn. The results of
applying a Helmholtz-Kirchhoff reconstruction algo-
rithm to these diffraction patterns in turn were examined.
The thinner films showed reconstructed images much
more indicative of atomic positions.

We have described an algorithm for the calculation of
the angular distributions of Auger, photoelectron, and
Kikuchi diffraction patterns which is capable of including
exactly the multiple scattering of the emitted electrons by
a cluster of atoms surrounding the emitter. The size of
the cluster is chosen to include all scattering paths which
make a significant contribution to the diffraction pattern.
The central quantity calculated is the single-center
transmission matrix S of the cluster in an angular
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