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The equilibrium statistical mechanics of a d-dimensional “oriented” manifold in an (N +d)-
dimensional random medium are analyzed in d =(4—¢) dimensions. For N =1, this problem describes
an interface pinned by impurities. For d =1, the model becomes identical to the directed polymer in a
random medium. Here, we generalized the functional-renormalization-group method used previously to
study the interface problem, and extract the behavior in the double limit € small and N large, finding
nonanalytic corrections in 1/N. For short-range disorder, the interface width scales as w~L¥¢ with

E=[e/(N+4)]{1+(1/4e)27 (N+D2I(N 422 /(N +4)][1—4/(N +2)+ - -- ]}.

We also analyze the

behavior for disorder with long-range correlations, as is appropriate for interfaces in random-field sys-
tems, and study the crossover between the two regimes.

I. INTRODUCTION AND SUMMARY

Oriented elastic manifolds embedded in spaces that
contain random impurities that can pin the manifold
occur in many physical systems. Both the dimension of
the manifold, d, and the dimension of the space in which
it is embedded, D =d + N, where N is the number of
transverse dimensions, play important roles."> The case
d =1 corresponds to a directed polymer in a random po-
tential>* which describes the interaction of a single flux
line in a type-II superconductor with impurities.> Inter-
faces between two coexisting phases in D-dimensional
systems are (D —1)-dimensional oriented manifolds
whose properties control much of the behavior of such
systems in the presence of randomness.® 8 It has also
been argued that flux lattices in superconductors have an
intermediate distance regime in which they behave like
an oriented manifold with d =3 and N =2.°

From a theoretical point of view, it has become clear in
the last few years that elastic manifolds in random media
exhibit much of the interesting and subtle phenomena
that characterize spin glasses and other complicated dis-
order dominated phases.*!® In addition, the equilibrium
statistical mechanics of directed polymers in a random
potential can be mapped to the dynamics of an interface
growing by random deposition—Ileading to insights into
both problems.!! In this paper we will analyze the equi-
librium behavior of manifolds in random media for d just
below the critical dimension of four, focusing on the limit
of large N.

By definition, an oriented manifold has no overhangs;
therefore, it can be described entirely in terms of a set of
N transverse coordinates {¢'}, which are functions of the
d internal coordinates {x’] parameterizing the mani-
fold.'> The Hamiltonian describing such a manifold in
the presence of a quenched random potential V(¢$(x),x)
is

H= [d%{1V$-Vo+V((x),x)} , (1.1)

where ¢(x)ERY is a vector describing the transverse
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coordinates of the manifold with internal coordinate
x ER?

The random potential and/or thermal fluctuations will
generally cause the manifold to roughen, resulting in
divergent fluctuations in ¢. It is conventional to
parameterize these by a roughness exponent &:

({lo(x)—g(x) P} 1)~ [x—x'|*,

where the inner curly brackets with a T subscript denote
a thermal average, while the outer angular brackets indi-
cate a statistical average over the random potential.

In the absence of the random potential, the interface
will be flat for d>2, corresponding to {=0, but be
thermally rough with {={;=(2—d)/2 for d =2 (with
logarithmic corrections in two dimensions). For d <2,
weak randomness is irrelevant when N >Ngp
=2d /(2—d), and an unpinned phase exists at high tem-
perature.'®> For a strong random potential, low tempera-
ture or outside this regime of the N —d plane, the ran-
domness always dominates and the system is controlled
by a nontrivial zero-temperature fixed point.

Much is known about the case of one internal dimen-
sion (d=1), owing both to the mapping to interface
growth!! and to the simplicity of numerical simulations.'*
When both d =1 and N =1, the roughness exponent is
known to be exactly {=2.>' For N =2, in addition to
the low-temperature randomness-dominated phase, a
high-temperature phase emerges, in which the disorder is
irrelevant and {=4. The value of { in the low-
temperature phase has been investigated numerically for
N =2; it decreases with N and appears to approach | as
N — «.!* The possibility of a finite upper critical dimen-
sion, such that {=1 for N > N,, has been suggested by
several authors,>'® but no evidence of this has appeared
in rather extensive numerical simulations, and others
have argued that no such upper critical dimension exists,
but rather that { decreases continuously to L as N — A

For manifolds with d >4, a perturbative analysis®
shows that the interface remains flat ({=0). In this re-
gime perturbation theory, or equivalently a simple
renormalization-group (RG) treatment (briefly described

(1.2)
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in Sec. II) is valid. For d <2, as mentioned above, both
high-temperature pinned and low-temperature
randomness-dominated phases exist for large enough N.
Between two and four dimensions, only the disorder-
dominated phase exists, characterized by a nontrivial &.
Attempts to analyze this phase involved perturbative
methods about four dimensions, e.g., Parisi and Sourlas, !’
which yield incorrect results [in particular {=(4—d)/2]
due to the existence of many extrema of the Hamiltonian
Eqg. (1.1). In order to carry out a proper € expansion, a
functional renormalization-group (RG) is needed. This
was introduced by Fisher® for the case N =1, yielding the
results {=e€/3 and £=0.2083¢ for random-field and
random-bond disorder, respectively, to lowest order in
€=4—d. The first result’ is believed to be exact for
1 <d <4, while the second is an O(e) calculation, which
required a numerical solution of the RG fixed-point equa-
tion.

More recently, Mezard and Parisi' (MP) have per-
formed an approximate “replica symmetry-breaking” cal-
culation on the model for general N, and argued that
their results are exact in the limit as N— . In the MP
method, replica symmetry breaking is introduced as a
variational ansatz. An interesting question to address is
whether the replica symmetry breaking corresponds to
some physical aspect of the problem (at least at large N)
or is merely a feature of the restricted variational ansatz.
This is a particularly interesting issue in light of our O(¢€)
treatment, which does not involve replica symmetry
breaking, but is a systematic perturbative RG calcula-
tion. It is hoped that a comparison of the two methods
may provide insight into whether replica symmetry
breaking has any well-defined meaning.

In this paper, we generalize the (4—€)-RG calculation
of Ref. 8 to arbitrary N. In the limit of large N, the
fixed-point and stability equations become tractable, and
we perform an expansion around this limit, working al-
ways only to first order in €. For short-range correlated
disorder, we find

__€ 1 w2 (N +2)
bsv= N2 lH4e2 N +4

] , (1.3)

while for a random potential with long-range correlations
transverse to the manifold,

4
N+2

X [1— e

(V(g,x)V(¢',x')) o~ dp—¢'| 78%x—x"), (1.4)

there is a continuously variable exponent which is in-
dependent of N,

Sir=€/(4+7y), (1.5)

in agreement with previous results for the particularly in-
teresting case of interfaces in random-field systems which
corresponds to N=1 and y = —1. The long-range fixed
point becomes unstable when §; g <{sg. As in the N=1
case, the long-range result is believed to be exact, while
the short-range is true only to O(e).

Before proceeding with the RG calculation, we briefly
outline the remainder of the paper. In Sec. II, the model
is described, and an RG procedure is developed to ana-
lyze the zero-temperature fixed point in 4 —e dimensions.
It is shown that a perturbative expansion, which in-
correctly deals with the physics of the many metastable
states, breaks down. Section III analyzes the correct
solution for the fixed point and roughness exponent in the
large-N limit, in which analytic results can be obtained.
The stability of this fixed point is analyzed in Sec. IV.
The behavior for long-range correlated disorder (e.g.,
random fields) is studied in Sec. V, as well as the stability
of the associated fixed points. In Sec. VI we summarize
our conclusions and open questions and suggest several
possible directions for future work. Appendixes A and B
contain various technical details, while Appendix C
rederives the RG relations by an iterative minimization
of the Hamiltonian and discusses the appearance of many
minima. Finally, Appendix D analyzes possible mul-
ticritical fixed points.

II. MODEL AND ZERO-TEMPERATURE
RENORMALIZATION GROUP

The partition function in terms of the Hamiltonian Eq.
(1.1 is

Z (V= [[d¢lexp(—H/T) . 2.1

We take the random potential ¥ to have a Gaussian dis-
tribution, with the two-point correlation function

(V(g,x)V(¢',x"))=R(p—¢")8'Y(x—x") , (2.2)

with a short-distance scale implicitly included in the &
function. To order e=4—d higher cumulants will be
shown to be irrelevant.

To organize a renormalization-group (RG) treatment
of the problem, we employ the replica method of averag-
ing over the disorder. Note, however, that we do this
only to organize the perturbation expansion. The parti-
tion function is now a random variable, and rather than
follow the flow of its distribution function directly under
the RG, one can follow the full set of moments. These
are readily averaged over, yielding terms of the form

z?= [[d¢]exp(—H,), 2.3)
with
7 — d _l_i a, a__ 1 a__ 4B
H,=[d% 2T§v¢ 2 ZTzazﬂR(dJ )
1
— 75 2 S ¢hgt g
aBy
(2.4)

where the terms with three or more replicas result from
non-Gaussian correlations in the disorder; these are gen-
erated at higher order in e. We have not included terms
with additional gradients, which will be irrelevant. The
symmetry under simultaneous shifts of all the replica
coordinates corresponds to the statistical symmetry of
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the disorder under spatial translation normal to the mani-
fold. We have used p instead of the more conventional n
for the number of replica indices to avoid confusion with
the transverse dimension N of the manifold.

The momentum shell RG approach we employ consists
of integrating out high-momentum modes in a shell with
A/b <|p| <A. We take the limit in which the width of
this shell is infinitesimal, i.e., b =e%, which simplifies the
formulas somewhat. To keep the cutoff fixed, momenta,
coordinates, and fields are rescaled according to

p=p'/b,
x=bx', (2.5)
H(x)=b¢'(x’)

A simple first attempt at an RG analysis consists of ex-
panding the function R(¢) in a power series, and analyz-
ing the results term by term. Since R is an even function,
only even powers of ¢ appear in such an expansion, i.e.,

Hiy = 22

aBm

a—ghym (2.6)

Above four dimensions, the quartic and higher vertices
are irrelevant and the theory flows to a simple Gaussian
fixed point. Below four dimensions the quartic interac-
tion becomes relevant, and one might hope to make a
simple € expansion by going to second order. A simple
calculation shows that no perturbative fixed point exists,
so that a strong-coupling analysis is necessary.
Physically, the behavior below four dimensions is dom-
inated by the randomness, and should be described by a
zero-temperature fixed point. By allowing temperature to
renormalize, it is possible to organize an analysis of this

fixed point. The RG flows which arise from the scale
changes are then

ar | _ ., .,

dl SC—(Z d—20)T

OR(P) | _(4—d—4E)R()+Ed,3,R(S)

al s
aS(¢y,¢,)
M =(6—2d —2£)S(¢,¢,) 2.7)

+8(1:01; +62:05)5(¢1,62)

The {$'9;R(¢) term in the second equation comes from
the infinitesimal field rescaling of Eq. (2.5).

The flow equation [Eq. (2.7)] for the temperature is ac-
tually exact, due to the “Galilean” invariance of the
Hamiltonian Eq. (1.1). This can be seen by considering
the change in the free energy corresponding to a uniform
tilt of the manifold (or equivalently a change in boundary
conditions). If the fields are shifted by a linear function
of the coordinates ¢— ¢+ v'x’, the probability distribu-
tion of the new free energy is identical to that of the old
one plus an additive constant

AF=A(—TInZ)=1|v|’L?. (2.8)

This is an exact statement about the model, and must
therefore be true at all stages of the RG; it requires that
T (i.e., the coefficient of the stiffness term) only be renor-
malized by the scale changes.!® We thus have

dT _

T T , (2.9)
with 6=2§+d —2 determining the scaling of energies at
the zero-temperature fixed point.

One can again attempt to proceed by expanding the
function R(¢) in a power series. The condition fixing the
quadratic term R, in Eq. (2.6) is then {=(4—d)/2=¢€/2.
However, since § is of order €, all the higher terms in the
expansion of R(¢) also become relevant below four di-
mensions. It is therefore necessary to keep track of the
entire series of {R,, }, or the entire function R (¢).

The one-loop RG equations are best derived in their
functional form, through the use of Fourier transforms.
As an example, consider the first-order feedback of the
R (¢) term. As noted above, it will not renormalize itself,
but it will contribute to the free energy. The first step in
the calculation is to Fourier transform the interaction
term,

'K~[¢a(x)—¢ﬂ(x)]R'(K) , (2.10)

where we use Greek and Latin letters for Fourier trans-
forms perpendicular (¢ direction) and parallel (x direc-
tion) to the manifold, respectively, and
[ =[d%ad%/2n).

To perform the elimination part of the RG transforma-
tion, the fields are split into slowly and rapidly moving
parts,

d(x)=¢ (x)+ ¢, (x) (2.11)
and a trace is performed over the “fast” fields ¢, (x). In
Eq. (2.10), the slow and fast terms separate into two ex-
ponential factors, and it is a simple matter to average
over the fast modes. Dropping the label ( <) on the slow
fields, the traced term becomes

_{F ir-[$%(x)—¢P(x)]
( > 2T2 2 f i X X e

XR (k) ,

—iTG , (0)(1—8%P)

(2.12)
where the free two-point function is

G, (x)= [ elr/q? (2.13)
q

where the > on the integral denotes integration over mo-

menta (d9q/(2m)%) in the shell only. When evaluated at

x=0, this function has the well-defined limit

G.(0)=(2m) 9S,;AY " 2dl = A dl , (2.14)

where S, is the surface area of a unit sphere in d dimen-

sions. The second exponential in Eq. (2.12) can thus be
expanded to yield
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. A, dl o 4B reduced by a factor of T from the term in Eq. (2.4). Phys-
—(Hip) > = T fx 2 9;9;R(¢*—¢")—p9,3,R(0) ically, this renormalization is due to the averaging of the

@B potential by thermal fluctuations, and is thus negligible at

the zero-temperature fixed point of interest. The second
term in Eq. (2.15) contributes to the renormalization of
the free-energy density

(2.15)

where the 9; act on the internal coordinates of the func-
tions R(¢) (not on the spatial coordinates x) and repeat-
ed Latin indices are summed from 1 to N. The first term af =(d—0)f—
is of the appropriate form to feed back into R (¢), but it is di

J

2" 9,0,R(0)+ -+ . (2.16)

We now proceed with the analysis to second order in R (¢); one must multiply two terms and take the connected ex-
pectation value over ¢ .. Performing the average, one finds the expression

e 2 [, eli 16— gftxn ) iny 14500 = #f(xa)]
PP x k.
ayB, 22%2

—Sa‘B')—KZTG> (0)(1—8")) R (k)R (k)
—x,)[8M 2 — g

Xexp{ —KkiTG . (0)(1

Xexp{ —k;'k,TG ., Sﬁ’az]] —disconnected parts . (2.17)

The terms resulting from expanding the G . (0) parts are canceled by disconnected pieces, leaving only the expansion of
the final term. Expansion of the final exponential gives terms proportional to 1/7T3 and lower powers of 7. The 1/7°3
term is a three-replica contribution,

s 3 [ 8R[$°x)—¢"(0)]OR[$°(x")

—¢P(x")1G . (x—x') ,
2 aB, X, X

(2.18)
since a single Kronecker delta function leaves three free replica indices. Equation (2.18), however, contributes only at
large momenta, since G, (x) contains an integral only over momenta in the shell. Because the generated three-replica
term exists only at large momentum, it cannot feed back to generate a zero-momentum term until second order. The
resulting contribution to the renormalization of R will then turn out to be higher order in ¢, since the three-replica
piece will be O(€?), anticipating that R will be O(e) at the fixed point. The situation is analogous to the neglect (to
lowest order) of the ¢° term in momentum-shell RG for the conventional A¢* theory, in which a ¢° interaction with
large momentum is generated from two ¢* terms, but does not feed back in a dangerous manner. Figure 1 shows di-
agrammatically how the three-replica term is generated and feeds back into the two-replica piece.

The 1/T? parts generate both two- and three-replica terms. The three-replica term is down by a factor of T, and can
be neglected at the zero-temperature fixed point. Keeping track of the factors, one finds a contribution

OR(¢)

d,R[4%(x)— $(x)13,d,R [$%(x')—
al oy

zf G (x—x")*d, #P(x')]

—29,9;R[¢*(x)—¢"(x)]3,0;R(0)} . (2.19)

Since we are interested in the renormalization of the long-wavelength portion, the kernel K (x)=G . (x)? must be evalu-

ated at zero momentum, i.e.,

~ 1 _ _
Rp=0)=[G m i S N e _
(p=0=[ G.(x) fxp’ bin? f =S,(2m) d (2.20)
By rescaling R (¢) by a constant multiple, this factor can be removed. The full RG equation for R then becomes
aRa(z )_=(4—d_4§)R(¢)+§¢iaiR(¢)+[’;‘aiajR(d’)aiajR(¢)_aiajR(¢)a,-ajR(0)]+O(R3). 2.21)

Appendix C, we derive the RG equation schematically by
directly minimizing H over the fast degrees of freedom

This equation can also be formally derived by expanding
R(#) in ¢, and keeping terms up to O(¢% ), although

such a treatment does not properly treat the case of non-
analytic R(¢). The flow equation (2.21) is exactly
equivalent to the infinite series of RG equations obtained
from all one-loop diagrams in an ordinary diagrammatic
approach. It was used previously in Refs. 2 and 19. In

¢. without the use of replicas or field-theoretic tech-
niques.

At this point, one may try to directly analyze the flows
and fixed points of Eq. (2.21): If a fixed point R ~€ is
found, then the other terms in H » will not play a role to
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FIG. 1. Diagrams representing the generation and feedback
of the three-replica term S [see the third line of Eq. (2.7)]. (a)
shows how such an operator is generated at second order in R
by terms with one contraction. Since the momentum of the
internal line is within the momentum shell, the diagram only
contributes at large momentum. Summing up all such terms re-
sulting from the expansion of R [Eq. (2.22)] gives Eq. (2.18).
Since the fixed-point value of S is O(€?), the only potentially
dangerous contribution for our analysis is first order in S. This
feedback comes from diagrams such as that of (b), with a single
loop. Since the original S vertices were generated only at higher
momentum, such terms do not renormalize R.

O(€). We will take this approach in Sec. III, but first it is
instructive to investigate the manner in which the stan-
dard polynomial RG breaks down. A conventional RG
approach is equivalent to expanding R(¢) in a power
series

R2m

R(¢p)=T3 mqﬂ"‘ , (2.22)

and following the flow equations for the coefficients. The
first two equations are

oR,

al :(6—2§)R2 )

3R (2.23)
4 _ N +38

a1 ReT T3 Rj

While the quadratic term could be fixed by requiring
£=¢€/2 (the naive perturbative result), R, then flows off
and is not stabilized at second order. Examination of the
flow equation for R, shows that it becomes infinite after a
finite amount of renormalization. This is an artifact of
the truncation to second order; nevertheless, R, will rap-
idly become O(1).

We thus see that there is no fixed point of the perturba-
tive RG for which R(¢) is analytic. It is the assumption
of analyticity which leads to this conclusion, and we shall
see that nonanalytic fixed points of Eq. (2.21) do exist.
The correct behavior for small ¢ can be found by directly
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examining Eq. (2.21) with dR /3! =0. This will be done
in Sec. III.

Before proceeding, it is useful to recall how a normal
perturbative analysis leads to drastically wrong results.
Various methods have been used to show that, in a field-
theoretic expansion, formally R, has no nontrivial renor-
malizations.!” An apparent fixed point can then be found
by setting {=¢€/2 to all orders in €. This results in the
so-called “dimensional reduction” result 6=2. In the su-
persymmetric formulation of Parisi and Sourlas which
averages over all of the extrema of H with positive and
negative weights, the only operator which appears corre-
sponds to R,. Thus this analysis completely misses the
flow of the other operators, such as R, out of the regime
in which a perturbative analysis might have been valid.
As we discuss in the conclusion, it is likely that there is
an exact upper bound for § which is violated by the naive
perturbative result.

III. FIXED-POINT ANALYSIS IN THE LARGE-N LIMIT

In this section, we analyze the behavior of the fixed
points in (4—¢€) dimensions in the limit of large N. We
look for solutions where the R is O(1/N) by rescaling
R >R /N. The flow equation [Eq. (2.21)] then takes the
form

dR($) _

5 —(4—d—4DR

$)+EP'O,;R (o)
['a 9,R($)3,;0;R(¢)

—3,3,;R($)3;8,R(0)] . 3.1

For rotationally invariant solutions, the ansatz
R(¢)=Q(¢*/2) yields
0 L, ')
90 _(4-d—45)0+2£y0'+ (0"~ Q'Q;

ol

+_ﬁ[2erQu+2y2(Qn)2__2yQuQ6] , (32)

where primes denote differentiation with respect to y,
defined

y=¢*/2, (3.3)
and
00=0Q'(y=0) . (3.4)

Differentiating once and pulling out the O(e) factor by
defining

_ N
o'= N2
and (3.5)
t=(4—d —2¢)I

—(4—d —2¢)

gives the final form of the fixed-point equation:

%—u +Byu’'+u'[u(0)—u]

—u{3y(u' Y +2p%u'u" +yu"[u—u(0)]}=0, (3.6)
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with
B=2£/(4—d —2¢8),
(3.7)
u=2/(N+2).

Any physical solution of this equation will have a finite
value of u at the origin, so that by a choice of scale we
can set

u(0)=1. (3.8)

The behavior at large y will fix the value of 8 in a way
which is somewhat analogous to more conventional ei-
genvalue problems. If we start with potential correla-
tions which are short range, it is natural to expect the
fixed points also to correspond to short-range correla-
tions. We thus look for fixed points with R(¢) decaying
rapidly for large ¢, i.e., u(y ) decaying rapidly for large y.

Naively, in the large-N limit the terms proportional to
p© in Eq. (3.6) can be simply dropped, and the resulting
problem has a much simpler form:

u, +Byu’, +u',(1—u)=0. (3.9)

We will see that this approximation is not valid globally,
but this equation determines the primary solution, called
the outer solution in the language of boundary-layer
theory.?® This is in a sense the solution for N= . The
boundary layer, or region in which this solution is not
valid, occurs for large y. The solution in this tail region
is conventionally denoted the inner solution (as it is valid
inside the boundary layer). The primary limit [Eq. (3.9)]
has only power-law solutions at infinity unless B=0. We
thus tentatively choose this value (anticipating later
corrections for large but finite N). In this case the solu-
tion to Eq. (3.9) is given implicitly by

u, Inu_ =y+1, (3.10)

using the boundary condition #(0)=1. For small y, this
equation yields two possible behaviors for u(y),

u(y)=1£v2y . (3.11)
We choose the minus solution to obtain a solution decay-
ing as exp(—y) for large y. The value =0 corresponds
to £=0, so that the interface remains flat to O(e) at
N = . A more careful analysis yields the detailed form
of the corrections.

To expand towards finite N, the natural first step is to
examine perturbatively the effect of the terms dropped in
Eq. (3.9). Since the zeroth-order solution is exponential
for large y, it is immediately clear that perturbation
theory breaks down in this regime, due to the presence of
the term

wyu''>u fory>1/u,
with (3.12)
u~exp(—y).

The solution Eq. (3.10) is therefore valid (even approxi-
mately) only for y <<1/u, and we thus have a boundary
layer for y >>1/p.
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Fortunately, we can proceed with the analysis by not-
ing that for y >>1, the nonlinear terms in Eq. (3.6) be-
come negligible, and the equation can be reduced to the
form

u—+pByu’+u'+uyu"=0, (3.13)

where we have allowed for 70 [but O(u)], which will
turn out to be the case for N large. Equation (3.13) is val-
id within the boundary layer. It is important to note that
both this equation for the tail and the primary equation
[Eq. (3.9)] are valid in the (asymptotically infinite) region
1 <<y << 1/u, which makes it possible to match the solu-
tions of the two equations in this domain (see Fig. 2).

The linear tail equation [Eq. (3.13)] is second order,
and therefore has two independent solutions. For
wy,By <<1, the solutions are

u,(y)~Ce™7,

(3.14)
u,(y)~Cu 14,
From the behavior of the primary solution, Eq. (3.10), in
the matching region y >>1, we see that we must choose
the solution u,(y) (with possibly a small admixture of u,
vanishing in the N— o limit). For a given value of 3,
both the primary and tail solutions are thus completely
determined, giving a uniformly valid solution to the full
equation [Eq. (3.6)] for large N.

For short-range correlated disorder, the bare unrenor-
malized function u(y ) decays exponentially (or more rap-
idly) for large y. It is straightforward to see that this ex-
ponential decay is preserved by the flows, from Eq. (3.6),
or directly from Eq. (3.1). Higher-order terms from
higher loops can generate at most power-law corrections
to the initial exponential behavior (from terms with all
but one of the R’s evaluated at $=0). The nonrenormali-
zation of the exponential behavior can be seen in a
schematic way directly from the Hamiltonian. When a
particular fast mode is integrated out, as in the previous
section, the integral performed is of the form

J1de. Jexp[—¢2 /2+R($_+4.)] .

For large ¢ _, the contributions from small and large ¢
can be easily estimated. For small ¢, the argument of R
is large, so that it can be approximated by an exponential

(3.15)

u(y)
Perturbative Solution
1 H
Matching Region
<
i Linearized Solution
0
0 1 1/u y

FIG. 2. Regions of validity of the primary (perturbative)
solution, Eq. (3.9), and the tail (linearized) solution, Eq. (3.13).
In the large-N (small-u) limit, the size of the matching region
(1 <<y <<1/p) grows without bound.
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decay R ~exp(—¢% /2), and the integral yields an ex-
ponentially decaying function of ¢ .. For large ¢., the
integral is dominated by ¢, ~—¢_, so that now the
quadratic term dominates and again yields an exponential
function of ¢_, of the exact form that corresponds to
u(y)~exp(—y).

To be a valid fixed-point function for short-range
correlated disorder, therefore, u(y) must have an ex-
ponential tail at large y. By analyzing the tail equation
[Eq. (3.13)] for y >>1/B,1/u, we again find two possible
behaviors:

uc(y )~Cy I/Bﬁl/pe —(B/u)y ,

(3.16)
ug(y)~Cy VB .

For most values of 3, the required solution u,(y) in the
intermediate region 1<<y <<1/u, 1/ will be a linear
combination of u.(y) and u,(y), and thus will have a
power-law tail at large y. For some special values of 3,
however, u,(y) will correspond exactly to u.(y), so that
the power-law tail of u,(y ) does not contribute. This will
be the eigenvalue-like condition that determines 3, and
hence the short-range roughness exponent {gg.

It is, in fact, simple to guess one such value of 5. From
the fact that 3 vanishes for N=o (u=0), one expects
that B=0(p). It is easy to check that for S=y, an exact
solution of Eq. (3.13) satisfying the matching conditions
is u=e " !'7?. This value of B corresponds to a roughen-
ing exponent of

E~e/(4+N), (3.17)

which we anticipate will be valid for large N.?! Note that
this agrees with a recent replica symmetry-breaking cal-
culation, which was claimed to be valid in the large-N
limit.!

To compute the next-order corrections to the result
[Eq. (3.17)], we need to consider in detail the effects of the
neglected terms. For the primary solution (y <<1/u),
these can be computed perturbatively in u. However,
they will not affect 8 unless the nonlinearities for y >>1
are also taken into account, since the solution found
above can be scaled to match the corrections to the pri-
mary solution. We therefore first consider the effects of
nonlinearities for y >>1.

To look for solutions close to the original one [u ., in
Eq. (3.10)], we make the change of variables

u =exp [—y—foydy’a(y’)] ,
B=u(l1+b),

wy=mn,

where the final change of variables was made to concen-
trate on the change of character of the solution for
y ~1/u. With some algebra, Eq. (3.6) is transformed to

(3.18)

o—b-l-az—,ug%+g(17)=0, (3.19)

{—b-{—ﬂ:—l—
n d

where

exp(—y— [o)

2
g (1+a)—4n(1+(;)2+2—Z—(1+a)3

2 do
+[2n°(1+o)+un] dn

(3.20)

We anticipate that o(7) will be exponentially small (in
1/u) for p~1. Then we can ignore terms of order o>
and also terms of order o(7)exp(—n/ur). We see, howev-
er, that g(n) has a part which depends on the behavior of
o(n) for n of order 1/u (i.e., y of order one) via u, Eq.
(3.18). We can obtain this by perturbing in  and u about
the solution u , which is good in this region. Anticipat-
ing that b <<1, a perturbative calculation performed in
Appendix A yields

umu, +tpu,=e 'V1—pu+0u?)] fory>>1. (3.21)

This expression is valid for n <<1 but we will see that the
corrections embodied in Eq. (3.18) will be small for the
desired full solution. From Eq. (3.21), the g term be-
comes

e*lfn/,u

7

2
g= 20 i —dg—aPtOow) | . (322)

n

Neglecting the o2 [and oexp(—n/u)] terms in Eq.
(3.19), we obtain a linear homogeneous equation for o.
This can be solved straightforwardly by introducing the
integrating factor

_ 1 pn,_|7m—1
F(p)=exp |—— ["dn | L— —b
n P P f n 7
=exp i[(b—l)nJrlnn]], (3.23)
whence
1 N o
a(n)~“F(n) C+f0d77F(17)[g(77) b]). (3.24)

For 7—0, this must match onto the solution Eq. (3.21)
implying that, since F(7) vanishes for small 7, the in-
tegration constant C must be zero. At the other end,

since F(n) also vanishes for large 77, o will diverge unless

the integral in Eq. (3.24) is zero. We thus obtain the in-
tegral condition

fowdn[b—g(n)]e“”“["‘l“"]ZO : (3.25)
With the condition of Eq. (3.25), Eq. (3.24) yields
b ©
=~ d7 F(7
o= gy J, 4TED
b b _
~ +0(n7%), (3.26)
1=b " g1—by "
for 7>>1 and hence
—b/[p(1—5)?] _ b
u(y)~y H exp|—y |1+ - ,  (3.27)
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for y >>1/u. Up to corrections of order b? in ¢ [ which
arise from the neglected terms in Eq. (3.19)] this agrees
with the behavior of u.(y) from Eq. (3.16). We have thus
found the desired exponentially decaying full solution
valid for the full range of y.??

As u—0, both terms in Eq. (3.25) can be evaluated by
steepest descents. Expansion of each term around the
saddle points n* € { 1,1} yields

1 1

b=——2“1/“;[1—2;4+0(p2)] ,

e (3.28)

which is exponentially small for small u, justifying our
approximations. We are now in a position to obtain the
roughness exponent from Eq. (3.28). For large N, we

have
€ b
= 1+
S N+a 1+u
—_€ 1 v+ (N +2)°
Nta |17 % N +4
X (1——4 4 ... (3.29)
N +2 )

Note that an approximate analysis of the RG flow [Eq.
(3.1)] by Natterman and Leschhorn!® also gave the same
prefactor, but a different exponentially small correction.
If we naively truncate the series after the “1”’ in the last
bracket, we obtain for N =1,

g(Nz1)=§(1+o.0585>zo.2117e . (3.30)
It is clear from the increasing nature of the next term
that the series is asymptotic; nevertheless, the magnitude
of the correction to €/5 compares fairly well with the
direct numerical solution of Eq. (3.1) for N=1, which
yielded £=0.2083e.

In Appendix D, we show that in addition to the fixed
point found in this section, there is a discrete infinite
series of fixed points with u(y) changing sign but still de-
caying rapidly. At this point, whether these are physical-
ly meaningful is unclear.

IV. STABILITY ANALYSIS

In this section, we analyze the stability of the short-
range fixed point found in the previous section to pertur-
bations with both short- and long-range correlations.
Since this fixed point represents a phase of the system,
rather than a critical point, there should be no short-
range perturbations which are relevant. From the scale
invariance of the fixed-point equation, it is clear, howev-
er, that there is at least a marginal operator connecting
the line of short-range fixed points with different u(0).
This does not alter the physics, since it just corresponds
to redefinitions of dimensional quantities and is thus an
uninteresting redundant operator. Intuitively, one ex-
pects perturbations with sufficiently long-range correla-
tions to be relevant, causing the system to flow to an ap-
propriate long-range fixed point; we will see that this is
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indeed the case.

We look for the eigenoperators in the usual way, by
considering a function u(y) initially very close to a fixed
point solution u*(y), i.e.,

u(y)=u*(y)+tv(y), 4.1)

where v(y) is a small perturbation. Inserting this into the
flow equation, Eq. (3.6), and keeping only terms first or-
der in v(y) gives

v

§=v+v’(1—-u*)+u*'[v(0)—v]+/3yv'

+uy[v+u*"v(0)]
+uf6yu* v’ +2pHu*v" +u*"v’)
+ylu*"(v—v(0)+(u*—1)"]}, (4.2)

where we have chosen to perturb around the fixed point
with 4 *(0)=1. Note that it is not permitted at this point
to choose v(0), since it may not be a constant. The
right-hand side of Eq. (4.1) can be thought of as a (nonlo-
cal) linear operator acting on v(y). Just as in finite-
dimensional RG’s, solutions with simple exponential ¢
dependence can be found (the question of completeness is
discussed in Ref. 23) if the spatially dependent part obeys
the eigenvalue equation

v+Hu'(1—u)+u'(1—v)+By' +uyv"”+u’)

+uO(uwv)=Av , (4.3)

where we have dropped the asterisk on u(y) and chosen
v(0)=1. Since eigenvectors are defined only up to a con-
stant, we have the freedom to choose a scale for v(y). It
is straightforward to show that there are no eigenfunc-
tions with v(0)=0, the only choice not equivalent by a
choice of scale to v(0)=1. This is shown in Appendix B.
The terms in the curly brackets in Eq. (4.2) are of order
puv. For small p, they are small for all y, and will be
neglected in what follows.

As for the fixed-point equation, the solutions to the ei-
genvalue equation can be found in two regions and the
pieces matched asymptotically. For y <<1/u,1/83, the
equation can be rewritten in the standard form for first-
order linear differential equations by dropping the
O(puv) terms,

v'(y)talyw(y)=bly), 4.4)
where
_ |1=A—u'y)
— ') 4.5)
b(y)=———— .
») 1—u(y)

Using the fact that u(y) satisfies Eq. (3.9) (with 8=0),
and taking some care due to the singularity in u'(y) for
small y, one finds the solution

—l u]*?\_u

T (4.6)
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for y <<1/u,1/B. In the matching regime, y >>1, this
solution behaves like

v~e 1 TVeM—1]/A . 4.7)

For y >>1, Eq. (4.3) reduces to a linear equation very
similar to the fixed-point equation [Eq. (3.13)] in this re-
gime,

pyu"'+(1+By ' +(1—Aw=—u"—pyu" . (4.8)

As in the preceding section (for the behavior as a func-
tion of B), one expects a discrete set of exponential solu-
tions which match onto Eq. (4.7). A natural substitution
is thus v =e ~w, which yields

ww" +(1—py)w' —Aw=1—pyle !, (4.9)

using B=p and u =e ~!7¥, which are valid for small p.
Expanding the solution in a power series,
wy)=3,w,»y™ results in the following recursion rela-
tions for the set {w,, }:

w;=e '+Aw, ,

-1
_ _—pe Atu
YT o0 200+ “.19
A+um

m=2.

Wm0 (o T (1 pm) o

If the series does not terminate, then the recursion rela-
tion at high order simplifies to w,, ;=w,, /m, so that
w,, ~1/m!. This implies that for large y, w(y)~e”
(times a power law of y arising from the corrections to
the recurrence relation), so that the corresponding eigen-
function v(y) has power-law decay. This implies that the
desired short-range eigenfunctions form a discrete set,
corresponding to the condition that the series terminate
at the mth order, form=1,2, ... .

For m =2, these conditions yield the eigenvalues
A=—mu. For m=1, the matching conditions fix wj.
We guess that |A| <<1, and check for self-consistency.
Under this condition Eq. (4.7) becomes w ~e 'y, so that
wy,=0 and w, =e ~ !, which satisfies the first recursion re-
lation, as it must for the solutions to match, and yields
the condition A =0 in order for w, to vanish. This is thus
just the redundant marginal operator resulting from the
choice of normalization of the fixed-point solution men-
tioned earlier. The full set of physical short-range eigen-
values is therefore

A=—2u,—3u,—4u,... (4.11)

for small u. Note that there is no eigenfunction with
A= —u. It is absent because of the inhomogeneous terms
in Eq. (4.9), as discussed above.

V. LONG-RANGE CORRELATED DISORDER

We now analyze the behavior for random potentials
with long-range power-law correlations in ¢. We first
consider the stability of the short-range fixed point ana-
lyzed above to such long-range correlated perturbations.

The behavior of the power-law eigenfunctions is much
simpler than the exponentially decaying solutions found

above. For any value of A not in the discrete set of Eq.
(4.11), the solution which is well behaved at the origin
has power-law decay at infinity. There is thus a continu-
um of power-law eigenfunctions with v~y T, cotre-
sponding to R(¢)~¢ 7, with =147 /2. The associat-
ed eigenvalues are

A=1-—pI", (5.1)

for all T" except those corresponding to the short-range
solutions [Eq. (4.11)], i.e., for
1 (1—=2u) (1—3u) (1—4u)
B> B B 7 B T
From Eq. (5.1), we see that perturbations are irrelevant
forI'>1/8.3

We now show that the behavior for distributions with
long-range correlations is, in fact, rather simple and gen-
eral. As seen in Sec. III, most solutions of the fixed-point
equation have power-law tails. It is only for certain spe-
cial values of , corresponding to the short-range eigen-
values, that the well-behaved solution at y =0 connects to
an exponentially decaying solution at infinity. In all oth-
er cases, the solution has a power-law decay for large y,
which is dictated entirely by the value of { and e.

A simple large-y analysis of Eq. (3.6) gives the value of
§ quoted in the introduction:

Sir=€/(4+y), (5.3)

'+ (5.2)

for

(V(¢,x)V(¢',x')) c~|p—¢'| 78%x—x') . (5.4)

It is easy to see that this result will be unaffected by the
higher-order terms in an RG expansion, since higher
powers of R(¢) always appear with two derivatives, and
multiplying negative power laws results in a more nega-
tive power law. (We restrict our attention to y > —2,
which is needed to make the problem well defined.)
Thus, at least within the perturbative RG, only the scale
change terms in the RG flows [i.e., those in Eq. (3.1) that
are multiplied by € and §] are needed to fix §. The ex-
ponent ¥ thus fixes the roughness exponent at the long-
range fixed point exactly. We believe that this result
should be strictly true in all dimensions, but an actual
nonperturbative proof would clearly be desirable.

For Eq. (5.1), we see that the condition that the long-
range correlations dominate and that Eq. (5.3) applies is
that ¥ <1/Bgg, implying ¥y <y.=e/{sg—4. Since this
also arises from just the rescaling part of the RG flows,
we expect it to be true in all dimensions less than four.
As y decreases, the short-range fixed point will become
unstable when ¥ =y ; and for y <y, § will vary continu-
ously away from gy according to Eq. (5.3).

A special case of long-range correlated randomness
corresponds to intefaces in random field systems which
have N=1 and y=—1. The general result of Eq. (5.3)
implies that {grp=(4—d)/3 as obtained by many au-
thors.6~8

Since the short-range fixed point becomes linearly un-
stable for y below ¥y, it should be possible to observe the
instability of the long-range fixed point in the opposite re-
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gime, as y increases to y.. This is actually a subtle prob-
lem. If one proceeds with a naive calculation of the
eigenfunctions around the long-range fixed point, one ar-
rives again at Eq. (4.3). In this case, however, a simple
argument demonstrates that all the solutions have
power-law form. For large y, Eq. (4.3) becomes

uyv”' +(1+By W' +(1—Ao= AT[1—w(C+ 1)y T 1,
(5.5)

using u*(y )~ Ay "' for large y. Since the power law dic-
tated by the fixed-point function appears on the right-
hand side, the homogeneous terms must balance this, and
the only way they can do so is to develop power-law tails
themselves. Therefore, all the eigenfunctions have
power-law decay at large y. This means that the growth
of short-range correlations does not manifest itself in the
usual manner as a relevant eigenvalue. Although we
have not calculated this explicitly within the framework
of the large-N RG, we expect the following behavior: As
v increases towards 7., the fixed-point correlation func-
tion of the random potential will become more and more
like the short-range fixed point with the regime in which
the power-law tail appears moving out to larger and
larger y, eventually disappearing for y >y .2

VI. CONCLUSIONS

In this paper we have studied the problem of an orient-
ed manifold with d internal and N transverse dimensions.
For d near 4, it became possible to treat the zero-
temperature fixed point in an expansion in €e=4—d, in
terms of a second-order nonlinear differential equation.
At N =, this equation could be solved exactly for the
most interesting case of short-range disorder, yielding a
roughness exponent {sg =€/(4+N). For large but finite
N, boundary-layer techniques were employed to estimate
the leading corrections, which were found to be nonana-
lytic, vanishing as 2~ V. The magnitude of this nonana-
lytic correction for N =1 is comparable to the correction
to €/5 found numerically: £=0.2083¢. The behavior in
large N near four dimensions saturates a lower bound
£>(4—d)/(4+N) that is believed to be exact.” The
leading correction to this that we have found is indeed
positive as it should be. Formally, preliminary analysis
of our RG flow equations in the opposite limit yields
£(N=0)=e/4. This is believed to an exact upper bound
for general N.2> All known numerical and analytical re-
sults do indeed lie in the range

A—d 4—d
4+N 4

It is interesting that our large-N e-expansion result
agrees with the large-N results of Mezard and Parisi,
claimed to be valid for general dimension (2 <d <4) by
replica symmetry-breaking techniques. A preliminary
large-N analysis of the zero-temperature minimization
problem corresponding to our RG procedure does not
suggest that the O(e) result should be exact for € <2 in
this limit, although further study may change this con-
clusion. The analysis does, however, suggest that the

<¢< 6.1)

next corrections to £, which are probably of O(e3/?), may
be calculable without taking into account the effects of
multiple local minima.

Both extensions of the € expansion and investigation of
the large-N limit beyond the € expansion are worthwhile
future endeavors. An important question is whether or
not the replica symmetry breaking used in the vibrational
ansatz by Mezard and Parisi has any well-defined physi-
cal interpretation beyond that of the general scaling pic-
ture of manifolds in random media (discussed in detail in
the directed polymer context by Fisher and Huse®*).
Answering this might bear fruit for understanding other
random systems, such as spin and vortex glasses. Finally,
it is possible that some of the techniques used here might
be applicable for other problems such as periodic (e.g.,
charge-density wave or flux lattices) or nonperiodic (e.g.,
polymerized membranes) elastic manifolds which exist in
random media of the same dimension.
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APPENDIX A: PERTURBATIVE CALCULATION
IN PRIMARY REGION

For the primary region, y <<1/u, simple perturbation
theory can be used to find the effects of the O(u) terms of
Eq. (3.6). The solution is expanded in a power series in u,

u=u_ +pu,tptu,+ o, (A1)

and terms are grouped order by order, assuming (as
confirmed in Sec. III) that B=0(u). The zeroth-order
equation is just Eq. (3.9), while the first-order terms give

u (1= ) Hu (1—u'))=3p(u', P+2p%u" u’,
+yu'o(u,—1)—(B/uyu’, ,
(A2)

where u , (y) is the solution of Eq. (3.9). The right-hand
side of this equation can be rewritten completely in terms
of u , by using Eq. (3.10) to eliminate the y dependence,
and Eq. (3.9) to eliminate derivative terms. After some
lengthy algebra, one finds

wi(l—u )tu(1—u',)=H(u,), (A3)
where
H(x)=Hy(x)+Hpgx), (A4)
with
Hy(x+1)=[—2/x2=2/x+3x +3]
+in(x +1)[4/x3+6/x2—1/x—3]
+In¥(x+1)[—2/x*—4/x3—2/x2],
and (AS)
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HB(x)Z——S[x*—ln(x)—-ln(x)/(x—l)] .

Since Eq. (A3) now has no explicit y dependence, we
switch to the dependent variable u ., using

du, du, du, u,
M Tt du, -1 (A0
Equation (A3) becomes
duy “ =—H(u,)/u, , (A7)
du, u (u,—1) * *
which has the solution
wlu )= [ S Ao (A8)

where the boundary condition u,(y=0)=0 has
been imposed. The important limit for the matching
carried out in Sec. IIT is y>>1, corresponding to
u , ~exp(—1—y)—0. In this limit, the integral yields

puy(y)=e ' LB—p)u—-1)—pu] . (A9)
In Sec. III, it was found that |8—pu| <<, so that the first
term in the brackets can be neglected. The full solution is
then still a pure exponential in the matching region, but
with a different coefficient:

uly)=e '"(1—pu) for <<y <<1/u . (A10)

APPENDIX B: EIGENFUNCTIONS WITH v(0)=0

By choosing v(0)=0, we arrive at an equation for this
case analogous to Eq. (4.3),

vtH(1—ul'—u'v+Byv'+puyw”"+u")=Av , (B1)

where we have already neglected the pO(uv) terms. In
the perturbative region (y <<1/u), the equation analo-
gous to Eq. (4.4) is

v'(1—u)+(1—A—u')v=0, (B2)

which in this case is homogeneous, and correspondingly
simpler to solve. Using Eq. (3.9) and Eq. (3.10), one finds
the general solution

v=Cu'"M1—u). (B3)
Asy—0, u—1—V2y, so that

v(y) (B4)

—> sz .
For v to be nonsingular for small y, the only choice is
C =0, so that no such eigenfunctions exist.

This is in some respects a surprising result, since for
any perturbation of u *(y), one should be able to rescale
the resulting function to leave #(0) unchanged. There-
fore one might expect the stability analysis to be phrased
precisely in terms of those perturbations which do not
change u(0). The rescaling, however, is equivalent to
adding some amount of the marginal eigenfunction which
moves along the fixed line. The function representing the
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combined effects of perturbation and rescaling [with
v(0)=0], is, in this case, not an eigenfunction.

APPENDIX C: SCHEMATIC MINIMIZATION

To understand the effects of multiple minima in the
random potential on the validity of the RG used here, it
is instructive to consider a simple model problem
representing the iterative minimization at a particular
length scale. This provides a physical derivation of the
renormalization-group flow equation [Eq. (2.21)].
Schematically, we imagine integrating out a single
Fourier mode ¢, of momentum p. At zero temperature,
this reduces to the problem of minimization over this N-
dimensional vector. The renormalized potential will then
be given by

VR(¢<)=12in[%¢2>+V(¢<+¢>)], (C1)
where the magnitude of the momentum cutoff p =A has
been set to one for convenience, and, more importantly,
we have ignored the spatial dependence of the potential
V(¢,x). A similar formulation of the RG would appear
in the treatment of elastic manifolds on a hierarchical lat-
tice. Although Eq. (C1) may appear to be an unreason-
able approximation, we will find that the lowest RG or-
der flow equations that we have used in this paper are ex-
actly reproduced. Indeed, the treatment of a suitably
modified version of Eq. (C1) which takes into account the
spatial dependence does not differ substantially from the
approximate version described here (though the required
notation makes it rather more cumbersome).

For some purposes of simplicity, we will concentrate
on the case of N=1, which, for small €, does not differ
much from the case of general N. For the remaining part
of this appendix, we introduce the notation x =¢ _ and
y=¢.. The N =1 problem is then

€V (x )=minU(x,y)Eminy{%y2+el/2V(x +y),
y
(C2)

where a factor of €'/ has been extracted to make V of or-
der 1. To estimate quantities, we use the fixed-point
values for the correlation function of V(y),

(V(x)V(x"))=R(x—x")=R(x—x")/€ ,

(C3)
(V(x))=0.

Because the minima in Eq. (C2) will be at small y for
small €, it is the small-distance behavior of R (x) which
will determine the behavior of the model. Based on the
behavior of the fixed-point function R(x) in the RG of
Sec. II, we assume that R(x) can have a discontinuity in
its third derivative at x =0.

The extremal condition for Eq. (C2) is

y=€e?F(x+y), (Cc4)
where
Fy)=—V'(y) (C5)

is the force at the “position” y, and primes have been in-
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troduced to denote derivatives. From Eq. (C3) the corre-
lations of the force at short distances are

(F(x)?)=1,

(C6)
([F(x)—F(0)]*)~|x| for |x|<<1.

The perturbative RG performed in Sec. II is equivalent
to assuming a perturbation series for y in €!/? in Eq. (C4)
and expanding F(x +y) to obtain solutions order by or-
der in €!/2. There are two possible ways in which such an
expansion may break down. Most obviously, the linear
behavior in Eq. (C6) implies that derivatives of F(y) are
typically infinite, so that the analyticity assumed by a
power series in €'/? may break down. Secondly, the ex-
tremal condition [Eq. (C4)] may have multiple solutions,
and an iterative solution may converge to any of these,
including both maxima and nonglobal minima.

Note that if R (x) were smooth, then ([V"(x)]*) <
and the full potential U in Eq. (C2) would have strictly
positive curvature with high probability for small € and
hence a unique minimum. The apparent assumption of
analyticity of R(x) may be circumvented by the use of a
different iterative procedure to find the minimum of the
potential U. The simplest such method, which repro-
duces the results of the perturbation series for the analyt-
ic case, is a version of gradient descent (see Fig. 3). One

defines a sequence of approximants {yg,y,y5,...} to
Eq. (C4) by
Yoi1=€F(x+y,), (C7)

forn=0,1,2... .

It is interesting to note that the stability properties of
such a mapping discriminate between minima and maxi-
ma. Letting y, =y *+8y and linearizing, one finds

8y, 1 =—V"(»y*)oy, , (C8)

which is stable for |V (y*)| <1. Since the curvature of
the potential U in Eq. (C2) is just 1+ V"'(y), this condi-
tion excludes all maxima (as well as minima which are
sufficiently narrow). Note, however, that the iterative
scheme does not guarantee convergence, and one cannot
rule out limit cycles or other more complicated behavior
for particular realizations of the disorder. Furthermore,
even if it does converge, it may not be to the desired glo-
bal minimum. As we shall see, however, we will obtain
an estimate of the global minimum with sufficient accura-
cy for our present purposes.
Iterating Eq. (C7) yields the first few approximants,

y0:0 >
y1:61/2F(x) ,
y,=€2F[x +€/?F(x)], etc .

(C9)

Using Eq. (C6) the corrections at each level of approxi-
mation may be estimated. From Eq. (C7),

yn+1"yn:61/2[F(x +yn)7F(x +yn—l)]

~e 2y, —y,1I'?, (C10)
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with a random coefficient of O(1). Iterating this, an
infinite series of nontrivial powers of € appear. For the
nth approximant, we thus have

Yo~ A2 +BEHCEA+ - +ZEPVY L (1)

The difference from the perturbation series result for the
analytic case appears first in y,, via the appearance of the
/% term in Eq. (C11).

From Eq. (C4), we may find an upper bound for the
size of the region in which minima are likely to exist. (In
fact, we only calculate this bound for the region within
which there are extrema. For N =1, the furthest out ex-
trema are in fact always minima, but for large N this
difference may be important.) Suppose one extrema is lo-
cated at the point y*, satisfying Eq. (C4). Then for
another extremum to be located within a distance 8y, the
condition must again be satisfied at the point y +8y. For
large 8y, this is clearly extremely unlikely, since the linear
term grows, while the random force remains bounded
and of O(e!”?) with high probability. For small 8y, the
variations of the force grow like (8y)!/? from Eq. (C6),
i.e., faster than the linear term in Eq. (C4). Thus there
will be a length scale below which the variations of the
force dominate, and other extrema are possible. Equat-
ing the two terms in Eq. (C4) gives

Sy ~€'?|6y|V/2=8y <O(e) , (C12)

which is the desired upper bound on the separation of ex-
trema. We see that the separation between extrema is
smaller than any of the correction terms obtained in
(C11). This is illustrated in Fig. 3. This suggests that the
corrections due to multiple minima appear at higher or-
der in € than the iterative corrections which arise from
the nonanalyticity of V(y). To check this, we must ana-
lyze how the corrections to y affect the renormalized po-
tential and its correlations.

To estimate the corrections from the terms in Eq.

y
e"2F(0) |- f_j\, B /
\/\W < Multiple
Minima
A f
Vi)
Yo Y2 Y1

FIG. 3. Graphical illustration of the iterative minimization
of Eq. (C7). Given a guess y; for the location of the minima, the
next approximation is found by following a vertical line at this
value of y until it intersects the random force curve. Extending
a horizontal line to the 45° line through the origin (representing
the uniform restoring force of the harmonic potential) gives the
value of y for the next iteration. The second two approximants,
y; and y,, resulting from the initial y,=0 are shown here. The
many intersections between the random force curve and the 45°
line in the figure represent multiple extrema which occur on
smaller scales [see Eq. (C20)].
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(C11), it is useful to write the random potential in the
form

Vix+y)=V(x)+yV'(x)+Wix;y),

Wix;y)= foy[ V'x+z)—V'(x))dz . (C14)
The renormalized potential can then be evaluated by in-
serting the iterative solution Eq. (C11) into Eq. (C2),

yielding

(C13)

where
J

2 2 2
2V (x)+ 4 2"‘)5+ B éx)e3/2+ C;")e”‘w

+ - +e2p(x)[ 4

€ W(x)= + A(x)B(x)e’*+ A(x)C(x)e'l/®

(x)el?+B(x)e¥*+ - - - 1+ *W[x; A(x)e' >+ B(x)e3/*+ - - - ]. (C15)

This expression simplifies somewhat when the function 4 (x)=F(x)=—V'(x) from Eq. (C9) is inserted,

A%x) | B¥x)
2 2

€2 Vr(x)=€"?V(x)— €7+ - +B(x)C(x)eP B+ -+ +€PW[A(x)e'?+B(x)e*+ -+ ]

e+

(C16)

The fact that the second term is negative reflects the approach to the minimum. Note that the cross terms AC, AD,
etc., have now canceled. The RG flow requires renormalization of the correlation function of the disorder, Eq. (C3).
The renormalized potential in Eq. (C16) will have a nonzero expectation value, since the minimization procedure de-
creases the energy for all realizations of ¥ (y). To find the renormalized correlation function, therefore, it is necessary

to take the truncated (cumulant) expectation value,
€RR(x)=€{Vx(x)Vx(0))c
=e(V(x)V(0
+1eX( 4%
— 12 AU x)W[0]+ 4%(0)

where in the expression W[x] means the full expression
from the last term of Eq. (C16), evaluating all internal
coefficients [i.e., 4(x), B(x), etc.] at the point x, and we
have dropped all terms of explicitly higher order than €.
The function W[x ] is, however, itself small, so that some
further terms can be dropped From using Eq. (C14) and
the fact that F(x)—F(x +z)~Vz [Eq. (C6)], we see that
W(x;y)~|yl3”2. Since y~e'’?, %[x ~e3/4+0(e)
where the O(e€) term arises from the B(x) in Eq. (C11)
and higher-order terms in A (x); this O(e€) term is needed
to obtain the V' correlations to O(e?) but higher-order
terms are not. In addition we see that of all the terms in-
volving W in Eq. (C17), only the VW term will contribute
at this order. We thus see that to O(€?), we may drop all
terms in y beyond the B(x) term. To this order, we may
thus use the second-order iterative solution
€Vr(x)=€e"?V{x+€?F[x +€'/*F(x)])
Le{Flx+€'?F(x)]}? (C18)

The correlations of Vi(x) and V5(0) can be calculated
directly from this form of Vy yielding

Rp(x)=€e{Vx(x)Vg(0))c
R +1[Rn(x ]2 llx)er(x)+0(65/2 .
(C19)

To this order, the correct answer can be obtained from

))— 12 A% x)V(0)+ AX0)V(x)
20))c+2e(V(x)W[0]) ce+e{ W[x IW[0]) ¢
Wix1)c+ie(BUx

)e+1e(BXx)V(0)+BX0)V(x)) ¢

YW[0]+B20)W[x])c+0("?), (C17)

Eq. (C17) by expanding Wi(x;y) formally as
W(x;y)=(p2/2)V"(x) and averaging directly the wv
term in Eq. (C17). This is valid because only one V'’ ap-
pears here. To analyze the W term, an expansion in y
fails and { WW ) ~ &*/? rather than the naive €2. We thus
expect that the effects of the nonanalyticity of R will
affect Ry at order €’/2. These terms need to be balanced
by adjustments to &, suggesting O(e*/?) corrections to
our O(e€) result for §.

So far, the effects of multiple extrema have not been in-
cluded. Their effects can be estimated by including a fur-
ther correction term in y,

y=Ae 2+ B4+ - +net - - - (C20)
By repeating arguments along the lines of those above, it
is a simple matter to estimate the leading corrections due
to a nonzero 7. One finds that the first contribution to
R(x) occurs at O(e®). This is higher order than all the
leading corrections from the nonanalyticities arising in
the iterative procedure.

Thus, although the singularity in R"'(x) at x =0 is as-
sociated with the existence of many extrema [since V''(0)
has infinite variance], the direct effects of these multiple
extrema only show up at higher order in €; to the order
needed here, choosing any of the minima provides
enough accuracy.

The simple approximation to the renormalization-
group flows analyzed in this appendix suggests that there
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will be corrections to &, starting at O(e*/?), with an ap-
parently infinite sequence of higher-order corrections ap-
pearing before O(€?), at which order the effects of multi-
ple minima begin to appear. Although the picture is
quite appealing, the results should not be taken as
definitive predictions of the powers involved, since a com-
plete analysis should involve a self-consistency condition
to determine the small-x behavior of the correlations.
Such an analysis may well involve a boundary layer for
small x with smoothing of the fixed-point function on
scales smaller than some ( > 1) power of €.

It is straightforward to extend the analysis of this ap-
pendix to general (fixed) N in the limit of small €. Since
in the limit of large N, { is formally small, even if € is not
small, one might hope to be able to justify truncation of
the RG flows for all € (or at least € <2) for N large. We
have not been able to do this, and, indeed, preliminary in-
dications suggest the opposite conclusion: that even for
large-N, higher-order terms in € are needed. A more de-
tailed study of this limit would clearly be instructive.

APPENDIX D: MULTICRITICAL SHORT-RANGE
FIXED POINTS

As remarked in Sec. III, Eq. (3.13) possesses a discrete
family of solutions which are well behaved at the origin
and decay exponentially at infinity. These can be
matched onto the primary solution to yield additional
fixed points of the RG flows. To find these, we perform a
power-series expansion similar to the one used for the sta-
bility analysis [Eq. (4.10)]. Defining

u=e By
(D1)
w=Jw,y",
m

Eq. (3.13) yields a simple recursion relation for the set
{wy, }:
B/u—1+Bm

(m+1(1+pm) |“m (b2)

W +1

If the series does not terminate, the large-m behavior of
the coefficients is

B
u

m

~ —

, (D3)
m!

m

so that u(y) decays more slowly than an exponential. A
short-range u(y) is obtained whenever the series ter-
minates, which yields the condition

B=—Lt—, m=o0,1,2,.... (D4)
1+mp
In terms of the roughening exponent,
= €
6 4+N+2m * D3)

The case m =0 corresponds to the simple exponential
found in Sec. III, while for higher m the solutions have
some oscillations and correspond to smaller values of &.

It is a simple matter to extend the results of Sec. IV to
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calculate the stability around the new fixed points. One
finds that for the mth fixed point, there are m relevant ei-
genvalues corresponding to short-range correlated per-
turbations, so that the solution found in Sec. III is stable,
while the remaining solutions represent a hierarchy of
multicritical solutions.

Although such solutions exist formally, we have not
fully investigated the criteria under which these solutions
represent physically meaningful fixed points. At least ini-
tially, the function R(¢) is highly constrained by the po-
sitivity condition for the probability distribution of V(¢).
In particular, taking the Fourier transform of the
potential-potential correlation function, we must have

(Vc)V(—k))=R(k)>0 . (D6)

Although the interpretation as a correlation function sug-
gests that this positivity property is preserved by the RG,
the nonlocality (in «) of the terms in the RG flows gen-
erated by fluctuations has prevented us from finding a
simple proof. Nevertheless, it seems likely that the posi-
tivity is preserved. It is straightforward to check the
multicritical fixed points obtained above for this cri-
terion. If they do not satisfy Eq. (D6) they cannot be
physical. A simple computation for the first multicritical
solution,

2 2
R =|1— 2 pd” __ ¢
() W P T 30t |0 PP
yields the Fourier transform
2
R, (k)= %4—%(1—{-,1&)2:(2 exp —%(1+,u) , (D8)

in the large-N limit, which satisfies the positivity criterion
[Eq. (D6)] and thus might be physically attainable.

If we restrict consideration to distributions in which
the function u(y) has no zeros [or equivalently R(|¢|)
has no nontrivial extremal, it is possible to show, howev-
er, that the multicritical solutions, which have at least

u(y)

ug(y)

ui(y)

Uf_(V)

FIG. 4. Tllustration of the preservation of the lack of zeros by
the RG flows [Eq. (3.6)] for the function u(y). For the initial
function u,(y) to develop into the final function u,(y), with
internal zeros, it must pass through an intermediate state u;(y),
at which it is tangent at some point y; with the y axis. Equation
(D10) shows that such a point of tangency is repelled, so that
the putative crossing does not occur.
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one zero are inaccessible. A simple argument proceeds as
follows (see Fig. 4): Consider the evolution of an initial
function u,(y) which has no zero crossings. For the
function u4(y) to evolve into one of these multicritical
solutions, it must at some intermediate stage when it first
has a zero be tangent with the y axis at some point y;
[like the function u,;(y) in Fig. 4]. (Note that, since the
behavior at o is preserved by the flows, the zero cannot
come in from o and avoid the tangency condition.) At
this intermediate point, the function must obey

u;(y;;4,)=0,
ui(y;5t,)=0,
(D9)
and

u!'(y;,t;,)>0 .
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From Eq. (3.6), one then finds
ou(y;;t)
Tar |ime Mot yiu"(y;,t)>0, (D10)

i

so that the putative point disappears. Therefore such a
zero cannot occur, and any function u(y) with zeros is
inaccessible from an initial # without zeros.

At this point it is unclear whether the formal multicrit-
ical fixed points found here are accessible for less restric-
tive initial correlation functions, and, if so, what their
physical significance is. In particular, one might expect
the m=1 critical point to separate two phases with
different behavior. If one of these is the rough phase ana-
lyzed in this paper, what is the nature of the other phase?
We leave these as intriguing open questions.
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