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Hartree-Fock LAPW approach to the electronic properties of periodic systems
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We present a scheme for calculating the (spin-unrestricted) Hartree-Fock (HF) band structure of
periodic solids that uses the accurate linearized-augmented-plane-wave basis set. In contrast with
linear-combination-of-atomic-orbitals-like schemes, the convergence of the variational HF results can
be easily monitored, and the cumbersome evaluation of multicenter integrals is avoided. Potentials
and charge densities are evaluated without any shape approximation, and the singularity due to
the long-range nature of the Coulomb potential is handled in reciprocal space. All the elements
of the Periodic Table can be equally treated, and the relativistic effects for heavy elements are
included as in the standard local-density-approximation case. The method is tested on silicon and
diamond, where recent HF calculations are available for comparison. The diagonal Coulomb-hole-
plus-screened-exchange approximation can also be implemented with little additional computational
effort.

I. INTRODUCTION

The density functional theory (DFT), especially in
its local approximation (LDA), is the basis of the very
large majority of the electronic structure calculations
performed so far in extended systems. However, in spite
of the success in explaining several ground state proper-
ties of solids, DFT and LDA are known to present se-
vere limitations. Well-known examples of failures of the
LDA and of its spin-dependent counterpart (LSD) in-
clude the structural properties of weakly bonded systems
(e.g. , group II dimers and hydrogen-bonded systems),
and the incapability to predict the antiferromagnetic or-
dering and insulating ground state in some transition-
metal oxides. The most notable difIiculty of DFT-LDA
is related to the excitation energies of semiconductors
and insulators: although they are not formally inter-
pretable as quasiparticle energies, the DFT Kohn-Sham
one-particle eigenvalues are generally used to discuss the
excitation spectra of solids. If the overall description of
the energy-band dispersion is reasonable, excitation en-
ergies obtained in this way are typically too small by
30—50'Fo, compared to the observed gaps. ~ In fact, the
calculation of excitation energies requires more compli-
cated schemes.

Several attempts have been made in order to improve
the LSD-DFT results. We mention in this respect the
self-interaction-corrected (SIC) LSD formalism, '" where
the spurious self-interaction effects are subtracted from
the effective potential. Another way of improving the
LDA is the introduction of gradient corrections; in im-
portant cases like small clusters of water molecules and
group IIA and IIB dimers, the gradient corrections lead
to significant improvements. Recently, Anisimov and co-
workers proposed model corrections to DFT-LSD band
calculations, using an ad hoc exchange-correlation poten-
tial based on the Hubbard scheme. They have obtained
in this way the expected insulating behavior for cuprates

and for a number of transition-metal monoxides.
An approach completely different from DFT is the

Hartree-Fock (HF) approximation. This method has
been widely applied to atoms and small molecules, but
has not yet received comparable attention from solid
state physicists. This can be due to the fact that the
computationally faster DFT-based methods are usually
preferred, and that correlation effects, which are com-
pletely neglected in HF, are generally more important in
extended solids than in finite systems. Nevertheless, the
HF approximation contains several distinctive features
which make it attractive for the study of solids: (i) Con-
trary to LDA and LSD, the HF method does not require
the removal of spurious self-interaction terms. Indeed,
the self-interaction term appearing in the Hartree contri-
bution is exactly canceled by an opposite exchange term
for the occupied states; (ii) HF corresponds to a well-
defined approximation in many-body theory and there-
fore provides a sound starting point for the inclusion of
many-body perturbative corrections which are clearly de-
fined. In consequence, it is desirable to develop accurate
and eKcient schemes for performing HF calculations in
periodic solids.

However, it is well known that HF results have to be
improved in order to obtain the correct quantitative value
of physical parameters such as the band gap and the
valence band width of semiconductors. These quanti-
ties require a more sophisticated self-energy model, '

and a much larger computational effort. Nevertheless,
it is known that an important part of the error made
by HF with the complete neglect of correlation terms
can be cured by screening the exchange interaction with
a simple diagonal dielectric function. The resulting ap-
proximation, called diagonal Coulomb hole plus screened
exchange (d-COHSEX), has some predictive power in
terms of energy gaps and bandwidths (see later), and
can be implemented with little additional effort in the
HF procedure.
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At the present time, only a few HF schemes for ex-
tended systems are available. They can be essen-
tially divided into two groups: (i) real-space approaches
based on localized basis sets, in which the exchange ma-
trix elements are evaluated as direct lattice sums, and
(ii) schemes making use of plane waves as basis functions,
and in which the exchange matrix elements are evaluated
as sums over reciprocal lattice vectors. While the former
approaches require time-consuming four-center integrals,
the latter demand a careful treatment of summations
in the Brillouin zone, because of the singular behavior
of the Coulomb interaction. To the first class belong
the all-electron self-consistent schemes of Pisani and co-
workers, and of Andre and co-workers, which use ba-
sis sets of atomic orbitals represented in terms of Gaus-
sian functions, and the (non-self-consistent) scheme of
Svane ' based on the linear muffin-tin-orbital (LMTO)
method in the atomic-sphere approximation (ASA). The
second class includes the self-consistent pseudopotential
calculations of Ohkoshi 7 and Gygi.

One of the most accurate band schemes, the self-
consistent linearized-augmented-plane-wave (LAPW)
method, ' has been widely used within LDA-DFT, but
has not yet been adapted to HF calculations. The all-
electron LAPW scheme has the following desirable fea-
tures: (i) it shares with the plane-wave schemes the ease
with which the convergence of the variational results can
be monitored, in contrast with LCAO-like basis sets; (ii)
the basis size does not increase substantially either for
heavy elements, as in LCAO, or for light elements, as in
plane-wave pseudopotential approaches; (iii) scalar rela-
tivistic effects are easily included; (iv) core states can be
recalculated at each self-consistency iteration; (v) general
potentials and charge densities can be handled without
shape approximations. It is therefore highly desirable to
set up a LAPW scheme for HF calculations.

In Sec. II we present the basic formalism and describe
how the calculations can be done. The results of test
applications to diamond and silicon are given in Sec. III,
where they are compared to those obtained with other
HF schemes. Indeed, these two systems have been exten-
sively used for comparing band structure methods, and
can be therefore considered as standard benchmark cases.
The application of our scheme to CaCu02 has been pub-
lished elsewhere and will not be further discussed here.
Finally, in Sec. IV we draw our conclusions.

II. METHOD

A. Representation of the exchange operator

The central idea behind our representation of the ex-
change operator is based on the result obtained for sev-
eral systems ' that the one-electron wave functions cal-
culated for a given crystal with the LDA or the Hartree-
Fock schemes are similar to each other. This resemblance
suggests the following second variational treatment: at
each self-consistency iteration of the HF procedure, the
LDA exchange-correlation potential V„, is obtained in
the usual way from HF functions, and the corresponding
Schrodinger —like equation is solved

~LDA „j.LDA LDA „I,LDA

These Bloch wave functions are used as the basis func-
tions for a second variational calculation in which the
difference V, = Z —V, between the exchange opera-
tor and V, is taken into account. We have

(~LDA + V )yHF HFyHF

@HF ) HF qLDA

We are then led to the following secular equation:

ll(eLkDA —&)~- + (n'klv. lnk) II
= o (4)

where Ink) are LDA states. As the operator K, and
hence V, contains the occupied wave functions, the above
procedure needs to be iterated. However, since in most
cases the HF and LDA wave functions are very similar,
the Hamiltonian matrix for the second variation is al-
ready close to diagonal, implying that we do not have to
incorporate a large number of unoccupied states in the
second variation, and that we do not need many itera-
tions to converge. We have

(n'klV, lnk) = (n'klan Ink) —(n'klV„, Ink).

The matrix elements (n'klV„, lnk) of the local potential
V are straightforward to evaluate, using its known inter-
stitial and sphere representations (see later). The matrix
elements of the exchange operator can be written

(n'klan Ink) = —e')
m, q

@+LDA(r )QHF(r )geHF(r )QLDA(r )
Fy F2,

&2

where m runs over all occupied bands (core and valence),
and q lies in the first Brillouin zone. In the following, we
shall drop, unless necessary for clarity, the superscripts
LDA and HF. Introducing now in Eq. (5) the "overlap
charge densities" defined by

following way:

(nklg. lnk) )- ~-q"'"" ~- """
dr, dr,

I'] —Fg

q, &(r) = e ~ q(r)@ k(r) (6)
= —) p* q „„(r&)V~q, zp(rl) drl &

fA)q

the exchange matrix elements can be rewritten in the
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where V z i, (r) is the "electrostatic potential" associ-
ated with the overlap charge density p ~ i, (r)

V q, i(ri) = p, i(r~)
dF2.

I'y —I'2
(8)

(n'k~2. ~nk) = (n'k~2:~nk) + (n'k~2:~nk).

Before evaluating these expressions, we first decompose
Z and (n'k~2 ~nk) into valence and core contributions,
corresponding to m running over valence and. core bands,
respectively,

of atom o. , r = r —m, and L = (l, mf is a collective
angular momentum index. The al (k~) and bl (k~) coeffi-
cients are determined by imposing the continuity of each
LAPW basis function and of its radial derivative at the
muFin-tin boundaries, and their expression can be found
in Refs. 20 and 21. In the LAPW representation, we have

' Q, p, „k(G,) p[ (k —q+ G, ).r],
p~~, „k(r) =

& r F I;
, E.'"'...( -)Y.(.),

We consider erst the valence contribution. The wave
functions are expanded in terms of a set of LAPW basis
functions P~.k

Q„k = ) z„.(k)p k

' 0 '~ g,. z„,(k) exp(ik, "r), r e I;
[A (nk)ui(r ) + B (nk)ui(r )]Yr, (r ),

/r —~ [(R,

with Al (nk) = P z ~ (k)a&(k~) and Bl (nk)
z ~(k)bP(k~). In these formulas, ui(r ) and ui(r )

are the radial solutions of the scalar-relativistic equation
inside the muffin-tin (MT) spheres and their derivatives
with respect to the energy, 0 is the unit cell volume,
kj ——k+Cj, R and 7 are the MT radius and position

I

We note that p z k(G~. ) are the Fourier components of
the periodic part of the product g* (r)g i, (r). The cor-
responding Fourier series has physical meaning only in
the interstitial region, as usual. We obtain the poten-
tial (8) by using the method introduced by Weinert. 2

The potential in the interstitial region is calculated by
replacing the actual overlap charge density inside the
spheres with a smoothly varying pseudodensity having
the same multipole moments. After the potential has
been obtained at the sphere boundaries from the intersti-
tial expansion, its calculation inside the spheres reduces
to solving a standard Dirichlet's problem with the true
density. Following these prescriptions, we compute then
the Fourier expansion p z i, (G~) of the pseudocharge
density [see Eqs. (11)—(30) of Ref. 24], and obtain the
potential in both regions

V~, k(r)=&
4vr P ' exp[i(k —q+ Gi) r], r F I;

i'V „„(r )YI, (r ), r cS .

Using now Eqs. (7) and (8), together with convolution product properties, we get for the interstitial contribution to
the matrix elements

m, q ij
where U(G, —Gz) is the Fourier transform of the step function. Equation (13) is efficiently evaluated numerically
using fast Fourier transforms (FFT). We examine now the contributions from the atomic spheres. We have from (10)
and (ll)

p k(r ) = e ) i" ' Cll [AP;(mq)AI„(nk)ui, (r~)ui, (r~) + B 1(m )qA(Ink)u (ir~)ui, (r )
Lg, L2

+ A~,"(mq)Bg, (nk)ui, (r )ui, (r ) + Bg,*(mq)B(, (nk)ui, (r )ui, (r )], (14)

where the Gaunt coefBcients CLL are de6ned by T"'"„'„(li l2 I )

Lg
LL YL, YLYL, dr".

= i' ' ' ) |~ i
' Ai "' *(mq)Ai "' (nk). (16)

Expression (14) may be rewritten in an abbreviated form

p „„(r~)= e ) ) T"'"„'„(lil2L)v,"'(r )v,"'(r ),
l»L2 K1,~g

with

m1 im2

Here, the indices vq and v2 take the values 1 and 2, and
(A"*,v"*) represent (A, u) and (B,u), for r,; = 1 and
r, = 2, respectively. Solving the boundary value problem
for the potential inside the spheres gives



48 HARTREE-FOCK LAPW APPROACH TO THE ELECTRONIC. . . 5061

V„„„(r)=
R

dr'r"&i (r- r')~', .k(r') &P(r r') = 4~ r~( ~(r) l '+'
1—

2l + ] ri+i

with the Green's function Q given by

where r& (r&) is the greater (smaller) of r and r' U. sing
now Eqs. (7), (11), (12), (15), and (17), we get finally the
following form for the sphere contribution to the valence
matrix elements:

(nk~E" ~nk)s = —) ) (e ) ) T ~"'
1 (l&41) T "'~ (4l4I)Z'&(rzmztc3K4, 14 3l4, l)

m, q &,I ~1)~2 l1 lg
K3 iK4 )3) 4

+) „„(K )e ) T"' „';„(1,4I) Zg(K, ~2, 1,4, l)),
l1,L2 K1 iK2

(19)

where

V „k(R ) = (4 ) ) '" exp[i(k —q+ C~) 7 ) Yg (k —q+ G, ) ji(~k —q+ C, IB )k —q+G, . 2 (20)

is the angular momentum decomposition of the interstitial representation, and the two radial integrals are

Xg (ri&2Ksv4, lil2ls/4, l) = r2G1r r' dr'vP'(r)vi"'(r)g) (r, r')vi"'(r')vi"'(r') (21)

and

R~ (
Zs (riK2, lil2, l) = r dr

~ ~

vi"'(r)vi"'(r). (22)
0 R )

These last integrals contain the multipole moments cor-
responding to the overlap charge densities. In Eq. (19)
they are multiplied by the factors V~ k(R, ), which in-
clude the contribution of attl the muffin-tin spheres, thus
avoiding the calculation of multicenter integrals. Clearly,
symmetry allows one to reduce the number of integrals
which have to be evaluated.

We now consider the contribution to the exchange ma-
I

trix elements from the core states. Assuming that there
is no core charge spillout in the interstitial region, only
contributions arising from the spheres have to be eval-
uated, and the techniques used by Dagens and Perrot
for the APW method may be applied here with minor
modifications. As details may be found in Refs. 25 and
26, we give below only the final results, which take into
account that the core shells are closed. A core state in
the sphere o. may be written as

= P„) (r )Yg (r ).

We have then

(n'k~2')nk) = —e ) P, l (ri)YL,, (ri)4 k(rl)P, I, (r2) Yl (r2)@ k(r2)

) ) C,'o, oA "', *(n'k) A "', (nk) XP(riK2, n, l,li, l),
(2l + 1)(2l + 1) ' ), o

47) 2li + 1 (24)

where the radial integral is

ZP (~i v2, n, l,li, l ) = r' dr'P„ i (r)vi"'(r)g)(r, r')P„).(r')v,"'(r'), (25)

and the Green's function Q for these boundary conditions
1s

(26)

If we assume that the core wave functions are the same
in LDA and in HF, then the expressions given above al-

low us to calculate all necessary matrix elements of the
exchange operator, as far as energy bands are concerned.
However, a complete HP calculation which includes also
the core states can be done without too much extra e8'ort,
since the additional core-core and valence-core exchange
terms can easily be calculated, by taking advantage of
the closed shell structure of the core.
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B. Treatment of the Coulomb singularity

The heaviest part in the computation of the matrix el-
ements (5) is the sum over occupied states, requiring the
evaluation of Bloch functions everywhere in the Brillouin
zone. Summations over q points are usually evaluated
using the special-point technique. Such an approach,
however, would converge very slowly here, since the long-
range nature of the Coulomb interaction produces a sin-
gular behavior of the interstitial contribution (13) when
q = k + Co (where Ge is a reciprocal-lattice vector).
The same problem shows up in real-space approaches,

I

where it is the sum over neighboring atoms which con-
verges slowly. The analytic properties of the exchange
matrix elements have been studied by Gygi, who has
shown that expressions such as (13) have for q = k+ Gp
an integrable divergence of the form

prnk+C On'k( &)pnak+G@, nk(G&)

/k —q+ Gp/'
(27)

where we introduce the I' ourier representation of
p-~, -k(r)

p ~ „k(G, ) = p~~ „k(r) exp [
—i(k —q+ G, ) r] dr+ ) p z k(r) exp [

—i(k —q+ G~) r] dr,

which clearly shows that both the interstitial region and
the atomic spheres contribute to the singularity (27).
It has to be noted that the quantity p k(G~) de-
fined above has not the same meaning as p z k(G~)
in Sec. IIA, where the Fourier components were con-
structed from the interstitial representation of the wave
functions over the whole unit cell. In order to avoid the
slow convergence resulting from direct application of the

special-point method, we follow Gygi ' by adding and
subtracting to the right-hand side of (13) an auxiliary
function F(q) which has the same singularities as (27).
In addition, we note that when both k and q are in-
side the first Brillouin zone (as it happens during the
self-consistency cycles using the mean-value points), the
divergence occurs for Gp = O. In this particular case, we
can write the singular part of the matrix elements as

- P*,.k(0)P-~;k(0)
(n'k~2 ~&k)„~g ———4& ) '

k z
—p*„„,„(0)p k „k(0)F(k —q)

m, q-

+ ) p'„„,„(0)p „,„„(0)) P(k —(l)).
m

(29)

F q
.exp( —nlq+ G~ I')

n - /q+G fz
(3o)

where o. is a parameter whose value is chosen in order to
have a Gaussian width comparable to the Brillouin zone
diameter. Its mean value is

0
(2vr)'

3
1 ~sr)—

F(q)dq = 2a
(

—
/

Z 2vr s qnj
(31)

In the above equation, we have used the equality
p k(0) = p z k(0), which results from the fact that
the pseudocharge density preserves the integrated charge
within each atomic sphere. The term in square brackets
is now regular, and can be evaluated by the special-point
technique. The last term on the right-hand side of (29)
depends on the choice of the auxiliary function F(q).
This choice is not critical, except that away from the di-
vergence, F(q) should be smooth enough. Furthermore,
periodicity of F(q) ensures that its gradient is continu-
ous at the border of the Brillouin zone. We have taken
the following choice of the auxiliary function:

C. GW formalism and related approximations

In the one-particle Green's function formalism, the
quasiparticle energies e g and the corresponding Bloch
functions g„k(r) can be obtained from the solutions of
the equation

II4 k(r) = IIog k(r)+ dr' ~(r, r';e k)4' k(r')

= e„k vP„k(r).

The Hamiltonian Hp includes the kinetic energy oper-
ator, the electrostatic potential of the ions, and the
Hartree term due to the electrons, while the self-energy
operator Z describes the eÃects of exchange and correla-
tion. A systematic way of constructing approximations of
the self-energy operator has been proposed by Hedin.
The simplest approximation within this scheme is the
so-called GW approximation, where the self-energy is
expanded in the screened Coulomb interaction, retaining
only the lowest term
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Z (r, r';E) = i
dE

G(r, r'; E + E')W(r, r'; E').
27r

(33)

)- @- ()&*,(')
E emq + i 7j sgn(emq p)m, q

(34)

G is the one-particle Green's function, expressed in a
quasiparticle approximation as

where v is the bare Coulomb interaction and i the
dielectric matrix. .

The LAPW scheme can also be used efficiently for self-
energy calculations within the GW approximation. It is
again convenient to use the second variation introduced
in Sec. II A, and construct the LDA functions which diag-
onalize the LDA-like Hamiltonian obtained from quasi-
particle functions. In order to calculate the matrix el-
ements of the self-energy operator (33) over the LDA
basis, we first Fourier transform Eq. (35)

where p is the Fermi energy, and the sum over m and
q runs over all (occupied and empty) states in the first
Brillouin zone. R is the dynamically screened Coulomb
interaction

W(q+ G;, q+ G~; E)

= v(q+ G~) s (q+ G;, q+ G,. ; E),

W(r, r'; E) = dr' E (r, r"; E) v(r" —r'), and then rewrite it as
(36)

W(q+ G, , q+ G, ;E) = v(q+ Gi) b~, ~,. + v(q+ G, )[s (q+ G;, q+ Gi;E) —b&,. &,. ]. (37)

If we substitute this expression for W into (33), the first term (bare Coulomb interaction) gives the HF self-energy,
and the second term gives the correlation corrections due to the dynamical screening. We fi.nally get

k —q+G, . 2

s
—'(k —q+ G;, k —q+ G, ; E') —b~, ~, ] dE'

E+E' —e +igsgn(e q
—p, ) 2ir ' (38)

where we have used the Fourier components p k(G~)
defined in Sec. IIB. The calculation of the HF con-
tribution (n'k~2 ~nk) has already been discussed in
Secs. IIA and IIB. In order to evaluate the correlation
contribution, (n'k

~

Z —Z
~
nk), we first notice that

—1 vanishes quickly at large wave vectors, result-
ing in a fast convergence of the expansion in terms of G;
and G~. This allows us to perform the double reciprocal-
lattice-vector summation in (38), which otherwise would
be practically impossible in an all-electron approach. In
order to perform this summation, we have to evaluate

I

the Fourier coefficients (28) taking into account both the
interstitial and the sphere contributions. The former is
efBciently computed with FFT. In order to evaluate the
latter, we write K~ = k —q + G~ for convenience, and
use the Rayleigh expansion of a plane wave

exp [ i K~ r] = 4ir exp (
—i K~ a ]-

x ) i ' Yl*(r ) Yl, (K.) ji (K r). (39).
L

We have then

p q „k(r) exp [ i K~"r] dr = 47re exp—
[ i K~"v ] ) Yl, (K~.)—) ) T"'q"„'i, ( i 2 )

~

~

Sa L 11)lg K1,~2

r' r ji ( ~r) i"'(r) i"'(") (4O)

where use has been made of Eqs. (11) and (15).
The energy integration in Eq. (38) is a non-

trivial task, requiring the full dielectric matrix
(q + G;, q + G~; E), which in turn has to be deter-

mined self-consistently. At this point, various approxi-
mations can be obtained, depending on the model used
to evaluate the energy integral.

The static COHSEX approximation of Hedin con-
sists in assuming a simple plasmon-pole behavior for

gCOHSEX gCOH + CSEX
) (41)

whose matrix elements can be written explicitly as fol-
lows:

the dynamical dielectric matrix, and taking the limit
E —~ q && Scuz, where w„ is the plasmon frequency.
With this approximation, the self-energy breaks into two
terms, i.e. , Coulomb hole (COH) and screened exchange
(SEX)
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(n'k]Z" [nl ) = (n'k[Z"'[nl ) —4~ ) [~-'(k —q+ G;, k —q+ G, ; & = 0) —~c„a,j

(42)

and

2 k —q+G~ ~
121

The sum over m in (42) is over occupied bands only, while that in (43) is over all bands, i.e., over a complete set,
thus allowing us to simplify the Coulomb-hole term to a local interaction

~ k-
(n'kiZ ink) = 4~e ) p„,„„„(G,—G;) ) 2 k —q+G,-2

The bare Coulomb potential appearing in (13) is replaced
in Eq. (42) and Eq. (44) by a screened potential, and
accordingly, the auxiliary function F(q) should also be
scaled by s(q = 0).

These formulas can be further simplified by introduc-
ing the so-called d-COHSEX approximation. It con-
sists in neglecting local-field efFects in the static dielectric
screening, which is equivalent to the assumption that the
dielectric response of the system has full translational in-
variance. In this case, the dielectric matrix is diagonal
in reciprocal space, and can be replaced by a dielectric
function. Equation (36) becomes a simple product

I

W(q+ G, , q+ G, ; E) = ~(q+ G;) s '(q+ G;) 8~ ~ .

(45)

It is easy to show that the Coulomb-hole contribution
Eq. (44) reduces to a constant

'(q) —1

(46)

while the screened exchange term of Eq. (42) becomes

(n, 'k)g~ —sEx)n, k) = (n'k(E [nk) —4~ ) [s '(k —q+ G, ) —1] ) k —q+G~ 2 (47)

This last formula has been used for testing our formalism,
and the results are presented in the next section.

III. B.ESULTS

A. Computational details

We have tested the above HF-LAPW approach with
electronic calculations for silicon and diamond. In order
to compare the results of our scheme with those from
other existing HF calculations, we used the observed val-
ues of the lattice constant 5.430 A. and 3.567 A. (Ref. 29)
for silicon and diamond, respectively. The atomic sphere
radii are 2.1 (1.4) a.u. , and the LAPW basis size has
been set to include all plane waves with energy up to
6.3 (14.4) Ry. Similarly, charge densities and potentials
have been expanded up to a cutoff of 41 (94) Ry. The
wave functions are expanded inside the spheres in terms
of products of radial functions and spherical harmonics
with l & 8. Charge densities and potentials are expanded
up to l & 8. The summations over the Brillouin zone are
evaluated using the special-point technique. For both sil-
icon and diamond, we use the two Chadi-Cohen points

kz —
( —,—,—) and k2 ——( —,—,—) (in units of 2vr/a, where

a is the lattice constant), whose stars contain 24 and 8
symmetry-equivalent points, respectively.

The q summation over the Brillouin zone in Eq. (5),
and the evaluation of the matrix elements of the exchange
operator over the LAPW basis, are features of our HF
scheme. The kq, k2 Chadi-Cohen special points are also
used for the q summation in Eq. (5). However, the time-
consuming matrix elements in Eq. (5) do not need to be
evaluated 32 times (i.e. , over the whole stars of kq and
k2), since symmetry arguments can be used. Indeed,
given the point-group symmetry of the exchange opera-
tor Z, it is easily shown that all matrix elements with
k —q belonging to the same star are equal to each other.
This fact allows us to restrict, for a given k, the number of
Bloch functions g z(r) which have to be calculated dur-
ing the self-consistency cycles. Also, once the HF wave
functions at a given k point have been calculated, those
at equivalent points can be obtained by using group-
theory methods. Even using symmetry arguments at
best, the computation of the exchange contribution to the
Hamiltonian matrix elements is rather time-consuming
and, in order to save further time in the evaluation of
matrix elements (19), summations over l, lq, l2, ls, l4 are
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performed only up to values & 4. This truncation results
in an error smaller than 1 mRy on the calculated eigen-
values. LDA-LAPW wave functions are used to start the
self-consistency HF process; they are obtained with the
same values of convergence parameters. We stress again
here that in a HF calculation, the quantities which must
be calculated iteratively are the wave functions of the
occupied states, and not the total charge density, as for
a LDA calculation. However, the closeness of the LDA
and HF wave functions in the case of silicon and diamond
reduces largely the number of HF iterations, as already
pointed out by several authors. ' ' After four itera-
tions, we obtained very good self-consistency for the two
crystals studied here, but already the first iteration based
on LDA wave functions gives results which are quite close
to the final ones. The situation was different for CaCuOq,
where 10—15 iterations were needed.

An additional comment is in order regarding the com-
putation of the HF energy band structure, once the self-
consistency cycle is over. The computation of the sin-
gular terms (29) requires the knowledge of the overlaps

p i, i, (0) between HF and basis functions at k. During
the self-consistency procedure, these quantities are calcu-
lated only at special points. However, when we calculate
the HF band structure at a point k which does not belong
to the special point set, we need the overlaps between the
HF wave functions and basis functions at k, which are not
known. Therefore, in this case we need to implement a
small iteration procedure, in which such overlaps are cal-
culated. Practically, we assume p k k ——eb, calcu-
late the first approxiination of g„~, use them to compute
the overlaps, and iterate (typically 10—15 times) until the
procedure converges. In cases where k is close to one of
the mean-value points, the denominator of the singular
terms becomes very small, and some care is needed for
the above procedure to converge. One possible method
for avoiding this di%culty is to mix the current overlaps
with previous ones during the iterations. Since we only
have to iterate on the singular terms, the time-consuming
matrix elements do not need to be recalculated, and the
required extra time is very small.
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FIG. 2. Hartree-Fock self-consistent band structure of di-
amond. Energies are measured relative to the valence-band
maximum.

FIG. 1. Hartree-Fock self-consistent band structure of sili-

con. Energies are measured relative to the valence-band max-
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The HF band structures of silicon and diamond ob-
tained with our formalism are displayed in Figs. 1 and 2.
The (self-consistent) energies of the most relevant states
relative to the valence band maximum are summarized
in Tables I and II, where comparison is made with two
recent calculations. ' We also list in these tables the
corresponding LDA and experimental results. We have
not included here data from the pioneer work on silicon
by Dovesi, Causa, and Angonoa because of the lack
of convergence of their conduction states. We note that
the agreement between the LAPW and the pseudopoten-
tial calculations is good for both LDA and HF results.
The somewhat larger differences relative to the LMTO
results may be attributed to the fact that this last cal-
culation (which is not self-consistent) uses the so-called
atomic-sphere approximation. In Fig. 3, we compare the
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FIG. 3. Difference between the self-consistent Hartree-Fock
and LDA charge densities of silicon in the (110) plane. The
lines of equal densities are separated by 0.001 e/(a. u. ) . Bro-
ken lines indicate the zero contours, while positive (negative)
contours are represente'd by solid (dotted) lines.
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TABLE I. Self-consistent Hartree-Pock eigenvalues and gap E~ for silicon, as obtained in this
work (LAPW) and in other calculations. LDA and experimental values are also given for compari-
son. Energies are measured in eV with respect to the valence-band maximum.

PP
—12.1

2.6
3.4
0.6
1.5

LDA (eV)
LMTOb
—12.0

2.7
3.0

LAPW
—12.0

2.6
3.1
0.6
1.4

PP
—17.1

9.3
11.0
6.9
8.1

HF (eV)
LMTO
—18.0

8.7
9.3
5.6
6.7

LAPW
—17.1

9.0
10.6
6.6
7.8

Expt. (eV)

—12.5
3.4
4.2
1.3d

2.1 2.4

X4 -+ Xg
L3I m Lg~

0.5
3.5
2.7

0.5 0.5

2.6

6.4
10.7
9.6

5.6
10.0
8.1

6.3
10.5
9.4

1.2
4.2 4.5
3.5 3.9

Pseudopotential calculation, Ref. 18.
LMTO calculation, Ref. 15.

'From Ref. 29.
Prom Ref. 30.

'Prom Ref. 31.

total charge densities obtained with the HF and the LDA
methods for silicon. The results show that the electronic
density is slightly higher in the bond region when the
HF approximation is used. This variation only involves
a change of about 6'Fg at the bond site, which confirms
the resemblance between HF and LDA states.

As usual, HF gaps are larger than the experimental val-
ues by a factor of 2 or more, and the valence bandwidths
are also larger by about 30—40%. However, HF results
can be used as a well-defined starting point for the in-
clusion of many-body corrections. In particular, HF is a
necessary step towards a full GW calculation, which un-
fortunately requires sophisticated additional calculations
(such as, e.g. , the full dielectric matrix). However, with
little additional computational eKort, we can implement
the COHSEX method, especially in its diagonal approx-
imation. Although it is known that the d-COHSEX ap-
proximation is too crude for correctly predicting the ex-

citation spectrum of semiconductors, it is interesting to
compare it with the HF approximation, and to see that
much of the quantitative error is removed. We have ap-
plied the formalism described in Sec. II C and performed
non-self-consistent d-COHSEX calculations in silicon and
diamond. We use the following model diagonal dielectric
function:

g +o'
s q) =

(7 + o! jso

for screening the interaction potential appearing in (47).
We take for silicon (diamond) the experimental values

so= 1 1.4 (5.7) and the values o!=0.93 (1.36) a.u. , which
reproduce the results of random-phase approximation
(RPA) calculations. s The results of the d-COHSEX cal-
culations for valence bandwidths and excitation energies
are given in Table III, where comparison is made with

TABLE II. Self-consistent Hartree-Fock eigenvalues and gap E~ for diamond, as obtained in
this work (LAPW) and in other calculations. LDA and experimental values are also given for
comparison. Energies are measured in eV with respect to the valence-band maximum.

PP
—22.?

5.5
12.3
3.9

LDA (eV)
LMTO
—21.3

5.7
13.4

LAPW
—21.5

5.6
13.4
4.6
8.4

PP
—29.1

15.0
24.8
13.6

HF (eV)
Z,MTOb
—29.9

14.6
23.7
12.7
17.6

LAPW
—29.4

14.7
24.5
13.2
18.3

Expt. ' (eV)

—24.2
7.3

15.3

Eg
X4„m Xi
L3~„m Lg

3.4
10.4
10.8

4.0
10.9
11.2

12.9
21.3
21.8

12.1
21.3
21.3

12.4
21.5
22.0

5.5
12.5
12.5

Pseudopotential calculation, Ref. 18.
LMTO calculation, Ref. 15

'From Ref. 29.
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TABLE III. Valence-band width and excitation energies in silicon and diamond, as obtained in
this work from a self-consistent d-COHSEX calculation, and compared to other calculations and
experimental values. Energies are given in eV relative to the valence-band maximum.

Si
r,„
I'i5
r...
Xg
L-i

X4„w Xg~
Lgt„w Lg~
C
r,„
r...
I'g

Xg
Lg

X4~ w X]g

L3l„w Lg~

LDA

12.0
2.6
3.1
0.6
1.4
0.5
3.5
2.6

21.5
5.6

13.4
4.6
8.4
4.0

10.9
11.2

d-COHSEX

13.9
3.1
4.5
0.4
1.9
0.3
3.8
3.3

25.1
7.4

15.8
5.2

10.3
4.7

12.5
13.5

d-COHSEX

3.2
4.4
0.8
2.1
0.7
4.2
3.5

d-COHSEXb

0.5

5.1

Expt.

—12.5'
3.4'
4.2'
1.3d

2.1' 2.4
1.2'

4.2 4.5'
35' 39

24.2'
7.3'

15.3'

5.5'
12.5'
12.5'

From Ref. 18.
From Ref. 4.

'From Ref. 29.

'From Ref. 31.

the pseudopotential values of Refs. 18 and 4, which were
obtained with the same model dielectric function. The
agreement between these two calculations is very good,
and a striking result is that the lowest direct excitation
energies are now in satisfactory agreement with experi-
mental data. However, as previously noticed (see, e.g. ,
Ref. 18), the lowest indirect gaps are still considerably
underestimated in this approximation.

IV. CONCLUSION

potentials without shape approximation, the ease with
which the convergence of the results with the basis-set
size can be monitored, and finally the ability to treat all
the elements of the Periodic Table.

Since HF is a well-deGned starting point for pertur-
bative many-body calculations, we have also derived the
formalism for more sophisticated approaches like the GW
and COHSEX approximations. The case of d-COHSEX,
particularly simple to implement, has been applied to sil-
icon and diamond, resulting in satisfactory values for the
lowest direct excitation energies.

The major purpose of the present work was to show
that the LAPW basis, which has been widely and suc-
cessfully used in conventional LDA-based band structure
calculations, is well suited also for HF-like computations.
This was demonstrated by our self-consistent calculations
for silicon and diamond, which are found to be in very
good agreement with previous HF results. Our formalism
retains the precision and efBciency of the corresponding
LDA scheme, in particular regarding the evaluation of
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