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‘We present femtosecond time-resolved optical pump-probe measurements of the coherent exci-
tonic nonlinear optical response in GaAs quantum wells. The data exhibit features that cannot be
explained by the conventional description of the optical Stark effect as a rigid blueshift of the exciton
absorption spectrum when the pump field is present. Using the semiconductor Bloch equations we
develop a model that permits the pump-induced changes in the probe transmission to be calculated
for arbitrary laser pulse profiles, both chirped and unchirped. The results demonstrate that the
amplitude and phase spectral structure of the probe strongly influence the detection signal when the
pulses are ultrafast (i.e., faster than the polarization decay time), in marked contrast to the normal
assumptions made in transient optical spectroscopy. We examine these dynamic contributions in
terms of four-wave mixing of different frequencies in the probe spectrum, and show that in addition
to the optical Stark shift normally measured, there is an additional component arising from dynamic
changes in the refractive index due to resonantly enhanced cross-phase modulation.

I. INTRODUCTION

Pump-probe spectroscopy is a standard technique for
investigating the transient response of a medium to
pulsed optical excitations. In this technique the pump
pulse perturbs the absorption spectrum of the medium,
which is subsequently probed after a set time delay. This
method implicitly assumes that the probe pulse is too
weak to induce any substantial excitation of the sample
and acts only to measure the transmission at each wave-
length. In this paper we shall show that this assumption
is not generally valid and that the results of such an ex-
periment can depend substantially on the internal phase
and amplitude spectral structure of the probe pulse. This
effect is reminiscent of the well-known “coherent artifact”
produced in coherent nonlinear measurements.!

The optical Stark effect (OSE) in semiconductors has
been the subject of considerable experimental and the-
oretical work in recent years.2 ® When the pump pulse
is detuned below the lowest exciton transition, the reso-
nance frequency is increased, thus blueshifting the ab-
sorption spectrum of the exciton transition measured
by the probe pulse. In addition to displaying behavior
analogous to that found in atomic systems,® the strong
coupling of excitons to phonons and carriers modifies
the nonlinear optical response of semiconductors. Re-
cent work by Lindberg and Koch® and Joffre et al.'® has
shown that new effects can arise when the pulse widths
approach the phase relaxation time of the medium. In the
case of excitons in GaAs quantum wells with binding en-
ergy of approximately 10 meV, this regime is experimen-
tally accessible. The present work shows that in addition
to these new temporal effects, the measured response is
strongly dependent on the spectral content of the probe.
We consider two regimes here, in which (i) the probe
pulse (of duration Tprobe) is faster than the exciton re-
sponse (Tex) and possesses a power spectrum which is not
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flat at the detection frequency, and (ii) the probe pulse
is strongly chirped. In this way we examine the effects
of both amplitude and phase structure in the probe spec-
trum. The experimental data are interpreted in terms of
a model of the nonlinear optical response derived from
the semiconductor Bloch equations.!! The resulting ex-
pressions for the induced changes in transmission can be
used with arbitrary pump and probe field distributions.
Although the theory assumes Markovian damping and
neglects phonon coupling between the different exciton
states, these expressions provide a good qualitative ac-
count of the data and lead to the interpretation of the
dynamic interaction in terms of pump-induced exciton-
mediated coupling between probe frequencies inside the
sample.

After presenting the details of the experiment using
unchirped pulses (Sec. II), we outline the theoretical
model in Sec. III. In Section IV we describe results ob-
tained with chirped probe pulses, and demonstrate how
they arise in the model. Section V describes the mech-
anism in terms of a mixing process. We summarize our
results in Sec. VI, and present mathematical details of
the model in Appendices A and B.

II. EXPERIMENTS USING
BANDWIDTH-LIMITED PULSES

The transient nonlinear optical response of the heavy-
hole exciton in GaAs multiple quantum wells (MQW’s)
was measured using time-resolved absorption spec-
troscopy. In this now standard technique, an intense
pump pulse (here propagating along the sample growth
direction) is focused through the sample and a non-
collinear probe pulse is focused through the same vol-
ume (Fig. 1). The pump beam is masked off behind the
sample, while the probe pulse is spectrally filtered in a
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The pump pulses were generated in a Ti:sapphire laser
pumped by a cw multiline argon ion laser. The pas-
sive cw mode locking provided by the gain crystal (1
cm long with 0.1% doping) was stabilized using a sat-
urable absorber jet (104 M IR140 in ethylene glycol)
in a 5-cm secondary subcavity.!? Tunable output was
available between 800 and 880 nm (limited by the mirror
transmission and gain bandwidth) using a 400-pm single-
plate birefringent filter, with average power of 350 mW
and pulse width less than 200 fs. A two-prism, negative
group-velocity-dispersion (NGVD) stage inside the laser
cavity was adjusted for minimum pulse width, and the
output pulses were measured to be bandwidth limited.

The optical Stark effect is observed when a strong
pump field, detuned below the exciton resonance (Fig. 2),
is imposed on the sample. Two quantum well structures
have been studied.

(i) A 76-A GaAs/AlAs MQW sample which had an
n = 1 heavy-hole exciton transition (E1-hh) at 1.488 eV
at 300 K, approximately 19 meV below the n = 1 light-
hole transition (E1-1h) (see Fig. 2).

(i) A 100-A GaAs/Alj 3Gag.7As MQW sample where
the corresponding heavy- and light-hole exciton transi-
tion energies were 1.460 and 1.471 eV, respectively.

This large spectral separation of El-hh and F1-lh al-
lows us to ignore the effects of the light hole when dis-
cussing transmission changes around the heavy-hole ex-
citon (Sec. IV A). The samples were of sufficient quality
that the experiments could be performed at room tem-
perature, and a pump detuning of 35 meV was adopted
to minimize one-photon absorption while remaining near
resonance. In order to produce probe frequencies around
the exciton, a “continuum” was generated by focusing

approximately 70% of the laser output into 40 cm of
single-mode optical fiber. The combination of self-phase
modulation and group-velocity dispersion considerably
broadens the spectral bandwidth of the pulses (extend-
ing it to 90 meV) thus allowing measurements of the per-
turbed sample transmission near the exciton energy (see
Fig. 2). Since the fiber-generated continuum is chirped,
a NGVD stage was used to recompress the probe pulses.
Average pump powers of 20 mW were used, producing
peak intensities of 20 MW cm~2 in the sample; the probe
was subsequently attenuated to a factor of 10~3 of the
pump intensity. A phase-sensitive detection scheme was
adopted to improve the signal-to-noise ratio: each beam
was chopped at a different frequency before the sample,
and the probe photocurrent was detected at the differ-
ence frequency. Simultaneous measurements of the abso-
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pump

L . S~
1.45 1.50
Energy (eV)

FIG. 2. Linear absorption spectrum of the 76-A GaAs
MQW sample at room temperature showing the n = 1 heavy-
hole (E1-hh) and light-hole (E1-lh) exciton transitions. Also
shown are the pump and probe spectral profiles detuned below
the lowest exciton transition.
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lute probe intensity allowed on-line normalization of the
data in a microcomputer which also controlled a stepper-
motor-driven delay line (2.5 pum or 17 fs steps) and the
detection wavelength (monochromator bandpass 1 meV).

Data are presented in the conventional fashion as the
differential transmission signal (DTS)

Ion(Ta V) — Ioff(V)
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FIG. 3. The differential in transmission (DTS) measured
at different values of the probe detuning A (meV) from the
n = 1 heavy-hole exciton. (a) 76-A and (b) 100-A GaAs
MQW samples at 300 K. The pump has a pulse width of 180
fs and is detuned 35 meV below the heavy-hole exciton. The
unchirped probe has a bandwidth of 40 meV.
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where I,,(7,v) represents the probe intensity at the de-
tection frequency v when the pump pulse is also on the
sample (with the peak of the pump pulse at a time 7 ear-
lier than the peak of the probe pulse), and I, is the un-
perturbed transmitted probe intensity. When the change
in the absorption is not too large, i.e., Aad <« 1 where
d is the sample thickness, the equality (2.2) holds, and
the induced absorption coefficient Aq is directly probed.
This method is conventionally used to normalize out the
effects of probe intensity fluctuations and spectral struc-
ture within the continuum: it assumes a linear response
of the excited medium to the probe pulse.

Figure 3 shows a series of 7(7,v) measurements as
a function of 7 for different detection frequencies near
the heavy-hole exciton. It can be seen that there is an
ultrafast response, with an increase in transmission on
the low-energy side of the exciton and an increase in ab-
sorption on the high-energy side. These features form
a signature of the optical Stark effect in which the ex-
citon absorption line is shifted to higher energy by the
instantaneous pump field (a blueshift). Similar behavior
is seen for both the 76- [Fig. 3(a)] and 100-A [Fig. 3(b)]
QW samples. The temporal response ~250 fs is close
to that of the measured cross-correlation between pump
and probe beams 7. = 220 fs. The weak residual effect
remaining at 7 > 7. is tentatively ascribed to real car-
rier generation,3'3 most likely by a multiphoton process,
and shows the difficulty in producing a purely coherent
electronic excitation of semiconductors.

In addition to these observations, which are qualita-
tively similar to previously reported results,>® there are
well-resolved details that cannot be explained in terms of
an adiabatic blueshift of the exciton resonance. A differ-
ence in the time delay of the peak response is apparent
either side of the exciton center [highlighted explicitly in
Fig. 3(b), where it was measured to be 130 fs], and tem-
poral scans near the exciton energy show both positive
and negative DTS. Neither of these features are expected
if the exciton line rigidly shifts to higher energies and re-
turns when the pump pulse exits the sample, because this
would imply that all DTS traces should be symmetrical
around zero delay. To interpret these signals in terms
of the pump-perturbed sample transmission at each de-
tection wavelength requires changes in the exciton line
shape.!* The asymmetrical behavior about 7 = 0 implies
that this evolution of line shape is not purely a function
of the instantaneous pump intensity. In the theory de-
rived in the following section we show this description to
be inadequate when the optical pulse widths approach
the phase scattering time of the exciton.

III. THEORY

In this section, we use the model presented by Lind-
berg and Koch®!! that derives from the semiconduc-
tor Bloch equations for electrons and holes, and extend
their results to obtain more general, though computa-
tionally tractable, expressions involving arbitrary pump
and probe pulse profiles. These results are later simpli-
fied by using the approximation of an isolated two-level
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system to allow an analytical comparison with experi-
ment.

A. Nonlinear response

The change in probe transmission induced by the pump
pulse is calculated in Appendix A to give

Tr) = —I/dIm{P(S)(V, 7-)} ’

ne eo&p(V)

(3.1)

where P®)(v,7) is the pump-induced third-order polar-
ization of the medium, &£,(v) is the probe field, and 7 is
the refractive index of the medium.

It is more convenient to transform into the rotating
frame at the pump frequency (wpump), With respect to
which all frequencies are now transformed. The pump de-
tuning € = Wex — Wpump, Where Awex is the n = 1 heavy-
hole exciton transition energy, is then equal to the exci-
ton frequency in the new rotating frame. In the present
experiments, the only exciton state which needs to be
included in the description is the n = 1 heavy-hole ex-
citon since it is spectrally well separated from all the
other exciton states and in particular from the n = 1
light-hole exciton (see Fig. 2). The expression for the in-
duced polarization is further simplified by retaining only
those terms which propagate in the original probe direc-
tion kprobe (since the experiment is sensitive only to these
terms), and are proportional to £, E*E, where E is the
pump field. The details are presented in Appendix A,
and the result is

POw) =[5 e g -5)GEY), (320

where the transfer function G(6,v) is given by

2
66, = (22 ) x0w) [ 52 BOE(a-0)

xD(A,6,v). (3.2b)
The resonant enhancements are contained in
1
Ddon) = o5 —Rvay
y 1 v—A+ 2y
v—6—Q+iy v— A+l
1 8 + 2y
3.2
T ATQrm e+’ (3-2¢)
and the linear susceptibility is
2
X () = ——/heo (3.2d)

V — Wex + 1Y ’
1 is the oscillator strength, and «, I are, respectively, the
polarization and population decay rates. Assuming the
exciton linewidth to be predominantly homogeneously
broadened, we estimate v ~ 5 meV from the linear ab-
sorption spectra.

The measured signals are obtained from (3.1)
and (3.2a)—(3.2d) at various time delays. These equa-
tions can be used for general pump and probe line shapes
as well as for arbitrary dephasing and population decay
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rates. At large detuning the first term of D in (3.2c)
dominates because both § and A are smaller than Q if
there is to be no real absorption. An expression which
bears some similarities has been derived by Burt!® for
the degenerate case where pump and probe occur both
at the same frequency and time.

In Sec. V we will use (3.2a)-(3.2d) to examine the four-
wave-mixing interaction. However, it is useful here to
work in the large detuning approximation and, in order to
produce analytical results, to further assume that only a
single inelastic scattering process operates on the exciton,
so that I" = 2. Hence, from (3.2¢) and (3.2d) we get

1) (y —
D(A,6,v) = (f‘%’) xP -9 ,

2 (3.3)

which is independent of A. Evaluating the induced polar-
ization using (3.2a) and (3.2b), we obtain the convenient
expression

POG7) = Z2XD0) [at B PO, (34)

which represents the smearing of P()(v,t) by the finite
pump pulse width. P() is the linear polarization in a
frame rotating at the detection frequency v:

PO, 1) = et PM (1)
ivt dw () —iwt
=ee [5-X (w) Ep(w) e . (3.5)

When the probe field enters the sample it sets up a polar-
ization that reradiates back into the probe. The change
in the probe field 6&, arises from pump-induced pertur-
bations of this linear polarization.

The third-order polarization can be expressed in an
alternative form by integrating (3.4):

_ 220 () / aPW(t)
20O (w) [ar A +7) =, (36)

with the tlme-lntegrated pump intensity,

A(t) = / dt' |[E@))? . (3.7)

The rate of change of polarization obtained from (3.5)
can be combined with

(v —w) xW(w) xP ) =

PO (v, 1) =

T 2 [x(w) - xO(w)] |
(3.8)

which is valid for a Lorentzian line shape (3.2d), to give

PO, 1) =

2ip® ivt €0 —iwt

20 / dt A(t +1)e o /dw e ey (w)
x [V (w) = x|

= 21/1 /dt At +T7)et

x {P(l)(t) - x(l)(u)soé'p(t)] .
(3.10)

(3.9)
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TABLE 1. The decay time of the polarization induced by the probe, Tyo1, is given by the
convolution of the probe with pulse width Tprobe and of the material response with decay time
Tex(ox v~ 1). The Stark shifts Swad, Swex, and the phase shift ® are defined in (3.12), (3.16), and
(3.15), respectively.
Regime Temporal limit Weak shift limit
Adiabatic response Tex < Tprobe < Tpump Swaq < v
Dynamical correction Toump < Tpol Swex < ¥
Material-dominated dynamic response Tpumps Tprobe < Tex d<m
Probe-dominated dynamic response Torobe < Tex < Tpump
; , @ _ _ 20 M) () PO
The two equivalent expressions (3.4) and (3.10) for ar- P (v,7) = ~3a A(oo) x\"V(v) P (v, —T1) . (3.13)

bitrary pulse profiles are useful in examining the physical
processes under study. They can also be derived (in the
approximation of large detuning and I' = 2v) by extend-
ing the nonlinear susceptibility formalism of Joffre et al.*
To our knowledge, these results (3.4) and (3.10) have not
explicitly appeared in the literature, although they may
have a significant role in the interpretation of many of
the pump-probe experiments performed. We shall now
apply them to four different regimes, which are shown in
Table 1.

B. Adiabatic limit

In the adiabatic limit, we take all the field amplitudes
to vary more slowly than either the polarization scatter-
ing time or the Rabi cycling time (~ 27/). For a probe
pulse which is much shorter than the pump pulse, the
third-order polarization is calculated in Appendix B to
give the pump-perturbed total polarization

|
5 K

Py, 7) = PO ) + PO (v, 1)
(1
(3.11)

=e0&p(V) [x(l)(u) — bwad(T) ‘Z‘w

where
2|uE(T)|?
hQ

is the adiabatic Stark shift, E(7) being the instantaneous
pump field strength when the probe pulse arrives. Since
bwaa(T) < 7y in the large detuning limit, we can contract
the bracketed kernel of (3.11) into xM (v — waa(7)).
This is equivalent to an increase of the resonance energy,
known as the optical Stark shift, with the absorption now
centered at wex + 6waq(7). For quasi-cw intense optical
fields detuned below the exciton transition, the effective
absorption line seen by a weak probe beam appears to be
centered around a higher energy than the unperturbed
linear response. However, as the pump and probe pulses
get shorter new effects appear and the spectral extents
of the pump and probe start to play a role.

Béwaq(T) = (3.12)

C. Dynamical correction to the adiabatic response

For an ultrashort pump pulse, the convolution in (3.4)
can be ignored and we obtain

Thus the time-resolved nonlinear signal follows the lin-
ear polarization induced by the probe pulse. The sign of
7 follows from the conventional definition of time delay
and is reversed in comparison to time-resolved experi-
ments involving incoherent nonlinearities.1® In the latter
case the above band-gap pump pulse deposits energy into
the medium, which relaxes back to the ground state over
a longer time. The probe then measures how quickly this
decay occurs by measuring the excited-state energy dis-
tribution in the medium. In the present coherent regime,
it is the probe which “deposits” a polarization in the
medium, and this subsequently relaxes over time. The
pump in effect “probes” this decay by perturbing the po-
larization, although no pump energy is absorbed and the
signal is detected on the probe beam.

Again, using the Lorentzian line shape (3.2d), and (B3)
with (3.13), the change in the total polarization can be
written as

Py, 1) = e0&p(v)x P (v)

@ 6X(1) ~(1)
—'X(T(V) —8—;‘,}3 (I/, —7') , (314)

where
242 A(oc0)
P = _—h?T = /dt 6wad(t)

is the integrated phase shift produced by the pump.
Hence, similarly to (3.11) we obtain a frequency shift
of the exciton

(3.15)

PMW (v, —7)

5wex(7') =® x W y

(3.16)

providing Swex(7) < 7. The final factor, which is inde-
pendent of the oscillator strength, contains the correction
to the adiabatic regime from the dynamic response and,
as it is complex, can represent changes in both energy
and line shape of the excitonic response.

D. Material-dominated dynamic response

In order to recover the regime considered by Joffre
et al.,* we assume that both pump and probe pulse
widths are considerably shorter than the polarization de-
cay time, so that E(t) = Ey §(¢). Using (3.10) we obtain
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PO (v, 1) =id / dt 6(t + 7) ™

x [PD) = xVW)eoty(®)] s (317)

where @ is defined in (3.15). For 7 < 0 (when the pump
pulse arrives after the probe) 6(t + 7)€, (t) = 0 for all ¢,
since the the probe pulse is short. Thus we can drop
the final term in (3.17), and, after an inverse Fourier
transform, we get the total perturbed polarization in the
rotating frame at the detection frequency (cf. 3.5)

Ptot(t, 7_) = eiut /dw e—iwt Ptot (w’ 7_)

N { P (¢) ei®
T 1 PW@)

which shows that the effect of the pump is to induce an
extra phase shift on the probe polarization. The size of
this phase shift is determined by the integrated intensity
of the pump pulse. This “jarring” of the polarization
introduces a phase discontinuity of the radiating polar-
ization, whose effects persist for all times after the arrival
J

t>—7

e r (3.18)

PO, 1) x / dt etV (t) {sp(u) [A(t+7) — A(T)]

where x(!)(t) has an exponential decay for ¢ > 0. When
this decay is fast compared to the pump pulse (YTpump >
1), we need retain only the first-order terms in the Taylor
expansions of |E(t+7)|? and A(t+7) [defined in (3.7)] for
small ¢, hence

T }

(3.20)

1) 08, d|E|?

{0 B0 - 52 22

p® (v, 7) x agy

When there is no spectral asymmetry in the probe
(-‘?(%1 = 0), (3.20) yields a signal whose amplitude follows
the pump pulse profile as expected of an adiabatic Stark
shift. When the probe spectrum has a spectral asymme-
try at the observation frequency (%ﬁ’- < 0), the second
term in 3.20 can be negative for times after the peak of
the pump pulse (1 > 0) so that P®)(v,7) can change
sign at 7 = 0. For this to happen, the asymmetry in the
probe spectrum must be such that

V — Wprobe 2T > 1
Aw? T2 (41n2)2’

probe pump

(3.21)

where bandwidth-limited Gaussian pulses have been as-
sumed. This result shows that two conditions must be
satisfied for the observation of the asymmetrical tempo-
ral response. First, the pump pulse should be short, and
second, the probe center frequency (wprobe) should be
detuned from the exciton center (about one bandwidth
here). These conditions correspond to both spectral and
dynamical conditions on the experimental parameters.
For the experiments described in Sec. II, the inequal-
ity (3.21) is easily satisfied for time delays shorter than
the pump pulse width.
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of the pump pulse. This leads to the “reversed” dynamics
observed experimentally.45

E. Probe-dominated dynamic regime

Having examined some of the implications for the op-
tical nonlinearity within a short pulse approximation,
we now examine the conditions pertaining to our ex-
periments presented in Sec. II, namely, when the probe
pulse width is shorter than the material response time
which in turn is shorter than the pump pulse width
(Toump)- The results obtained depend on the fact that
the unchirped probe pulse does not have a symmetri-
cal spectrum around the exciton resonance, and that the
probe bandwidth is large compared to «.

The spectral asymmetry of the probe is assumed to
be weak around the observation frequency so we can

write Ep(V — w) = Ep(v) — wIE,/Ov. Using this in (3.9)

together with the time-integrated pump pulse inten-
sity (3.7) yields

% B+l - 1B@P} |

(3.19)

f

With the above conditions in mind, (3.4) has been used
to compute the response for unchirped pump and probe
pulses of different bandwidths but centered at the same
frequency, 35 meV below the heavy-hole exciton (Fig. 2).
The calculations (Fig. 4) show qualitative agreement with
the experimental data of Fig. 3, displaying the same evo-
lution from induced absorption to transmission as the
probe center frequency is tuned through the exciton res-
onance. Clearly visible, especially for small detunings,
are temporal responses that change sign around zero de-
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FIG. 4. DTS computed from the model (3.2a)—(3.2d) for
unchirped pulses at different detection energies A, around the
heavy-hole exciton. The parameters used were Tpump = 180
fs, v = 5 meV, and Awprobe = 40 meV.
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lay, in excellent agreement with the experimental results.

It should be emphasized that although the probe pulse
is sufficiently weak to induce only a linear response, the
amplitude structure of the probe spectrum still affects
the observed pump-induced transmission changes. This
contrasts with the normal assumption that each probe
frequency simply examines the sample absorption at that
frequency. In Sec. V we will examine this result from the
point of view of a nonlinear mixing between the different
frequencies in the probe.

IV. EXPERIMENTS USING CHIRPED PULSES

Having examined the implications of amplitude struc-
ture on the probe pulse we now turn our attention to
the effects of phase structure within its spectrum. Re-
cent interest in chirped pulses has focused on whether
they can provide new information about the polariza-
tion decay of two-level systems.!”>18 In experiments us-
ing semiconductor-doped glass samples for example, the
introduction of chirp had little effect on the observed
decay'7 even though the pulses were stretched by a factor
of 50. However, recent measurements of solutions of the
dye resorufin have shown that chirped pulses can isolate
non-Markovian contributions to the phase scattering.!®
Here, we shall examine the influence of a chirped probe
on the OSE in a semiconductor.

A. Chirped probe: experimental results

In the experiments conducted here, the nonlinear inter-
action is proportional to £,EE* so that the pump enters
only through its intensity, and changing its frequency has
little effect for large detuning. We thus concentrate on
experiments that use a chirped probe pulse,

Ep(t) = &) exp {—at® —igy(t)} , (4.1)
where
¢p(t) = (wprobe + bt)t s (42)

and a = 2In2/TZ ;.. We take the chirp parameter b >

Tp"rgbe, so that the probe pulse is in the strongly chirped
regime, i.e., the chirp produces the dominant contribu-
tion to the probe bandwidth (the condition b = p_rgbe
corresponds to the limit where the bandwidth product
becomes a factor of v/2 larger than its minimum value).
To achieve this the pulse is passed through a longer
length (~ 1 m) of optical fiber in the continuum gen-
eration stage. The resultant chirp is measured by cross-
correlation with the pump pulse, and extends to 800 fs
for the same probe bandwidth as before, thus satisfying
the strong chirp condition.

Data obtained from the 76-A sample (again at room
temperature) are shown in Fig. 5 at detection wave-
lengths around the heavy-hole exciton transition. New
oscillations are evident at time delays for which both
pulses are present in the sample. A more complete set
of data is shown in Fig. 6 for the 100-A sample at 150
K. It can be seen that the features found in the previous
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/\/\A —0.4meV
A4 \YJ
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V\\//\/\/V

"2 1 o 1 =

Time delay (ps)

+7.0meV

FIG. 5. Differential transmission measurements in the re-
gion of the exciton energy obtained using a strongly chirped
probe pulse (b = 6 meVps~!) from the 76-A GaAs MQW
sample at 300 K. The width of the temporal cross-correlation
is 800 fs.

experiments with an unchirped probe are still present—
namely, an increase (decrease) in transmission on the low-
(high-) energy side of the exciton transition. Superim-
posed on these features are oscillatory components with
an amplitude similar to that previously obtained in the
Stark response, suggesting that their origins could be re-
lated. The oscillations are most apparent at times after
the pump pulse has arrived and resemble the decaying
amplitude of an impulsively driven oscillator. The tem-
poral shift in the position of the oscillatory components
with detuning is the same as that expected from the dif-
ferent arrival time of each instantaneous frequency (wWinst)

at the sample. Since wipsy = %gg—), this arrival time is
given by 2b7 = (Winst — Wprobe)7- The value of b which
fits the observed temporal shift, b = 6 meV ps—!, matches
well with the value measured by cross-correlation with
the pump pulse.

Also present in Fig. 6, at early times (7 ~ —1 ps) near
A = 10 meV, are features deriving from the optical Stark
shift of the light-hole exciton. The amplitude of this re-
sponse is suppressed by a factor of approximately 4 due
to the different pump detuning and polarization selection
rules.!® Because the response is weak and localized near
the light-hole exciton transition we are justified in ignor-
ing its contribution at the heavy-hole exciton transition
in the following analysis.

B. Simple model

The model developed in Sec. III is used here to analyze
the effect of a chirped probe pulse. Initially we assume
that the phase scattering time is much faster than the
optical pulse widths, and that the slower probe pulse con-
trols the time scale of the linear polarization. Then (3.5)
becomes

PO (v, =) = eoxP (v) Ep(—7) (4.3)
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FIG. 6. DTS measurements for the 100-A GaAs MQW
sample at 150 K using a chirped probe (as in Fig. 5). In
addition to the heavy-hole response, the signals around A ~
+10 meV and 7 ~ —1 ps arise from the Stark shift of the
light-hole exciton.

where the probe field in the frame rotating at the detec-
tion frequency is given by &,(—7) = e "7 (—7). Us-
ing (3.14)

axW

PO, 1) = -3 Ep(—T7) .

v

From (3.1), 7 o Im { P®}, thus one quadrature of the
probe field (in the rotating frame) is measured directly.
It is now convenient to redefine the time delay relative
to the arrival time of the probe frequency centered at
the exciton resonance (wex) rather than the pulse center
frequency (wprobe). Using (3.1), (4.1), and (4.4) yields
the DTS

(4.4)

T(r,v) x e~ cos {[(wex — V) = bT] T+ 9}, (4.5)

where the function v is independent of 7 but depends
on the detection detuning wex — Wprobe. This expression
shows that there are oscillations in the DTS as a func-
tion of 7, arising from the chirped probe field expressed
in the rotating frame of the detection frequency. For de-
tection at the exciton line center (v = wex) (4.5) predicts
oscillations of increasing frequency with increasing time
delay. The number of fringes, n, visible under the DTS
temporal envelope [within the full width at half maxi-
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mum (FWHM)] can be estimated by n =~ bT2,,,./27.
For the parameters used here, n ~ 1, in agreement with
the experimental data (Fig. 5). However, (4.5) predicts
that the fringes should be symmetrical around zero de-
lay since T o cos (b72 + v); this is clearly not seen in the
experiment. Thus a more complete analysis is required
to take into account the material response time. This

requires a numerical solution of the response function.

C. Comparison with theory

Combining the expression (3.2a) with the optical fields
and the material response described by I' = 3 meV and
~ = 5 meV, the theoretical differential transmission spec-
tra have been computed as a function of time delay and
detection energy and the result is presented in Fig. 7.
Qualitatively the model reproduces the experimental re-
sults extremely well, with the oscillations partially map-
ping out one quadrature of the probe field (in the rotat-
ing frame at the detection frequency). Oscillations on
the trailing edge are clearly displayed, with the temporal
shifts of the oscillatory features again following those of
the instantaneous probe frequency. By varying the pa-
rameters, we could identify three processes which might
be responsible for the temporal asymmetry in the DTS
scans described above.

(i) The first of these arises because of the comparable
time scales of the pulse widths and the polarization scat-
tering. As discussed by Joffre et al.,!° the effect of this
condition is to produce the peak response at times pre-
ceding zero delay. This occurs because the signal arises

V—w
ex

DTS ]10%
——W\/\/ﬂ
—,\/\/\/\,\
—g\/\/_\/\/\

+10

-2 -1 0 1 2
Time delay (ps)

FIG. 7. Computed DTS obtained from (3.2a)—(3.2d), for
different values of the probe detuning around the heavy-hole
exciton (the traces are at 1-meV intervals). The probe pulse
is heavily chirped. The parameters used were Tpump = 180 fs,
v =5meV, ' =3 meV, and Awprobe = 35 meV.
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from the perturbation of the probe polarization by the
pump pulse, and this polarization is only half its max-
imum value at zero delay. Such a signal envelope is in
contradiction to that measured experimentally in which
the peaks on the trailing edge are stronger than those on
the leading edge (Fig. 5).

(ii) The second process has already been discussed in
Sec. IIIE. As the continuum becomes more spectrally
structured around the exciton line, the contribution of
the signals at early time delay can be suppressed while
those at later times are enhanced, so that oscillations
on the trailing edge become as large as the main signal.
‘While this mechanism agrees qualitatively with the ob-
served modulation of the DTS envelope, we find that it
overestimates the magnitude of the effect.

(iii) The third contribution arises from the balance
between population (I') and polarization (vy) scattering
rates. The population scattering rate here refers to in-
elastic scattering of excitons (spectral diffusion rather
than recombination) while the phase scattering can be
somewhat larger than half this rate.?? In this case a re-
distribution of signal is obtained, which is similar to that
arising from amplitude structure in the probe spectrum.

In the present experiment, the effect of the first pro-
cess (i) is negligible, while both (ii) and (iii) are needed
to give a satisfactory fit to the results. The discrepancies
with the data lie mainly in the overestimate of the am-
plitude of the oscillations on the trailing edge relative to
the height of the central peak (see Figs. 5-7).

This analysis is, however, incomplete, since at least
two potentially important effects have not been included
in the model, namely, the effect of a real carrier popu-
lation and the influence of non-Markovian processes in
the excitation decay. As seen from the experimental
data in Fig. 5, there is a longer-term residual decay of
the induced transmission, probably due to real carriers
created by the pump pulse. Recent theoretical work by
Kuznetsov?! shows that, when the decay times of the car-
rier population and the polarization are of the same order
of magnitude, both have to be taken into account simul-
taneously in the equations. This suggest that the real
carriers created by the pump may exert an influence on
the polarization responsible for the OSE. Moreover, due
to the time-energy uncertainty principle, carriers created
by the short pump pulse are distributed over a broad
region of k space. The k dependence of the form fac-
tor for the exciton-phonon interaction then leads to k
dependent damping coefficients and non-Markovian be-
havior is expected. However, neither the exact results
obtained by Kuznetsov?? nor a Gauss-Markov model of
non-Markovian damping!® are tractable enough to per-
mit detailed comparison with our experiment. In any
event, the experimental data are already complicated by
probe spectral asymmetries and real carrier effects so
that such detailed comparison is currently unwarranted.

V. DEPENDENCE ON BANDWIDTH

In the preceding section we showed that the DTS de-
pends markedly on the amplitude and phase structure
of the probe pulses. Another way to examine this ef-

4703

fect is from the point of view of a four-wave-mixing pro-
cess. The mediation of the exciton in the nonlinear re-
sponse to the pump pulse allows the transfer of energy
between different frequencies in the probe continuum.
Equations (3.2a)—(3.2d) show that the nonlinearity in-
troduces a coupling between the detection channel v, and
other frequency components of the continuum. Thus the
light emerging at the detection frequency can depend on
the probe light entering the sample at other frequencies,
i.e., on the structure of the continuum.

The transfer function G(6, v) that modulates the pro-
cess is determined by the interaction of the pump pulse
and the sample. It is enhanced for detection channels v
near the exciton energy. Its bandwidth § is jointly con-
trolled by the pump bandwidth and the exciton linewidth
so that ultrashort pump pulses and fast polarization scat-
tering rates increase the bandwidth of frequencies in the
probe spectrum that couple together. It occurs in the
dynamic regime due to the presence of a large range of
photon energies within the pump pulse which allows for
a correspondingly wide redistribution of probe photon
energies via the four-photon interaction.

The time-delay dependence of the response is given
by the Fourier transform (with respect to the frequency
separation §) of £,(v — §)G(6,v). For small probe band-
widths the coupling is restricted in range and the Fourier
transform follows the slow temporal behavior of the probe
pulse. The change in the transmitted probe is then de-
termined by the imaginary part of the transfer function,
Im{G(6 = 0,v)}. This reproduces the adiabatic Stark re-
sponse as the probe pulse is now long, and averages over
the faster details of the response. A similar result ob-
tains if the time-delay-integrated response is computed
from the DTS using (3.1) and (3.2a) since

(T)) = / dr T(v,7) o Im{E,(GO, 1)} . (5.1)

As the probe bandwidth is increased, more widely sep-
arated frequencies can couple energy into and out of the
detection channel. We now consider this mixing for de-
tection frequencies just above the exciton resonance, with
unchirped probe pulses shorter than the pump pulse (i.e.,
the same parameters as used in Fig. 4). The inten-
sity transfer from &,(v + §) into the detection channel
is proportional to Im{e*"G(—6,v)} which is shown in
Fig. 8 on the rising and trailing edges of the pump pulse.
This shows that at times on the rising edge of the pump
pulse (7 < 0), energy is transferred from higher to lower
energies. The direction of transfer reverses on the trail-
ing edge of the pump pulse. This mechanism is closely
related to cross-phase modulation (XPM) and we term it
resonantly enhanced XPM. The refractive index experi-
enced by the probe is enhanced as the leading edge of the
pump pulse Stark shifts the exciton to hi%her energies.
This generates a refractive index gradient () across the
probe pulse bandwidth which further separates the phase
fronts of the probe, generating lower frequency light. At
time delays 7 > 0, the probe “sees” the trailing edge
of the pump pulse and the refractive index decreases as
the exciton resonance returns to its unperturbed energy.
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FIG. 8. (a) The intensity contributed to the detection
frequency v = wex + 2 meV from surrounding probe fre-
quencies at v + 6. This coupling arises from the expression
—Im{ew"G(—é, V)} as a function of separation from the de-
tection frequency and is shown at time delays on the leading
(7 < 0) and trailing (7 > 0) edges of the pump pulse. The di-
rection of frequency transfer reverses either side of zero delay.
(b) The intensity transfer inside a spectrally flat, unchirped
probe continuum showing the redshift at early times and the
blueshift at late times when the detection frequency is just
above the exciton energy. (c) The intensity transfer when the
probe continuum is structured which shows the origin of the
extra contribution to the probe transmission: more light is
coupled out at early times and in at late times.

This correspondingly blueshifts the probe. If we now
examine detection channels below the exciton transition
energy the situation is reversed because the refractive in-
dex decreases when the pump field is applied, and so the
probe is blueshifted at 7 < 0 and redshifted at 7 > 0.
Using these ideas, an alternative explanation can be
developed for the experiments with unchirped pulses
which detect both positive and negative DTS at the same
detection frequency (v ~ 2 meV in Fig. 3). If the probe
spectrum is symmetrical around v, then the energy trans-
ferred into the detection channel by XPM-assisted cou-
pling is balanced by that transferred out [Fig. 8(b)] so
that only the OSE response is detected. For an asymmet-
rical probe spectrum, the energy transferred into the de-
tection frequency by the leading edge of the pump pulse
is less than that coupled out, so the DTS aquires an ex-
tra negative contribution [Fig. 8(c)]. On the trailing edge
of the pump pulse, more energy is coupled in than out
and thus a positive contribution results. If the asymme-
try is large enough, these XPM-assisted components can
mask the adiabatic response, leaving the temporal scans
as shown (Fig. 4). The response measured in this ar-
rangement is thus a superposition of the OSE (the quasi-
static absorptive shift) and resonantly enhanced XPM

using a narrow bandwidth around v.

(the dynamic refractive-index shift), and it is the lat-
ter which is so sensitive to the spectral structure of the
probe.

If probe intensity is only present on one side of the
detection channel, the energy flows can be upset and re-
sult in the production of light beyond the existing band-
width of the probe spectrum. This significantly upsets
the experimental analysis since instead of measuring the
transmission characteristics of a preexisting probe wave-
length, we now detect the generation of light at this wave-
length, even if none was there prior to it reaching the
sample. We have seen evidence for this when the high-
energy tail of the continuum was arranged to fall near
the exciton energy. Such scans show detectable amounts
of light emerging from the sample at wavelengths where
effectively none enters.

It is instructive to examine the energy transfer in the
case of a chirped probe pulse since then the different fre-
quencies which couple into the detection channel arrive at
different time delays, thus unfolding the unchirped DTS
reponse. Figure 9 shows experimental data, in which the
probe spectrum was filtered using a slit in the Fourier
plane to mask off the continuum on either side of the
detection frequency v. Just below the exciton energy
(a), it can be seen that both lower (i) and higher (iii)
probe frequencies couple into the detection bandwidth.
The central trace (ii) shows the return to the adiabatic
Stark shift when only a narrow probe bandwidth (3 meV)
around v is allowed to impinge on the sample. Above the
exciton energy (b), however, there is insufficient light at
higher probe frequencies (iii) to contribute to the DTS
although the lower frequencies (i) still generate the char-
acteristic oscillatory components.

VI. CONCLUSION

The nonlinear optical response of semiconductors mea-
sured in these experiments includes a complicated mi-
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gration of energy within the spectral bandwidth of the
probe. This is in contrast to the comparable self-phase-
modulation process in optical fibers and is due to the
near-resonant contribution from the exciton. We have
shown that both amplitude and phase structure in the
probe spectrum can substantially alter the interpretation
of ultrafast pump-induced changes in probe transmission.
The model which we have presented explains the obser-
vations well and provides theoretical results that can be
used in the interpretation of ultrafast differential trans-
mission signals. It facilitates several equivalent descrip-
tions of the effects by examining the mechanism from
both temporal and spectral viewpoints. In particular
this highlights the joint role of cross-phase-modulation
and absorption line shifts in the ultrafast pulse domain.
Time-resolved four-wave-mixing experiments allow the
identification of the XPM process in addition to the con-
ventionally assigned OSE absorption changes. The sensi-
tivity to the phase as well as the amplitude of the polar-
ization may help in the identification of non-Markovian
components in the phase scattering processes. In par-
ticular the use of chirped pulses is advantageous when
the probe pulse is spectrally analyzed because the XPM
component then extracted is very sensitive to details of
the four-wave-mixing interaction.
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APPENDIX A: DERIVATION OF DTS

Using the definition of the DTS in (2.1), we write
1Ep(v) +8Ep(v, T)I? — |E,(v)|?
1€ (V)2

Ep(v)

Lindberg and Koch® show that in the slowly-varying-
amplitude approximation, and for a short length of
medium d with refractive index 7, the contribution to
the probe field at frequency v arising from the pump-
perturbed polarization is

T(v,1)=

(A1)

6Ep(v,T) = ﬂ P(S)(V, 7).

2¢9mC (A2)

Substituting (A2) into (Al) gives the expression (3.1).
The nonlinear polarization induced by the pump has been
calculated in Ref. 8 to give

oo t
POy, 1) = g / dt et / dt'E,(t)6x(t,,7), (A3)
) —oo

where 6x(¢,t’,7) is the third-order change in susceptibil-
ity given by®

oo oo
Sx(t,t) = e (HNE=E) /dtz E(t' —t3) e—”2/ dtz E*(t' —to — t3) et 4 cc.
0 0

t—t’
+ e Tt-t) / dty E(t — t3) e~ (1 Q+7=D)ts /oodtg E*(t' —t3) eli2=7)ts
0 0

t—t’ t—t'—tp
-+ 6_(in+7)(t~t/) / dts E(t — tz) / dts E* (t —tg — ta) eli+r=D)ts
0 0

Lindberg and Koch go on to choose simplified expressions for trial pulses that do not include those of interest here.
It is, however, possible to develop a reasonably simple and tractable expression that both yields to computational
evaluation and conveys some insight into the physics.

It is best to reform the expression so that the optical fields are evaluated at the same time points, by interchanging
the ¢t and t’ integrals and substituting new t and t3 variables into the last two terms. Combining this with (A2)
results in

(A4)

8E,(v) = /dt’ /dt 6(t) Ep(t') eiv—ime givt’

r oo 0 . \
/ dty e Tt2 / dtz (=Mt Bt —t)E*(t' —ty —t3) + c.c.
0 0

0 o
<+ / dty eT=27)t2 / dts e(9-ts

—t —t2
0

+/ dtz
\ -t

Further progress is made by Fourier transforming the pump fields to get

E(t' —t2) E*(t' — ta — t3) (A5)

_t2
/ dts e(H7=Dta B(t/ — t)E*(t' — ta — t3)
0



4706

dA db

E(t —to)E*(t —to —t =/ =
(¢ — t2) E*( 2~ ts) or 21

E(A)E* (A —_ 6) ei(G—A)t3+’i§t2~i6t/ .
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(A6)

It is now possible to evaluate the integral in ¢’ producing £,(v — §). By reversing the sign of 2, and the order of
integration in the final term in (A5), it is also possible to evaluate the integral in ¢, using the relation

/ dt' 6@t —t) et = % ekt (AT)
This results in the simplified expression
. [dA [ds . D(A,6,v)
6E,(v) = Z/% o Ep(v — 6)E(A)E*(A - 6) Qi (A8)
where
o0 o0
D(A,6,v) = / dt ei(6+z'1")t2/ dts e@H—AFNE | ¢
0 oo 0 o0
+/ dts ez’(u—ﬂ—&-i—il"—i'y)tz dts e‘i(ﬂ+6-—-A+i7)t3
0 ta
oo o0
+/ dtg ei(Q+6—A+ir‘—i'y)t3 / dto ei(V—Q—5+i"/)t2 . (Ag)
0 ta
f
When the integrals in t; and t3 are evaluated using PO (1) = eteoxV (1) Ep(t) (B1)

(A7) the simple expression for the propagator D, given
in (3.2¢), is obtained. To make the resulting expressions
more transparent it is useful to give the two pulses their
own time origin, so that their Fourier transforms do not
contain high frequencies arising from a time shift. We set
the pump to arrive at ¢t = —7, and the probe at ¢t = 0,
and factor out the time shift of the pump arrival time.
The result is given in Egs. (3.2a)—(3.2d).

APPENDIX B: DERIVATION OF ADIABATIC
LIMIT

In the adiabatic regime, the spectral width of the probe
is narrower than the exciton linewidth. Hence (3.5) be-
comes

We also work in the limit in which the probe pulse is
shorter than the pump pulse so that it probes the sys-
tem at one particular value of the pump intensity. Thus
substituting (B1) into (3.4) projects out the pump field
at t = 7, leaving

AEOL it ey D) 00 . (B2)

Using the Lorentzian line shape (3.2d), and taking w — v
in (3.8), we get

2 2 53D
¢)) = K oX
[X (V)] ﬁEo Ow

PO (y,7) =

(B3)

The expression (3.14) then results straightforwardly
from (B2) and (B3).
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