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A definition of the electric polarization of an insulating crystalline solid is given in terms of the
centers of charge of the Wannier functions of the occupied bands. The change of this quantity under
an adiabatic evolution of the Hamiltonian has previously been shown to correspond to the physical
change in polarization. Here, we show that the polarization as defined above also has a direct and
predictive relationship to the surface charge which accumulates at an insulating surface or interface.

I. INTRODUCTION

There has been considerable controversy over the years
as to whether electric polarization effects in crystalline
solids are well defined in terms of bulk properties. An
early controversy over the piezoelectric response (i.e., the

strain derivative of the polarization)! ™ has been resolved
J
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in favor of the view that the piezoelectric coefficients are
indeed well-defined bulk quantities, independent of sur-
face termination. In fact, Resta has argued® that any
first derivative of the bulk polarization with respect to
a parameter A of the Hamiltonian is well defined and is
given by
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where m, and —e are the electron mass and charge (e >
0), N is the number of unit cells in the crystal, Q is the
volume of a unit cell, M is the number of occupied bands
(counting spin), and p is the momentum operator. We
limit ourselves here to an independent-electron descrip-
tion of the solid within Kohn-Sham density-functional
theory,® so that V(®) is to be interpreted as the Kohn-
Sham potential V}g). (Typically, A parametrizes dis-
placements of atoms in the unit cell.) Equation (1) can
be regarded as expressing the current which is induced
in the solid by a slow variation of A, and can be derived
from the adiabatic limit of a Kubo formula.” By the same
token, Resta points out, the change in the polarization
under a finite adiabatic change of the Hamiltonian is well
defined and is given by
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where the scalar A is to be thought of as parametrizing
a path in the space of Kohn-Sham Hamiltonians. Of
course it is required that the system remain insulating
everywhere along the path.

However, the previous work is still ambiguous as to
whether the polarization P, itself is well defined as a bulk
quantity. An obvious but ultimately fruitless approach is
to define

P.(Q) = é Lrpe(r)dr , 3)

where p is the electronic charge density and 2 represents
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some particular choice of unit cell. The total polarization
P(Q), defined similarly in terms of the total (electronic
plus ionic) charge density, is then independent of choice
of origin. However, it is not independent of the choice of
unit-cell boundaries [hence the notation P(2)], and can
be made to take on any value by a sufficiently patholog-
ical choice of cell. For this reason, Eq. (3) is not a useful
definition.

In searching for an alternative definition, it is desirable
that the polarization should obey an equation of the form

c=P-na , (4)

where o is the “bound charge” which accumulates at a
surface or interface of orientation fi. Turning this idea
around, Posternak et al. recently reported ab initio cal-
culations of the interface charge arising at wurtzite—zinc-
blende boundaries in BeO using a supercell technique,®
and interpreted the result as a calculation of P for the
wurtzite crystal. However, the justification for such an
interpretation is not immediately clear, and has recently
been challenged.®1°

In this paper, we show that it is possible to give pre-
cise definitions of the polarization P. and of the surface
“bound charge” o such that an equation of the form (4) is
satisfied. We take as our definition of the “bound charge”
the excess areal surface charge present when the surface
is insulating, i.e., when the Fermi level lies in a gap com-
mon to both the bulk and surface, and all surface bands
are completely full or completely empty. The starting
point of our definition of P. is Eq. (2), which is there-
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fore automatically satisfied. However, unlike Eq. (3), our
definition of P, cannot be written as a functional of the
charge density alone, nor indeed as an expectation value
of any operator. Instead, it is related to a global phase
property (“Berry phase”!!) of the manifold of occupied
Bloch bands of the crystal as a whole.

Our proposed definition of P, is based upon recent
work!? in which we showed that an integral of the form of
Eq. (2), when carried around a closed loop in parameter
space, necessarily results in a polarization change which
takes the form

P, _eR
a Y=g (5)

where R is a lattice vector. This suggests that the po-
larization P. might be well-defined modulo eR/Q (i.e.,
QP./e would be well-defined modulo a lattice vector).
In fact, we also showed that the change in polarization
for an arbitrary path can be computed (modulo eR/Q)
from only a knowledge of the system at the end points,

2z 9P,
/ BA d/\ = PE(A2) - Pe(/\l) 9 (6)
A1

where P.()\) is given in terms of the cell-periodic func-
tions, uf;}(), by

le M
P.() = - oy ZLde W | Vi [0y . (1)

It is understood that the phase relation between u,x and
Up k+c is fixed by requiring ¥k = ¥, k+c. Alterna-
tively, this “Berry phase” expression for P. may be re-
expressed, following Blount,'® in terms of the centers of
charge of the Wannier functions wM (r) of the occupied
bands:
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In either case, the remaining phase freedom in the choice
of the u,i was shown to leave P, invariant modulo eR /2.
This leads us to propose Eq. (7) or (8) as a definition of
the electronic contribution to the polarization of a crys-
talline solid. (The total P also contains an ionic contri-
bution.) We emphasize that this P, is only well-defined
modulo eR/Q; however, the same kind of arbitrariness is
associated with the ionic contribution in any case. With
this definition, the polarization can be assigned physi-
cal significance in two ways. First, as implied by our
previous work, the difference in the polarization of two
crystals is correctly given by this definition provided the
two structures can be connected by a continuous path
in the parameter space of insulating Hamiltonians; cf.,
Eq. (6). Second, as discussed in this paper, the surface
charge which accumulates at an insulating surface of an
insulating crystal is predicted, modulo e/Agy,s, to be just
P - i (where Agy,,s is the surface cell area). The demon-
stration of this pair of results, we argue, suggests that Eq.
(7) or (8) is indeed a physically reasonable definition.
Several implications of this formulation suggest them-
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selves. For example, an immediate consequence of Eq.
(4) is that any finite perturbation applied to an insulat-
ing surface of an insulating crystal can have no effect at
all on the areal surface charge density. This remarkable
result has been previously discussed in special cases by
several authors'®'4 and in more generality by Kallin and
Halperin.? Also, the present formulation provides an al-
ternate derivation of electron counting rules which can be
used to determine when surfaces of semiconductors and
insulators can be simultaneously neutral and insulating.
Finally, a similar argument can be formulated for inter-
faces, and implies that the polarization of Eq. (7) should
give the same value for the spontaneous polarization of
a pyroelectric material as that deduced from a supercell
calculation of the type carried out in Ref. 8.

In the case of spin-degenerate insulators, P is well-
defined modulo 2eR/Q, not just eR/Q. This allows us
to predict the surface charge modulo 2e/Ag,.f, not just
modulo e/Agy s, provided a proper accounting is made
of any odd-integer ionic charges in the vicinity of the
surface.

The paper is organized as follows. In Sec. II, the formu-
lation of Eq. (7) and its relation to the Wannier functions
of the occupied bands is reviewed. Section III, which
discusses the relation between the polarization and the
surface charges, contains the main results of the paper.
Section IV contains some general remarks about the def-
inition of the polarization of crystalline solids, emphasiz-
ing in particular a viewpoint in which the charge density
of the real quantum-mechanical system is mapped onto a
system of quantized classical point charges. In Sec. V, we
give several examples of the counting of surface charge,
mostly within the context of tight-binding models. The
generalization to the case of interacting-electron systems
is discussed briefly in Sec. VI. Finally, we conclude in
Sec. VII.

II. BACKGROUND
A. Polarization

Here, we give a brief review of the demonstration, al-
ready given in Ref. 12, of the fact that Eq. (8) is invariant
with respect to the choice of phase of the Bloch functions.
The derivation relies on the fact that the center of charge
J r|Wy(r)|?dr of a Wannier function is invariant, mod-
ulo a lattice vector, with respect to the phase choice.l®
This motivates Eq. (8) as a physical definition of the po-
larization, and allows us to give an elementary proof of
the quantization of Eq. (2) for closed paths in parameter
space. Initially, we limit the treatment to the case where
the occupied bands are distinct, i.e., they remain nonde-
generate everywhere in the Brillouin zone. (Spin-up and
spin-down bands will also be considered “distinct” unless
they become mixed by spin-orbit interactions.) We dis-
cuss the more general case of composite bands at the end
of this subsection.

The forward and inverse relations between the Wannier
and Bloch functions are
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where the sum over R runs over all real-space lattice
vectors. Equation (10) is only consistent with a choice of
phase such that

Vnk+G = Vnk - (11)
Now we construct a new set of Bloch functions
P = €070V (12)

with a different phase choice. But note that Eq. (11)
applied to both ¥ and v implies that 6,, must return to
itself, modulo 27, as the Brillouin zone is crossed, i.e.,

for some lattice vector R,,.
Recall that P, can be written, Eq. (8),

e M
P.=-¢o grn, (14)
where
rn = (Wa|r|Wa), (15)

and let similar relations hold for the polarization P.,
Wannier centers T, and Wannier functions W associated
with the 1. Then, using Eq. (7), we have!®

Q
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= (W, |z|W,,) — % ; /;Z dk V.0, (k)
=r, — R, (16)

from which it immediately follows that P, = P, +eR/Q,
where R is the sum of R,, over occupied bands.

This analysis indicates that, for the purposes of under-
standing polarization effects, we may think of the elec-
tronic charge as being localized into point charges —e
located at the Wannier centers associated with the occu-
pied bands in each unit cell. This point of view, in which
the true quantum-mechanical system is mapped onto an
effective classical system of quantized point charges, is
discussed further in Sec. IV. With this picture in mind,
Eq. (5) follows immediately: if a Wannier center of a
given band is followed during the evolution of A around
a closed loop, it must either return to itself, or to the
same position in a neighboring unit cell. In either case
the change in polarization vanishes modulo eR/Q.

In the discussion above, we have assumed that each
occupied band is distinct. However, in most crystals of
interest (e.g., tetrahedral semiconductors), symmetries
give rise to interband degeneracies at certain points or
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along certain lines in the Brillouin zone. In this case of
“composite bands,” it is natural to divide the valence
bands into distinct groups. In GaAs, for example, the
lowest two bands (which would be completely degenerate
but for spin-orbit splitting) would form one group, and
the next six bands would form a second group. The more
general analysis of Ref. 12 indicates that the ath group
containing N, bands can be characterized by a common
center r, having charge —N,e. Moreover, the location of
T, is only well-defined modulo R/N,, so that again there
is an overall indeterminacy of the polarization modulo

eR/Q.
Finally, the total polarization is
P= Pion + Pea (17)

where P, is the electronic contribution discussed above,
and the ionic contribution is

N
€
Pion = ﬁ ;Z]uj . (18)

Here N is the number of atoms in the primitive unit cell,
and Z; and u; are the atomic number and the position
vector of the jth basis atom. (In a pseudopotential or
frozen-core context, Z; is understood to be the valence
atomic number, e.g., Z = 4 for Si. Alternatively, the full
atomic number can be used, provided that core bands are
included in the sums over occupied bands for the elec-
tronic contributions.) Note that there is some arbitrari-
ness about the choice of ionic basis; in GaAs, for example,
one could equally well choose a nearest-neighbor pair of
atoms oriented along [111] or along [111] to represent the
unit cell. However, a change in the choice of ionic basis
merely corresponds to a translation of an integer charge
by a lattice vector, so P;oy, is in fact well-defined modulo
eR/Q. Also, note that while P, and Pj,, individually
depend upon the choice of origin, the total polarization
P is independent of origin.

B. Localization properties of Wannier functions

In the discussion which follows, we will need to use
some localization properties of the Wannier functions and
the band projection operator (density matrix) in one di-
mension. These are briefly reviewed here.

It is well known!® 7 that the Wannier function for
band n can be chosen to be exponentially localized in
space, with a decay length ;! on the order of a lattice
constant. k, is related to the maximum imaginary part
of k in the “complex band structure” (complex k associ-
ated with real E) in the gaps above or below the band n;
alternatively, it may be regarded as the half-width of the
strip of analyticity of the Bloch function ¢,.x(z) regarded
as a function of complex k.1¢ (The choice of phases which
minimizes the spread of the Wannier function is that
for which (ug| d/dk |ux) is constant.) These localiza-
tion properties have been demonstrated for the case of
noncentrosymmetric15 as well as centrosymmetric16 po-
tentials.

The localization of the Wannier functions also implies
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the localization of the band projection operator
o, @) = 3 s () i (&) (19)
k

as a function of |z — z’|, with the same exponential decay
length x!. This follows easily from the representation
of p, in terms of the Wannier functions:

pu(z,2) = Y Wiz — X))Wa(e' - Xi) (20)
l

(X is the Ith lattice vector). The density operator is just
the sum of the band projection operators of the occupied
states,

M
p(z, ') = pn(z,2'), (21)

and is therefore also exponentially localized in |z — z'|
with a decay constant x > min{x,}. Equation (20) re-
minds us that the density matrix is just diagonal in the
basis of Wannier functions.

Strictly speaking, the above discussion applies only to
the localization properties in the bulk of a crystalline
material. However, the work of Kohn and Onffroy,'®
Rehr and Kohn,'® and Kallin and Halperin® indicates
that these properties also survive in the vicinity of de-
fects and surfaces. In general, there exist also exponential
decay lengths associated with electrostatic perturbations
and lattice distortions in the vicinity of the surface; if
one of these should happen to be of longer range than
%71, then it should be understood that x as used below
will represent the inverse of the longest of these decay
lengths.

III. SURFACE THEOREM

In this section, we demonstrate a connection between
the polarization of an insulating crystal as defined via
Eq. (17) and Eq. (7) or Eq. (8), and the areal sur-
face charge density o on an insulating face of the crys-
tal. We limit ourselves here to an independent-electron
treatment within the local spin-density approximation
(LSDA). Initially, we will assume that the spin-up and
spin-down bands can be treated as distinct; the more
general case of spin-orbit interactions will be discussed
briefly in Sec. ITII C.

Note that the bulk polarization is assumed to have
been calculated under boundary conditions of vanishing
macroscopic electric field E in the crystal. Thus, it is to
be understood that the crystal surface of interest is under
boundary conditions of E = 0 in the bulk and E = 4nc
in the vacuum outside the surface.

A. One-dimensional case

For simplicity, we begin our discussion with the sim-
plest possible case, that of a one-dimensional (1D) crystal
in which each occupied valence band of the solid is dis-
tinct, so that the Wannier centers z,, = (W, |z|W,,) are
uniquely defined modulo a lattice vector a. As shown

Region 1

Region 2 Region 3

Surface A

FIG. 1.
in the text.

Surface B

Sketch of the surface slab configuration discussed

schematically in Fig. 1, we consider a geometry in which
a thick slab of the 1D crystal is bounded by a pair of
“surfaces” A and B. The two surfaces need not be iden-
tical, but they are both assumed to be insulating, in the
sense that the Fermi level falls into a gap common to the
bulk and to both surfaces. Our claim is that a relation of
the form o = P - 11 holds between the bulk polarization
as defined in Eq. (8) and the surface charge at B; for the
1D case, this is just

op =P (moduloe). (22)

A similar relation 04 = —P holds for surface A.

To prove this assertion, it is useful to divide the slab
conceptually into three regions, as shown in Fig. 1. The
widths of the two surface regions 1 and 3 are taken large
enough so that the influence of the surface is negligible
in the central region 2. Region 2 is assumed to consist of
precisely N, bulk unit cells.

Now we construct a basis set to describe the occupied
states of this system as follows. First, we take the Wan-
nier functions W,; = W,(xz — X;), where n runs over
the occupied bands and the X; are the lattice vectors
contained between the surfaces A and B. (The precise
choice of the first and last X; included is not impor-
tant, but some definite choice is assumed to have been
made.) Next, we choose some additional set of local-
ized basis orbitals 2 in the vicinity of surface B; we
choose enough of these so that, together with the Wan-
nier functions introduced above, they span the space of
occupied states of the Hamiltonian in the vicinity of sur-
face B. The latter orbitals are required to be localized
to within a depth d of the surface, where d is much less
than the width L3 of region 3. We then Graham-Schmidt
orthonormalize the P against all of the Wannier func-
tions (and against each other) to yield a set ¢P. It is
important to note that the ¢? remain exponentially lo-
calized in the vicinity of surface B even after this or-
thonormalization procedure. This result follows from the
exponential localization of the Wannier functions dis-
cussed in Sec. IIB; in the orthogonalization contribu-
tion — 3 (Wai|@2) Wi (z), both the dot product and the
Wannier function on the right decay exponentially away
from surface B at least as fast as exp(kz). Finally, a simi-
lar procedure generates a set ¢#'. Thus, by construction,
the W,,; and ¢P and ¢# taken together constitute an
orthonormal set that spans the space of occupied eigen-
states of the slab Hamiltonian.
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Now consider the form of the density operator, Eq.
(21), when written in the above basis. In the bulk, the
density matrix is diagonal in the basis of Wannier func-
tions; thus, we must have (W, |p|Whi) = Snnbir ex-
cept in the close vicinity of the surfaces. Moreover, the
(Woi|pl@B), and hence (W,|p|¢2), decay exponentially
with the distance of | from surface B, by virtue of the
spatial localization of W,; and ¢2. In light of the above,
it is useful to repartition the basis orbitals into three
groups: orbitals ¢51) comprising all of the ¢ together

with the W,,; in region 1; orbitals ¢£3) comprising all of
the (;S? together with the W,,; in region 3; and orbitals
¢§2) comprising the remaining W,,; in region 2. Then the
above discussion implies that the density matrix is block
diagonal when written in this representation:

p(l) 0 O
p= o 1 O . (23)
0o 0 p®

What is really meant by the zero entries is that they can
be made to vanish exponentially by increasing the widths
of regions 1 and 3. This is a critical result.

It follows from this block-diagonal form of p that the
electronic density of the system can be written

3
= Z ny(x), (24)
p=1
where the contribution to the density from region p is

Z pi“)gﬁ(”)*

Moreover, it also follows that the idempotency of the
density matrix, p> = p, carries over to each block,
[p*)]? = p("); and since the trace of an idempotent ma-

trix must be integral, we have

)i () (25)

/dm nu(z) = N, (26)

independently for each region p, where IV, is an integer.

Now note that the total charge density (electronic plus
ionic) associated with region 2 can be written as a super-
positon,

Z Punit (z — X7) (27)

lE€region 2

p2(x) =

of neutral entities

M N
punie(@) = —¢ 3 IWal@)P + 3 Zie bz —us) . (28)

Moreover, the dipole moment associated with pyupn;t is just
QP, with P defined in Egs. (17) and (14). Thus, the “sur-
face charge” associated with the charge density p2(z), ac-
cumulating at the boundary between regions 2 and 3, is
just P. To get the total surface charge op at surface B,
we must add to this all the electronic and ionic charges
associated with region 3. However, from Eq. (26) it fol-
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lows that both species of charges come only in units of
the charge quantum e. This proves the assertion (22).
Obviously, a similar argument applies to surface A.

B. Three-dimensional case

We now generalize to the case of a three-dimensional
(3D) crystal. We again initially assume that each of the
occupied valence bands is distinct; however, the general-
ized case is discussed at the end of the subsection. In this
and the following subsection, the surface is assumed to be
unreconstructed, i.e., to have the smallest possible sur-
face cell area Ay f consistent with the bulk periodicity.
This condition is relaxed later in Sec. IIID.

We again adopt the geometry of Fig. 1, and again as-
sume that the Fermi level falls in a gap common to the
bulk and both surfaces. Our claim is that

op =P, (modulo e/Agus) , (29)

where op is the areal surface charge density at surface B,
P, =P -n, and Agy,r is the primitive surface cell area.
Let G, be the reciprocal-lattice vector of minimum
length G| = 27w Ag,¢/2 aligned in the direction perpen-
dicular to the surface. We choose the bulk Brillouin zone
to be a prism of height G in the direction perpendicular
to the surface, and having a base A of area (27)%/Agurs
in the directions parallel to the surface. It follows from
Eq. (7) that the projection of the electronic polarization
onto the surface normal, P, | = P, -1, can be written

—ie Mo Gy
Pe = — n .
,L (271_)3 /Adk” RZ::I/O ko_ <u k u. k>

(30)

9
ok,

in an obvious notation.

Now observe that for a given k||, the inner integral over
k| is in a form which allows us to make close contact
with the one-dimensional theory of the previous subsec-
tion. Moreover, k|| is a good quantum number at the
surface, so we can also decompose the contributions to
the surface charge density o into those arising from elec-
tronic eigenstates of different kj. This will allow us to
prove assertion (29). To be more explicit, we write

1 )
P, =—— dk P ”
L (2m)? / Il (31)
1 (k)
Pion,_L = (27()2 .Adk” Plon 1 (32)
and
_ 1 (k)

Here Pl(ol;")L = Agurf Pion,1 is independent of k;;, and
i)

G
(k ) (k)
eJ! - Z/ dk < 'nk“J_
e 2
_Zz/u)w})‘")(“)[ de, ,  (34)
n=1

0
ok,
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where a; = Q/Agurs is the periodic repeat distance nor-
mal to the surface. The treatment of the bulk Bloch

functions uf:;"j, the Wannier functions W,(Lk")(a: 1), the

slab basis functions (;Sgk”)A and d)z(-k")B, and the density
matrix p®1) (z ,z' ) follows precisely the same lines as in
the preceding subsection. In the present context, Eq. (22)
becomes

oo — p 4 e, (35)

where J is an integer. Using Egs. (31)—(33), this leads
directly to the desired result, Eq. (29), provided only
that the integer J is independent of k. But an inte-
ger function of a continuous variable can only change
by sudden jumps, and this certainly cannot occur in the
present case. In particular, the continuity of u,x as a
function of k prevents any sudden jumps in Pé‘kl”); and
the assumption that the surface is insulating precludes
the possibility of any surface bands crossing the Fermi
level, and thus of any jumps in o®1). This proves the
theorem (29).

The above derivation assumes that each of the occu-
pied bands is distinct. If instead there are degeneracies
between bands at certain k points, we refer to the bands
connected in this way as “composite bands.” In such a
case, the degeneracies will generally only occur at special
symmetry points or lines in the Brillouin zone. (At sym-
metry planes, such as those associated with mirror sym-
metries, the even and odd irreducible representations are
both one dimensional.) Thus, in carrying out the inte-
grals over k; needed to evaluate Eq. (34), such a degen-
eracy will only be encountered for a set of measure zero
of k| values, and will thus not affect the integral (32). In
any case, if a need should arise to evaluate Eq. (34) at
such a special k|, the method of Ref. 12 (in which the
sum over bands and integral over k; are converted into a
log of a product of determinants of M x M matrices) can
be used to obtain a convergent and well-defined result.

C. Spin degeneracy and spin-orbit interaction

In this subsection, we consider the effects of spin de-
generacy and spin-orbit interactions. We focus first on
the case in which the spin-orbit interaction is absent, and
there is no magnetic ordering or external magnetic field
present to break the spin degeneracy in the bulk or at
the surface. In this case, spin-up and spin-down states
are degenerate and uncoupled, and it is natural to take
the phases of the spatial wave functions ¥,k (r) to be in-
dependent of spin . With this convention, the Wannier
functions are the same for spin-up and spin-down bands,
so that we may associate a charge —2e with each spatial
Wannier center.

In this case, it is possible to formulate a stronger ver-
sion of the surface charge theorem which gives an ex-
pression for the surface charge modulo 2e/Ag,,s, instead
of just modulo e/Agy¢. In the case of a system composed
entirely of atoms of even Z, we have just og = P, mod-
ulo 2e/Agurs. This result follows immediately from the
arguments of the preceding section, using the fact that

both electron and ion charges are quantized in units of
2e. (The integrated electron density N3 for region 3 must
be an even integer, since the contributions from spin-up
and spin-down electrons must be equal and integral.) In
the general case where odd-Z atoms are present, the ap-
propriate generalization is

[
op=Pitg— > %
sur

(modulo 2e/Agyrt) , (36)
jEsurf

where the sum is over surface atoms only, in a sense to
be specified shortly. In a system of even-Z atoms, the
last term drops out, as anticipated.

We now explain what is meant by “surface atoms” in
Eq. (36). As pointed out in Sec. ITA, the choice of an
ionic basis is not unique. The polarization P is invariant
modulo eR/€2, but not necessarily modulo 2¢eR /2, with
respect to the choice of basis. We assume that a defi-
nite choice of ionic basis has been made, and that P is
defined consistently. We then imagine tiling up close to
the surface by replicating unit cells containing the spec-
ified basis; the atoms which remain (i.e., which are not
identified with a replicated atom) are identified as “sur-
face atoms.” The procedure is illustrated schematically
in Fig. 2.

Again, the proof of the claim (36) follows immediately
from the considerations of the previous subsections. The
“surface charge” associated with charge density pz(r) at
the boundary between regions 2 and 3 is again just P,
and the integrated electronic density in region 3 is an
even integer. The ionic charges to be counted in region
3 are only those that were not included in the charge
density of region 2, Eq. (27), the ionic part of which cor-
responds to replication of the ionic basis, Eq. (28). Addi-
tional entire unit cells of ionic charges have no influence
on the counting in Eq. (36), since the total ionic charge in
the unit cell of a spin-degenerate insulator must be even.
Thus, the counting does not depend on precisely where
the tiling is stopped. This completes the demonstration
of Eq. (36).

We emphasize that a different choice of ionic basis may
result in a different definition of P, but it will also result
in a different identification of “surface atoms,” as illus-
trated in Fig. 2. The changes are correlated in such a way
that the surface charge op of Eq. (36) is invariant with
respect to the choice of ionic basis. For example, let us
assume that the open and shaded atoms in Fig. 2 carry
ionic charges Z; = +e and Z; = +3e, respectively, and
that the band structure consists of two spin-degenerate
bands, one with its Wannier center on the open-atom site
and one with its Wannier center on the shaded-atom site.
Then the polarization is P = (%X + Z)e/2a for the choice
of Fig. 2(a) or 2(b), respectively (Z = surface normal).
Meanwhile, (e/Agurs) Ej€surf Z; = 0 or e/a, respectively,
so that in either case 0 = P, + (e/a)d ;cqus Zi =
—e/2a = 3e/2a modulo 2e/a.

As we shall discuss further in Sec. ITII E, it is sometimes
convenient to make a choice of ionic basis in such a way
that one or more of the ionic charges is divided among
more than one unit cell; this will be called a “split basis,”
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FIG. 2.

Possible choices of ionic basis for a system com-
posed of two types of atoms having ionic charges Z; = +e
(open circles) and Z; = +3e (shaded circles). Atoms shown
in bold are “surface atoms” which remain after tiling and
contribute to the sum in Eq. (36). (a) and (b) Unit cell is
specified by two complete basis ions, but in different relative
orientations. (c) Unit cell is specified by “split basis” consist-
ing of one complete +e charge and four charges of +3e/4 in
a symmetric arrangement.

and is illustrated in Fig. 2(c). With this choice of basis,
P=P.=(X+2)e/aand 3 Z; = (+1) + 3(+3) =
5/2, thus leading to the same conclusion o = 7e/2a =
3e/2a modulo 2e/a.

We now turn to the consideration of spin-orbit inter-
actions, which cause the spin-up and spin-down bands
to mix and form composite bands. In this case, the sur-
face theorem in its weaker form, Eq. (29), clearly holds,
but what about the stronger version expressed in Eq.
(36)? As long as the spin-orbit interaction is weak, the
arbitrariness modulo eR /2 in P can be resolved in prac-
tice (modulo 2eR /) by comparison to a reference sys-
tem without spin-orbit interaction, and the stronger the-
orem applies. To be more precise, we assign to P the
value that it acquires as the spin-orbit interaction is adi-
abatically turned on from zero strength. Then this po-
larization will be related to the surface charge via the
stronger (36), provided the Fermi level does not lie in a
gap between spin-orbit-split surface bands (i.e., provided
o also evolves adiabatically as the spin-orbit interaction
is turned on).

D. Reconstructed surfaces

So far, the discussion has been limited to surfaces with
primitive 1 X 1 periodicity. Suppose now that the surface
is reconstructed, so that the surface cell area is increased
to SAsurs (S is an integer). Then regarding the bulk
crystal as being composed of supercells of volume SQ, the
considerations of the previous subsections imply that the
surface charge o equals P, modulo e/S Ay (or modulo
2e/S Agyrt in the spin-degenerate case). Thus the surface
theorem survives, but in a weakened form.

E. Remarks on symmetry

It is natural to expect that in crystals of high symme-
try, the polarization vector will be highly constrained by
the symmetry. This is true, but in a way which is some-
times counterintuitive. For example, with the definitions

introduced above, the polarization of a centrosymmetric
crystal need not vanish. Conventional vector quantities
such as the magnetic polarization M are required to be
absolutely invariant under the point-group symmetry op-
erations, and therefore must vanish in a centrosymmetry
crystal, or in GaAs for example, whose point group is
T,. However, the electric polarization P need only be in-
variant modulo eR /€ under point-group operations, and
need not vanish in the above cases. Thus, the role of
symmetry deserves special comment.

Recall that the electronic contribution to the polariza-
tion is related to the location of the Wannier center, Eq.
(15). Symmetry restrictions on the locations of the Wan-
nier centers have been discussed by Zak?%2?! and Michel
and Zak.22 Because the Wannier center is indeterminate
modulo a lattice vector, the condition imposed by a sym-
metry is only that a space-group element must translate
the Wannier center by a lattice vector. For example, in
a 1D centrosymmetric crystal of lattice constant a, with
one of the centers of inversion at the origin, the Wannier
center can be located either at the origin or at a/2.16:20722
(It is important to realize that there is no freedom here;
once the choice of origin has been made, the Wannier
center associated with a given band is either definitely at
0 or definitely at a/2.) In the case of Si, for which the
four valence bands form a composite group, it is natural
to define a common center T, = —QP./8e (essentially
the average of the positions of the four Wannier centers)
which is indeterminate modulo R/4. Symmetry consid-
erations alone would allow T, to be located either at an
atomic site or at a midbond site; a calculation is needed
to choose between these possibilities. (As we shall see in
Sec. VB, T, turns out to be located on an atomic site in
Si or GaAs; which site is immaterial, as the two atomic
sites are related by a translation vector of the form R/4.)

Let us now consider the value of the total polarization
P =P;,, + P., and suppose that we only want the value
of P modulo eR/Q and not 2eR/Q. Then, as long as we
insist that a split basis (see Sec. IIIC) not be used, P
is uniquely defined modulo eR /2. However, this unique
value does not always agree with naive expectations. For
example, we shall see that with these conventions P does
not vanish in GaAs.

Let us see how this works out for GaAs. To be def-
inite, we take the origin on a Ga atom, and the ionic
basis to consist of a nearest-neighbor pair of atoms with
Ras — Rga = a/4(111). Then P, = 0, and P =
Pion = ea/Q(5/4,5/4,5/4) = ea/Q2(1/4,1/4,1/4) mod-
ulo eR/Q. The point-group operation C§ carries P =
ea/2(1/4,1/4,1/4) into P’ = ea/Q2(—1/4,—-1/4,1/4) =
P —ea/Q(1/2,1/2,0) = P, since a(1/2,1/2,0) is a lat-
tice vector. It is easily verified that all other point-group
operations also leave P invariant modulo eR /€.

So far we have shown that if we insist that a split
basis not be used, then P is uniquely defined (modulo
eR/Q), but it does not vanish in certain high-symmetry
cases where we might expect it should. An alternative
approach in such cases is to insist on using a split ba-
sis which itself reflects the point-group symmetry, e.g., a
Ga ion and one-quarter of each of the four neighboring
As ions. In this case, Pijon, = P. = P = 0 for GaAs.
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However, this convention has the drawback that P may
not be uniquely defined in low-symmetry crystals. In any
case, we emphasize that one cannot say whether P = 0
or P =ea/Q(1/4,1/4,1/4) is the “right” answer without
specifying the rules for choosing the ionic basis.

If we want to know P modulo 2eR/Q (not just eR/2),
and the system contains odd-Z atoms, then the value of
P may depend on the choice of ionic basis even if we insist
that a split basis not be used. Returning to the GaAs ex-
ample, we would have P = Pj,, = 2ea/Q(5/8,5/8,5/8)
for the choice of ionic basis specified above, or P =
2ea/Q(—5/8,—5/8,5/8) = 2ea/2(3/8,3/8,5/8) for the
choice Ras — Rga = a(—1/4,—-1/4,1/4). Now, P need
not be invariant modulo 2eR /2 under point-group oper-
ations; it only need be carried onto a value that would
have resulted from a different choice of (nonsplit) ionic
basis. This requirement is clearly satisfied in the above
example.

Finally, we emphasize that the surface charge is cor-
rectly given by Eq. (36) regardless of which of the above
definitions is chosen for the ionic basis, as long as the
counting of “surface atoms” is done consistently. We will
illustrate this for the case of GaAs surfaces in Sec. V B.

F. Interface theorem

We now discuss the generalization of the surface theo-
rem, Eq. (29) or (36) to the case of an interface between
two crystalline insulators. We assume that the crystals
are aligned epitaxially in such a way that there is a well-
defined interface unit cell of area A;, characterizing the
periodicity in the plane of the interface, and that the
Fermi level lies in a gap common to both crystals and to
the interface. Then one is tempted to generalize Eq. (29)
to become

Oint = (P2 —P1)-fi  (modulo e/A;pn) , (37)

where P; and P, are the polarizations on either side of
the interface, and fi is the interface unit normal.

However, there is a problem with the formulation given
in Eq. (37): we have only defined the polarization of the
crystals in the absence of a macroscopic electric field. But
the presence of g;,; implies the existence of a macroscopic
electric field on at least one side of the interface. (It
also becomes impossible for the Fermi level to lie in a
gap common to the entire system.) To overcome these
difficulties, we can resort to a formulation in which we
imagine that an external planar charge density oext has
been imposed upon the interface in such a way that the
macroscopic electric field does vanish in both crystals.
Then we claim that

Oext = —(P2 —P1) - @i (modulo e/Ajnt) (38)

provided that the Fermi level lies in a gap common to
both crystals and the interface.

The demonstration of the interface theorem of Eq. (38)
follows easily using arguments similar to those developed
‘in the previous sections. In brief, we construct dividing
surfaces on each side of the interface at a distance L suf-
ficiently large to insure the absence of influence from the
interface. Now there will be five contributions to the ex-

cess planar charge density in the vicinity of the interface;
these must sum to zero to be consistent with the absence
of a discontinuity in the macroscopic electric field. These
are (i) Oext; (i1) Py - £, the surface charge coming from
the bulklike region of crystal 1 to the left of the dividing
surface at —Lj; (iii) —P5 - fi, the corresponding contribu-
tion from crystal 2 to the right of +L; (iv) an integral
number of ionic charges in the interface region; and (v)
an integral number of electron charges in the interface
region. The quantization of the latter electronic charge
contribution again follows from the block-diagonal form
and idempotency of the density matrix, which implies
that the trace of the interface block must be an integer.
The requirement that (i)—(v) sum to zero leads directly
to Eq. (38).

The derivation of a stronger version of Eq. (38) in the
spin-degenerate case, analogous to Eq. (36), is straight-
forward.

Of course, the introduction of an external planar
charge to cancel the polarization charge is somewhat un-
physical. However, in many cases of interest where the
polarization difference is small, useful physical informa-
tion can be extracted from a perturbation analysis. For
example, suppose a supercell calculation has been carried
out on a structure consisting of periodically alternating
slabs of materials 1 and 2, without unphysical external
charges, and the self-consistent macroscopic fields in re-
gions 1 and 2 have been found to be F; and E5, respec-
tively. Then the interfaces carry charges o = +AFE /4w,
where AF = F» — E;. Expanding

(and similarly for material 2) and dropping terms of order
E2?, we find

—47 AP = €2E2 - €1E1 . (40)

Here AP = P, — P, is the difference in the zero-field
or “spontaneous” polarizations of the media, and ¢; =
1+ 4mx1 and e; = 1 + 4mx2 are the dielectric constants
of the two materials. If the slab thickness is equal for
the two materials, we expect E; = —FE; (since the elec-
trostatic potential must be periodic in the supercell), so
that —4wAP = € AE [where € = (€1 + €2)/2] can be used
to determine AP. In general,

—4r AP =eAE + AcE (41)

where Ae = €3 —¢; and E = (E; + E2)/2. If Ac is
not accurately known, it is difficult to determine AP ac-
curately from this calculation alone. However, a second
calculation of the same type, with different thicknesses
of materials 1 and 2 and thus different Ae¢, can be used
to eliminate Ae¢; one finds

—4n AP =€[fAE + (1 — f)AE', (42)

where f = E' /(E —E) and the primes refer to the second
slab configuration.

Thus, in practice it should be possible to determine
the difference in zero-field polarizations of two materi-
als without resorting to the introduction of unphysical
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external planar charges at the interface. Moreover, the
difference calculated this way should agree with that cal-
culated using Eq. (7) or (8).

Finally, we should like to emphasize that the interface
theorem discussed here provides a way of attaching phys-
ical significance to the polarization difference calculated
between two similar materials. Recall that in our earlier
work, Ref. 12, we argued that the difference in the po-
larization of two insulators, as defined via Eq. (7) or (8),
could sometimes be given physical meaning as the change
in polarization resulting from an adiabatic evolution of
one system into the other, Eq. (6). However, this is only
possible if there exists a path for the conversion, such that
the system remains insulating along the entire path. This
will not always be the case. For example, imagine that we
have calculated the polarization difference AP between
ZnO and ZnS in the identical wurtzite structure using an
all-electron method. Clearly it will be impossible to con-
struct an insulating path in the Hamiltonian parameter
space to convert ZnO into ZnS, since O and S contain
different numbers of core electrons, and the number of
electrons per unit cell would have to change continuously
during the conversion. However, we can now attach a
meaning to this AP via Eq. (38), since it is almost cer-
tain to be the case that an insulating interface can be
arranged between two such similar materials. Thus, we
can say that the polarization difference calculated above
would be the same as that deduced from supercell cal-
culations on structures composed of alternating slabs of
ZnO and ZnS.

These considerations also apply to the calculations
of Posternak et al.,® who reported ab initio calcula-
tions of the spontaneous electric polarization of wurtzite
BeO using a supercell composed of alternating slabs of
wurtzite and zinc-blende BeO. Recently, these workers
have repeated the calculation of the polarization differ-
ence using our Eq. (7), and have found entirely consistent
results.2® This provides strong empirical evidence (if any
was needed) that the bulk and interface definitions of the
polarization difference are consistent.

IV. MAPPING ONTO A SYSTEM
OF QUANTIZED POINT CHARGES

In this work, we have argued that a useful bulk defini-
tion of the electric polarization P can be given. However,
we have noted that P is only well-defined modulo eR /2
or 2¢eR/Q, and that the value of P depends in some cases
on the choice of ionic basis. Moreover, some authors
have previously argued that no such bulk definition of P
can be given.?10 As these considerations may give rise to
some confusion, we attempt here to clarify the meaning
of P and the sense in P is well defined by emphasizing
a point of view in which the true quantum-mechanical
electron density of the crystal is mapped onto a period-
ically repeated set of quantized point charges located at
the Wannier centers.

For clarity, we restrict ourselves here to the case of in-
sulators in which all of the occupied valence bands are
distinct. In such a case, the electronic charge density of
each valence band can be replaced, for the purposes of
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calculating the polarization, by a periodically repeated
set of point charges —e located at the corresponding
Wannier center in each unit cell. (These positions are
the “band centers” in the terminology of Zak.?%:21) Thus,
one arrives at a picture of a fictitious crystal composed of
periodically repeated point charges +Ze for each nucleus
or core of atomic number Z, and —e for each occupied
band. The procedure is illustrated in Figs. 3(a) and 3(b).
It is crucial that both the positive and negative charges
are quantized in units of the elementary charge e.

We emphasize that the arbitrariness in our definition
of P is precisely the same as the arbitrariness which
would characterize P for the classical system of point
charges, e.g., that of Fig. 3(b). For example, the point-
charge system also has an ambiguity about which charges
to assign to the unit cell; this leads to an arbitrariness
modulo eR/€ in the cell dipole moment per unit vol-
ume P. (If the system is composed of even-Z atoms,
and the bands are spin degenerate so that the Wannier
charges are all —2e, then of course P is well-defined mod-
ulo 2eR/.) The comments of Sec. IIIE about symme-
tries, e.g., the statement that P need not be invariant
under point-group operations, are also equally relevant
for the point-charge system. In short, the subtleties in
our definition of P are neither more nor less problem-
atic than those that arise for any system of periodically
repeated, quantized point charges.

Tagantsev has argued explicitly that a bulk definition
of the electric polarization is not possible.® However, his
arguments are based on an implicit assumption that the

(a) (b)
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FIG. 3. Illustration of mapping from physical charge den-
sity onto a system of point charges quantized in units of e.
Heavy (+4) symbols indicate +4e (ionic) point charges; open
(=) symbols indicate —2e (effective electronic) point charges.
(a) True charge density of bulk crystal, showing contours of
electronic density. (b) Reference point-charge system for bulk
crystal. (c) As in (a), but for an insulating surface, top. (d)
Reference point-charge system for surface.
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electron charges are not quantized. Tagantsev points out
that a classical system of point charges of arbitrary mag-
nitude would not have a well-defined polarization vector.
This is true. However, a classical system of point charges
quantized in multiples of e does have a well-defined polar-
ization modulo eR/Q. Thus, Tagantsev failed to antici-
pate that an argument could be given leading to effective
quantization of the electron charges.

If we wish, the mapping of the full system onto quan-
tized point charges also allows us to determine the surface
charge of an insulating surface, as it would be given by
the surface theorem of Eq. (29), without ever defining
P explicitly. The procedure is illustrated in Figs. 3(c)
and 3(d). The positive and negative point charges rep-
resenting the ions and the Wannier centers are tiled up
to the surface in their ideal positions, as in Fig. 3(d).
Now 0gyrf, the surface charge of this point-charge system
of Fig. 3(d), can be determined by any one of the many
procedures available for infinite-series summation. For
example, we can use the window convolution method?*4
to define ogurr = ff:o dzp(z), where

1 z+c/2
p(z) = 5/ dz dy / dz p(z,y, 2) (43)
Agurt z—c/2

(here c is the lattice constant along the surface nor-
mal direction ). For the system of Fig. 3(d), we get
p = 0 except for p(z) = 2¢/Q inside 0 < z < ¢/2, or
Osurf = €/Agsurg- Alternatively, we may imagine splitting
each charge —2e into two contributions of —e which are
then moved symmetrically apart (so as not to disturb the
dipole moment) until they coincide with and cancel the
+4e ionic charges; this leaves all charges zero except on
the surface ions, which carry a net charge +e, leading
again to a surface charge e/Agy s Thus, we would claim
that the real insulating surface of Fig. 3(c) should have
the same surface charge as is deduced in this way from
the point-charge system of Fig. 3(d), modulo 2e/Agy,s (in
the spin-degenerate case). Alternatively, we would claim
that there is a way of truncating the tiling of the —2e elec-
tron charges at the surface such that the surface charge
of the reference point-charge system exactly equals oyt
of the real insulating surface. This point of view allows
one to avoid defining P altogether, so that any potential
confusion about the choice of ionic basis (see Sec. IITE)
is circumvented.

In the discussion above, the ionic and electronic point
charges at the surface were not displaced from their
ideal (bulk-related) locations. Such displacements would
not affect ogyrf, but would affect the surface dipole den-
sity. Thus, while the reference system of quantized point
charges of Fig. 3(d) gives the correct ogy,f, it cannot be
expected to give the right surface dipole. However, it
appears likely that if the ionic charges are displaced to
their correct surface locations, and if the electronic point
charges —2e are placed at the centers of charge of the
surface Wannier functions defined in Ref. 19, then the
resulting system of point charges would give the correct
surface dipole as well as surface charge.

V. EXAMPLES OF SURFACE CHARGE
COUNTING

In this section, we consider several examples of tight-
binding models for which the calculation of the polariza-
tion is relatively elementary. In some cases, we explicitly
calculate the surface charge and find that it does indeed
agree with the prediction based on the bulk polarization.

A. One-dimensional tight-binding models

1. Alternating sites model

First consider a one-dimensional tight-binding chain
with one s orbital per site and having alternating site
energies and nearest-neighbor hopping matrix elements
as follows:

H = Z {fj C;Cj + 1/j,j+1 [C;Cj+1 + HC]} 5 (44)
J
where
€2m = —A, Vom-12m = —t—96,

€2mi1 = A, Vom,2m+1 = —t+4 . (45)
Here m is an integer, and atom j is located at z; =
ja/2, where a is the lattice constant. We consider the
model at half filling, with each band having twofold spin
degeneracy, and assign charges Z = +e to both kinds
of ions to maintain neutrality. A model of this kind has
been considered previously?® in the context of solitons in
polyenes.

The chain is metallic for A = é = 0, but is otherwise
insulating. For § = 0, the Wannier center of the lower
band is found to be located on an atomic site, at £ = 0
or z = a/2 for A > 0 or A < 0, respectively, consistent
with the reflection symmetry about the atomic sites. For
A = 0, on the other hand, the Wannier center is at a
midbond site, at z = a/4 or z = 3a/4 for § > 0 or § < 0,
respectively, again reflecting the symmetry. It is instruc-
tive to let the Hamiltonian be parametrized according
to

A = Agcos(0) ,
d = dosin(0) , (46)

with Ag > 0 and §p > 0. Then, if 8 is increased from
0 to 27, the Wannier center is found to shift continu-
ously by a lattice vector +a, so that the polarization P
decreases continuously by 2e, as shown in Fig. 4. These
results are thus consistent with the quantization of charge
transport?%:27 expected, e.g., for a sliding charge-density
wave.

Figure 4 also shows that a knowledge of the bulk quan-
tity P(0) is indeed sufficient to predict the variation of
the surface charge with §. The surface charge predicted
from the bulk using Eq. (29) and 120 k points, and that
obtained directly from analyzing the occupied states of a
101-site chain, are found to agree to more that six signif-
icant figures.
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FIG. 4. Surface charge (in units of e) for the one-
dimensional tight-binding model of Eqs. (44) and (45). Light
line, surface charge predicted from bulk polarization, Eq. (7),
arbitrary modulo 2e. Heavy line, actual charge calculated to
reside on one end of a long but finite chain. The Hamil-
tonian of Eqgs. (44) and (45) is parametrized by ¢t = 1.0,
A = 0.6cos(f), and § = 0.6sin(f). A surface state crosses
the Fermi level (u = 0) at 6 = 90°.

2. Coupled s and p bands

We now consider another two-band model, this one
having only one site per cell (ionic charge +2e, lattice
constant a), but having one s and one p, orbital per site.
The Hamiltonian can be written

H= Zeac;r.acja + Z Vap [c;acjﬂ’g +He ], (@47
ja joB
where a = {s,p}, and V,, = —V,,. The model is

parametrized by V,p, Vis, Vpp, and € = €, — €, We
take €, > 0, V,, <0, Vp > 0, and V,, # 0.

The interesting feature of this model is that it has
two regimes of behavior. When €,, > 2V, — 2V,, the
Wannier center is found to be localized on an atomic
site (P = 0), whereas it is located on the midbond site
(P = e) when €,, < 2V, — 2V,,. (Because of the sym-
metry of the model, these are the only two possibilities.
When €,, = 2V,, — 2V,,, there is an accidental degener-
acy at k = w/a and the system is metallic.) When ¢, is
larger than the critical value, we can think of the lower
(upper) band as being s-like (p-like); otherwise, we can
interpret the lower (upper) band as having the charac-
ter of sp-hybrid bonding (antibonding) orbitals. These
assignments correspond to the symmetry of the Wannier
functions. The former case corresponds to an “ionic”
picture, while the latter is “covalent.”

Again, the surface theorem of Eq. (29) predicts that
the distinction between these two regimes should be re-
flected in the surface charge assigned to any insulat-
ing surface. We have checked this by calculating the
surface charge explicitly on long but finite chains for
many different choices of parameters, and find that the
surface charge is indeed always 0 (modulo 2e) when
€p > 2Vpp — 2V,,, and e (modulo 2e) otherwise, as ex-
pected.

On the other hand, the distinction between the two
regimes of behavior would not be reflected in any way in
the symmetry of the charge density. The discussion above

is presented in the context of a tight-binding model, but
it would not be difficult to exhibit a 1D or 3D continuous
Hamiltonian showing the same qualitative behavior. The
charge density of such a model would be centrosymmetric
about both the atomic site and the midbond site, in both
regimes. Thus, a formulation of the form of Eq. (3) would
be incapable of distinguishing between the regimes. In
fact, the most natural approach based on Eq. (3) would
be to take the unit cell Q2 to be centered about an atomic
site, in which case one would expect vanishing surface
charge regardless of regime, a conclusion which is incor-
rect.

B. Tetrahedral semiconductors

In Sec. IT1E, we claimed that for tetrahedral semicon-
ductors such as Si or GaAs in the diamond or zinc-blende
structure, the average Wannier center T, = —QP./8e for
the four valence bands (arbitrary modulo R/4) can be
taken to be located at an atomic site. (Whether it is a
cation or anion site is irrelevant as these are related by a
displacement of the form R/4.) This claim is not as triv-
ial as it sounds; one might have thought that it should
be located at a bond-center site, which is a site of inver-
sion symmetry in homopolar semiconductors. Here, we
will substantiate the claim that T, lies on an atomic site,
and discuss the consequences of this fact for the surface
charges of semiconductor surfaces of (100), (110), and
(111) orientations.

First, we note the work of Kohn,'” in which a varia-
tional procedure is described for constructing four “bond-
orbital” Wannier functions centered at midbond sites, for
homopolar tetrahedral semiconductors. Such an arrange-
ment was also suggested by Zak.2® The four bonds can
be chosen to be neighbors of a given atomic site, so that
T. is indeed located on an atomic site.

Second, we have calculated P, explicitly for GaAs, us-
ing a plane-wave pseudopotential density-functional ap-
proach to calculate the wave functions, and using the
method of Ref. 12 to evaluate Eq. (7). Our calculation
used a plane-wave cutoff of 20 Ry for the wave functions,
with the Wigner form for exchange and correlation, and
ignored spin-orbit effects. The self-consistent potential
was computed using 10 k points in the irreducible wedge
of the zone. For the evaluation of the polarization we
used a Brillouin zone with its axis along the (111) direc-
tion, which allows the projection of QP./2e along the
(111) direction to be determined modulo a/+v/3. We used
a total of 16 k-point strings with 20 k£ points per string.
With this k-point sampling, and with the origin on the
Ga atom, we found that QP./2e does indeed vanish to
within 0.000 175a; better k-point sampling would reduce
this value even further.

Third, in order to check that the above result is not
unique to GaAs, we have investigated the electronic po-
larization of the zinc-blende 11I-VI, I11-V, and IV-IV semi-
conductors systematically within the framework of Harri-
son’s tight-binding model.2® Harrison proposed that the
tight-binding parameters for all sp-bonded semiconduc-
tors could be taken in the ratio V.o : Vipo : Vppo : Vppr =
—1.32 : 1.42 : 2.22 : —0.63 with a prefactor h%/md? de-
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pending on the bond length d, and the free-atom eigen-
values €, and €, taken from Hartree-Fock term values.
We make the approximation that anion and cation share
a common s-p splitting F,, = €, — €, so that a given
semiconductor is characterized by two dimensionless pa-
rameters which we take to be the hopping ¢ (in units such
that t = 1 gives the hopping prefactor 1.380 appropriate
for Si), and anion-cation splitting a (in units of the s-p
splitting F,, = 7.21 eV appropriate for Si).

We have systematically explored the behavior of the
bands, the location of the Wannier centers, and the re-
sulting electronic polarization, as a function of ¢t and a.
The grouping of the bands is shown in the “phase di-
agram” of Fig. 5. The vertical axis corresponds to the
homopolar case, for which we find the expected band or-
dering when [t| > 0.797: at T" the ordering is I'y, a5,
Ty, and T'y5, from bottom to top. When degeneracies
at the X point are taken into account, this means that
one finds two groups of four bands, for which we intro-
duce the notation “4/4” (ordering is from lower to higher
energy). Since four bands are occupied, the system is in-
sulating. For [¢| < 0.797 the 'y level falls below I'zsr, so
that the band grouping becomes 2/6 and the system is
metallic. Exploring the rest of the a — t plane, we find a
metallic region near the origin (band ordering 1/1/3/3)
and an insulating region outside (ordering 1/3/1/3).

Even without an explicit calculation, it is possible to
deduce the electronic polarization for the insulating re-
gion of Fig. 5. For @ > 1 and t = 0 the basis states are
eigenstates of the Hamiltonian, and the occupied Wan-
nier functions are just the s and p states on the anion.
Thus, the common Wannier center T. of the four occu-
pied bands is located on the anion site, or equivalently,
P. = 0 (modulo 2eR /) when referred to an origin on
either atomic site. Now any other point in the insulating
region of the a — ¢ plane can be reached by a path which

FIG. 5. Phase diagram showing the behavior of the bands
for a tight-binding model of a tetrahedral semiconductor char-
acterized by a dimensionless hopping strength ¢ (such that
t = 1 for Si), and anion-cation self-energy difference a (in
units of the s-p splitting F,p, = €p — €, common to both an-
ions and cations). Unhashed region: bands are grouped as
1/3/1/3; heteropolar insulator. Hashed region: bands are
grouped as 1/1/3/3; metal. Heavy solid line: bands are
grouped as 2/6; metal. Heavy dashed line: bands are grouped
as 4/4; homopolar insulator. Si lies at « =0, ¢t = 1.

remains in the insulating region. Since the system evolves
smoothly and adiabatically in this insulating region, P,
can only change continuously. However, the system also
retains tetrahedral (T3) symmetry throughout, which im-
plies (see Sec. III E) that only a discrete set of values of
P, are possible, one of which is P, = 0. Thus, P, must
vanish everywhere in the insulating region. We have ver-
ified this conclusion by calculating P. explicitly, again
using the method of Ref. 12 to evaluate Eq. (7), and we
do indeed find that it vanishes everywhere in the insu-
lating region. (As o passes through zero at |t| > 0.797,
the Wannier center of the bottom band shifts discontinu-
ously from anion to cation, but a corresponding change in
the common Wannier center of the other three occupied
bands leaves P, invariant.)

We expect that real II-VI, III-V, and IV-IV semicon-
ductors will be fairly well represented by a point in the
insulating portion of the o — ¢ plane of the tight-binding
model. This, together with the ab initio calculation dis-
cussed above for the case of GaAs, provides strong cir-
cumstantial evidence that all such semiconductors have
vanishing electronic polarization P., when referred to an
origin on either atomic site.

The consequences of this assignment for semiconduc-
tor surface charge densities are summarized in Table I
We illustrate the derivation of the entries in this ta-
ble by discussing one case, that of the Ga-terminated
GaAs (111) surface. We ask what surface charge must be
present (modulo 2e/Agy,f) if the surface has 1 x 1 trans-
lational symmetry and is insulating. Taking the origin
on an As site, and choosing a split ionic basis consisting
of one As ion (charge +5¢) and four neighboring frac-
tional ions (each 1/4 of a Ga ion, charge +3e/4), we
have Pj,, = P. = 0 and thus P, = 0. From Eq. (36) it
follows that the surface charge density o is obtained just
by counting the ionic charge which is unaccounted for at
the surface by a tiling of the split ionic basis up close to
the surface. For example, if the last replication included
in the tiling is the one centered on the second-layer As
atom, then just 1/4 of a Ga ion (or charge +3e/4 per
surface cell) is unaccounted for, so that o = +3e/4Agus.

Use of a nonsplit ionic basis is a little more com-
plicated, but leads to the same conclusions. For ex-
ample, let us repeat the above derivation, but using
an ionic basis consisting of a nearest-neighbor pair of
atoms with Ras — Rga = a/4(111). Then P = Pjo, =
2ea/Q(5/8,5/8,5/8), or AgursP1 = 15¢/4 = Te/4 (mod-

TABLE I. Electron counting rules for surfaces of semi-
conductors of zinc-blende or diamond structure. Listed are
the excess numbers of electrons per 1 X 1 cell AgurfOsurt/€,
arbitrary modulo 2, which would have to be present for an
insulating 1 x 1 surface.

Surface Surface
orientation layer II-VI III-v V-1V
(100) cation 1 3/2 0
(100) anion 1 1/2 0
(110) mixed 0 0 0
(111) cation 1/2 3/4 1
(111) anion 3/2 5/4 1
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ulo 2e). We can let the tiling of the ionic basis in-
clude up to the last As layer, leaving the surface Ga
layer unaccounted for, so that from Eq. (36) we obtain
Asurto = Te/4 + 3e = 3e/4 (modulo 2e), in agreement
with the conclusion of the previous paragraph. Other
choices of ionic basis would lead to the same conclusion.

The results of Table I are consistent with counting rules
already discussed elsewhere in the literature;2%3° in fact,
they can be taken as a new derivation of these rules. Such
rules are frequently useful for guessing low-energy surface
structures, which are usually both insulating and neutral.
Returning to the case of GaAs (111), for example, it is
immediately apparent that a 1 x 1 surface could not be
both neutral and insulating. On the other hand, a 2 x 2
reconstruction with one surface Ga atom removed could
be. A reconstruction of precisely this type is believed to
have been observed®! and to be the energetically favored
structure32:33 of the GaAs (111) surface.

VI. GENERALIZATION
TO THE MANY-BODY CASE

So far, we have focused primarily on a discussion of
polarization effects using a single-particle description of
the electrons. In this section, we briefly discuss the gen-
eralization of this work to the cases where many-body
effects are important.

We begin by pointing out that by application of
density-functional theory (DFT) we already have a
many-particle theory of polarization effects. The key
point here is that ground-state charge densities and thus
electrical polarizations are in principle obtained exactly
within DFT.® For example, if we know the Kohn-Sham
wave functions of an insulating solid with an insulating
surface, then we can certainly construct a set of Wannier
functions from these orbitals and compute the surface
charges following the methods of Sec. III. This is an
exact method for computing surface charges given that
the many-body and DFT charge densities are identical;
the fact that the DFT Wannier functions may bear no
relation to the many-particle ground-state is immate-
rial. Similarly Eq. (1) will correctly predict the polar-
ization current of Kohn-Sham electrons in the bulk of a
large but finite insulator where the potential is allowed
to undergo an adiabatic evolution, provided V) is inter-
preted as the self-consistent Kohn-Sham potential. The
polarization current calculated from the many-body wave
functions and the Kohn-Sham polarization current must
be identical, if the Kohn-Sham and many-body surface
charges are to agree for each value of A.

It should be borne in mind that the above arguments
may rely heavily on the nonlocal behavior of the exact
Kohn-Sham functional, and may even break down in cer-
tain circumstances. For example, there is evidence34 that
some insulating materials may have metallic Kohn-Sham
band structures, which would invalidate the use of Eq.
(1). Thus, it is also important to explore more direct
approaches that work directly with the N-particle wave

functions. An important advance has been made in this
regard by Niu and Thouless,3® who have shown quite
generally that charge transport on a ring is quantized
in units of e for adiabatic changes in the Hamiltonian
where H*=% = H*=1)_ provided there is no closing of
the gap between the ground and first excited states along
the path, and that there are no long-range correlations
in the wave function.

Finally, it should be pointed out that symmetry-
related properties of P are expected to survive in the
many-body case, provided that no phase transition or
gap closure occurs as the many-body part of the Hamil-
tonian is turned on. For example, the exact many-body
polarization of GaAs presumably still vanishes (using a
symmetric split basis), just as it does in the independent-
electron approximation.

VII. CONCLUSIONS

In Ref. 12, we showed that the quantity defined in Eq.
(7), or equivalently Eq. (8), can be assigned a physical
significance as follows: the change in this quantity as the
system adiabatically follows an insulating path in the pa-
rameter space of the Hamiltonian correctly predicts the
resulting charge transport (i.e., the integrated polariza-
tion current). This has also been the viewpoint in a
recent review by Resta3® of our earlier development.1?
In the present work, we show that this quantity can be
assigned another meaning which does not involve differ-
ences: it is simply related to the areal charge density
which accumulates at an insulating surface or interface
bounding the crystal, modulo the natural unit e/Agy. s or
2e / Asurf .

In view of these two connections, we believe it is rea-
sonable and natural to take Eq. (7) or (8) as a definition
of the bulk electronic polarization of an insulating crys-
talline solid.

We acknowledge that there may be situations for which
this definition is not useful. For example, one must admit
the possible existence of an insulating crystalline solid
for which no insulating surface can be constructed, and
which cannot be connected via an insulating path in pa-
rameter space to any significantly different crystal (i.e.,
the given crystal is located in a small “island” of insulat-
ing Hamiltonians entirely surrounded by metallic ones).
In such a case, it is indeed difficult to see how the po-
larization P calculated via Eq. (7) can be assigned any
physical significance. However, it appears unlikely that
such cases will be common.
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