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Using variational and diffusion Monte Carlo techniques, we investigate the ground state of bosons
interacting in the continuum through a repulsive modified-Bessel-function potential, eKo(r/o), in
two dimensions. This is a simplified model for flux lines in high-T, superconductors. A pair-product
trial function is first optimized so that its variational energy is very near the ground-state energy,
then the diffusion Monte Carlo technique is used to calculate the exact ground-state energy. As a
function of mass and density, we calculate the region of stability of the solid for densities greater
than 0.01/ o?. The quantum crystal melts at high density, due to the potential’s soft core, and at low
density, due to the exponentially weak interaction. Bosons with /2/2mo?e > 0.09 do not crystallize
at any density. Within the flux model, we compute the flux-line phase diagram for Bi2Sr2CaCu20Os.
Pair-correlation functions, structure factors, and Lindemann ratios at melting are also computed.

I. INTRODUCTION

Bosonic systems are readily studied with current quan-
tum Monte Carlo techniques. The 1/r, Lennard-Jones,
and hard-core potentials have each been studied, both
in two and three dimensions.'™® Ceperley et al. have
treated bosons interacting through the three-dimensional
Yukawa potential, V = eocexp(—r/o)/r, determining
the liquid-solid phase boundary.*® Bosons interacting
with the two-dimensional (2D) Yukawa potential, how-
ever, have not yet been treated with exact Monte
Carlo methods. In two dimensions, the Yukawa, or
screened Coulomb, potential is a modified Bessel func-
tion, Ko(r/o), with o a screening length. This system is
of particular interest for its application to high-7, mate-
rials: Nelson et al. have proposed a model for flux lattice
melting in strongly type-II materials, in which the flux
lines are mapped onto a 2D system of bosons interacting
via Ko(r).8

Xing et al. studied the 2D Yukawa system using quan-
tum Monte Carlo techniques.” Because they sought to lo-
cate the flux liquid regime near H.; they considered den-
sities much lower than those in this paper. Using a pair-
product trial wave function plus Gaussian localization
for the solid, they first determined its pair-correlation
function, g(r), then calculated the variational energy at
several densities by scaling g(r). The differing quality of
liquid and solid trial wave functions employed, however,
leads to a strong variational bias in their estimate of the
melting line.

The Yukawa potential has the interesting combination
of short range with a soft core. For small r, Ko(r) di-
verges like — In(r); for large r, it decays as e™"/r1/2. As
in helium, the potential decays rapidly, and the system is
liquid at low densities. There is no liquid-gas transition
because the potential is purely repulsive. At very high
densities, the system approaches a 2D Coulomb system
li.e., a —In(r) potential]. Our results may therefore be
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used to predict the properties of the 2D Coulomb system,
in particular its melting density. At moderate densities,
and for sufficiently massive bosons, the repulsive poten-
tial dominates, and the system crystallizes. We locate
this region and compute the threshold mass for crystal-
lization. Because we aim to accurately determine the
ground-state properties of the 2D Yukawa system, par-
ticularly the melting density, we employ exact as well as
variational methods.

Computationally, the Yukawa potential is convenient.
At sufficiently low densities, the short range allows the
potential to be smoothed to zero at the box edge, mak-
ing the Ewald method of summing over the periodically
repeated particle images unnecessary. In the Coulomb
limit a scaling law applies, so that a single transition
point determines the high density melting line.

The system considered in this paper consists of N
bosons interacting via eKo(r/o) in a periodically re-
peated two-dimensional box with an aspect ratio chosen
to perfectly accommodate a triangular lattice. We work
in reduced units: lengths are given in units of o, and
energies in units of €, so the Hamiltonian is

H=-Y A?VI+Y Ko(ry), (1)
i i<j

where i, j are particle indices, and the DeBoer parameter,

A*, is defined by

h2
2= _ " 2
A 2mo2e )

The reduced density, p = N/Ac2, and A* are the two
dimensionless parameters which characterize the system.

In this paper, we first review the variational and dif-
fusion Monte Carlo methods employed in computing the
ground-state properties. We then consider the Jastrow
pair term used to form the liquid and solid trial wave
functions. Next, we report the results of the computa-
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tion: ground-state energies; the (p, A*) phase diagram;
pair-correlation and structure factors; and Lindemann’s
ratio at melting. Finally, within the flux model, we study
melting in the BiySr,CaCuy0g compound and compare
the resulting phase diagram to other available results.

II. MONTE CARLO TECHNIQUE

Variational Monte Carlo? (VMC) is a method used
to compute the energy of a many-body trial function,
Yr(R). We begin by sampling configurations R =
{r1,...,rn} from |1/JT(R)|2 using a Metropolis random
walk,® where r; is the two-dimensional position of the ith
of N particles. The variational energy, Ey = (Y7 |H |¢¥T),
is then computed as the average of the local energy,
Ep = Hyr /vy, and is an upper bound on the ground-
state energy. Our trial function is of the Jastrow pair-
product form,°

7 (R) = [ [ exp(—u(ri)] [ [ expl—c(r: - Z:)?, (3)
i<j i

where the Z; are lattice sites, 7;; is an interparticle dis-
tance, and u is the Jastrow pair function. We assume the
solid lattice is triangular since that minimizes the poten-
tial energy.'® For the solid, c is an adjustable variational
parameter which binds each particle to a lattice site. This
method of forming the solid breaks the bosonic symmetry
of the particles, but has nonetheless been found to give
a good estimate of ground-state properties because ex-
change energies are small in a crystal.® The liquid phase
has ¢ = 0, and the identical particles are free to tra-
verse the simulation cell. The Jastrow function contains
parameters which, along with ¢, are varied to minimize
E V-ll

Once a good variational function is found, the exact
ground-state energy is computed using diffusion Monte
Carlo (DMC).!? Consider the imaginary time Schro-
dinger equation,

_0¢(R, 1)
ot

Multiplying this by 97 (R) and introducing f(R,t) =
Y1 (R)$p(R,t), we obtain

= (H — Er)$(R, t). (4)

of _ . .
S =A 2Z:V?f —2A 2§ijvi (fVilnyr)
—(EL — Er)f. (5)

The terms on the right-hand side can be interpreted as
diffusion, drift, and branching processes, respectively, of
an ensemble of walkers in the 2N coordinate space. The
initial ensemble, f(R,0), is drawn from the variational
Monte Carlo. At large t the distribution of walkers is
proportional to ¥r(R)¢po(R), ¢o(R) being the ground
state. The value of Er that gives a steady population
is the ground-state energy. Other properties, such as the
pair distribution function, are evaluated in the mixed dis-
tribution, ¥r(R)¢o(R). For a sufficiently accurate trial
function, we can calculate an observable, (O), correct to
first order in the error of the trial function,?

(0) = (40l010) = 2A0)pyc—(Ohvmc+O (0 — ¥)?]
(6)

III. LIQUID AND SOLID TRIAL FUNCTIONS

The form of the Jastrow pair function u(r) is chosen
to approximate the solution of the two-body Schrédinger
equation. We tried several forms for the pair function and
found three which gave good results, each for a certain
range of density:13

ua(r) = (a + br?) cos®(rdv/wr) exp(—wr?),
a
14 wr?’ (7

uo(r)=a (Fjlr—g)w

Forms A and B for (p = 0.02, A* = 0.0577) along with
the potential, Kq(r), are shown in Fig. 1. For each calcu-
lation w, a, and b were varied to minimize the energy, and
d was chosen to be 0.1. For moderate densities, forms A
and B gave nearly identical variational energies, though
form A was preferred at higher densities. Form C gave
the best results at lower densities and is in fact an im-
proved version of that used by Xing et al..14 In each case
the lowest-energy form was used in the subsequent DMC
calculation.

up(r) =

IV. RESULTS

The variational method described above has been used
to calculate liquid and solid energies at several different
values of (p,A*). For each density, energies were com-
puted at several values of A* near the liquid-solid transi-
tion curve. When the transition was roughly located by
comparing variational energies for the liquid and solid,
exact DMC calculations were performed at two values of
A* chosen to window the transition. The variational pa-
rameters, ground-state energies, and other properties for
some points near the transition are given in Table I.
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FIG. 1. The optimized Jastrow function, ug(r), for the

liquid at (p = 0.02, A" = 0.058). Also shown are the Jastrow
function, ua(r), and the potential, Ko(r).
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When determining the melting point, A}, variation-
ally, a combination of factors leads to a significant bias.
First, the Jastrow wave function better models the solid
phase than the liquid, a feature common to many sys-
tems. This is apparent from the comparatively large val-
ues of A = (Eymc — E) for the liquid shown in Table I.
Second, as in the 3D Yukawa system,® the energy differ-
ence between the phases is very small, even far from the
transition. Consequently, the VMC estimate of A} is al-
ways too large. Figure 2 illustrates the determination of
the transition at p = 0.02. The VMC finds A} = 0.081,
while the DMC finds A} = 0.052. This underscores the
importance of DMC for locating transitions in this sys-
tem.

The close-lying energies of the two phases create an-
other difficulty. Even small statistical errors in the com-
puted energies (typically less than 0.1%) can lead to a
fairly large uncertainty in A%. Consequently, long DMC
calculations are required to pin down the transition. For
very lengthy DMC calculations, however, the liquid and
solid trial functions must give the same result, as there
is a unique ground state. Using exact Monte Carlo
techniques to locate transitions therefore relies on the

TABLE I.

metastability of the unfavored phase in the DMC. In the
Yukawa system, this metastability is rather fragile, which
makes locating the transition and estimating its width
difficult.

Although a double tangent construction is difficult, an
estimate of the transition width can be made from the
pressures, which are computed using the virial theorem
and shown in Table I:

P =207+ (rKy(n)]. ®)

For small 6p/p the relative width of the coexistence re-
gion is, to a good approximation,’

8 _\n dPiq 4P\ /2
2 — P soll/[p( )T @

where P is the pressure. For p = 0.02 we find ép/p =
0.007, suggesting the transition is very weakly first or-
der. Further studies with path integral Monte Carlo, for
example, would be needed to verify this.

We have computed several transition points and ob-
tained the phase diagram shown in Fig. 3. As in the 3D

Results of DMC calculations for liquid and solid (L, S under “Ph”) wave functions at points (p, A*) near the

transition. “Form” indicates the form of the pair function [see Eq. (7)]. w, a, b, and c are the variational parameters in Egs. (3)
and (8). F is the ground-state energy in units of ¢, with the number in parentheses indicating the standard error in the last

digit. T is the kinetic energy, P the pressure. A = (EvMmc — E) is a measure of the quality of the trial function.

A* Ph Form w a b c E/N T/N A/T P
p=0.4
0.1 L A 0.45 6.2 —0.6 ) 8.472(1)x 101 4.558x102 0.18 4.39x10~ 1!
0.1 s A 0.5 3.4 —-0.8 1.1 8.509(1)x 10~} 5.295x 10~ 2 0.08 4.42x10~1
0.05 L A 0.5 13 0.0 0 7.991(1)x 10~ 1 2.548x 10~ 2 0.24 4.26x10"1
0.05 s A 0.8 7.3 —0.2 1.59 7.973(2)x107 1 2.716x10~2 0.03 4.28x1071
p=0.135
0.088 L A 0.31 7.63 —0.24 0 1.7239(4)x 10~ 1 1.815x1072 0.13 3.72x10~2
0.088 K A 0.31 5.39 —0.04 0.56 1.7255(2)x 10~1 2.120%x10™2 0.03 3.75x10~2
0.069 L A 0.31 7.87 -0.15 0 1.6338(4)x 10~ 1 1.378x10~2 0.22 3.59%x10~2
0.069 s A 0.31 5.47 —0.18 0.63 1.6366(2)x 10! 1.508x10~2 0.05 3.63x10~2
p = 0.065
0.112 L A 0.31 5.35 0.95 0 5.273(6)x 10~ 2 1.116x10~2 0.11 6.07x10~3
0.112 s A 0.45 3.6 0.8 0.39 5.344(6)x 10~ 2 1.404x10~2 0.07 6.19x10~3
0.085 L A 0.45 5.6 4.0 0 4.693(1)x10~2 9.000x10~3 0.26 5.65x10~3
0.085 S A 0.45 4.0 2.0 0.39 4.684(8)x 102 1.020x 102 0.05 5.75x10~3
p=0.03
0.075 L A 0.1 8.0 0.0 0 9.067(6)x10~3 2.895x1073 0.06 5.58x107%
0.075 S A 0.1 6.9 0.0 0.1 9.104(5)x10~3 3.442x10~3 0.04 5.72x10%
0.065 L A 0.1 10.2 0.0 0 8.293(4)x 103 2.716x10~3 0.13 5.27x10~%
0.065 s A 0.1 8.0 0.0 0.094 8.236(2)x10~3 2.902x10~3 0.04 5.35x107%
p = 0.02
0.065 L B 0.11 13.1 — 0 3.397(3)x 103 1.387x10~3 0.14 1.43x10~4
0.065 s B 0.11 9.2 — 0.073 3.411(3)x10~3 1.563x10~3 0.05 1.47x10™%
0.058 L B 0.11 15.0 — 0 3.085(3)x 103 1.252x10~3 0.16 1.32x10~4
0.058 s B 0.11 10.6 — 0.074 3.082(2)x10~3 1.368x10~3 0.04 1.35x10™4
p = 0.01
0.032 L B 0.11 20.7 — 0 3.582(4)x10™4 1.948x10~4 0.14 7.68x106
0.032 S B 0.11 10.4 — 0.06 3.623(4)x 1074 2.149%x 104 0.06 7.93x10~6
0.027 L c 3.0 1.05 3.1 0 2.861(4)x10~4 1.573x10~% 0.17 6.45x10~°
0.027 S c 3.0 0.6 2.9 0.051 2.866(2)x10~4 1.622x10~4 0.03 6.61x1076
0.022 L c 3.0 1.18 2.9 ) 2.371(7)x10~4 1.233x 104 0.19 5.37x10~°
0.022 S c 3.0 0.8 2.9 0.048 2.340(2)x10~4 1.204x10~% 0.03 5.66x10~°
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FIG. 2. Variational and exact energies for the solid and
liquid at p = 0.02. The solid lines are a fit to the solid energies.
The dashed lines are for the liquid. The lower curves in each
pair are the result of DMC. The arrows indicate the VMC
and DMC estimates of the transition.

Yukawa system, there is a class of A* for which the kinetic
energy dominates, and the system will not crystallize at
any density. We estimate this crystallization threshold
to be A* = 0.09. For smaller A*, the liquid is reentrant
at zero temperature—the solid will melt on expansion or
compression.

Consider now the behavior at high density, where the
potential’s Coulomb core dominates, and the Hamilto-
nian effectively becomes

H==Y AV} - In(ry). (10)
i i<j
Under the scaling of coordinates r — ar, p — p/a?, and
A* — aA*, the Hamiltonian becomes
N(N -1)
2

Eliminating a in the scaling relation we find the analytic
form of the melting line at high density,

H =H In(a). (11)

107
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P
FIG. 3. The phase diagram for Yukawa bosons. Below

the line is the solid phase. The squares are transition points
computed with DMC. The dashed line at high density is the
scaling law, Eq. (12).
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FIG.4. The variational (- - -) and extrapolated DMC (—)
radial distribution function for the liquid far from crystalliza-
tion at (p = 0.02, A* = 0.0645).

. _1
,,IHEOA; =Cp~ 2. (12)
We use our highest density transition point to estimate
the value of the prefactor, C' =~ 0.04. This high density
transition is shown in Fig. 3 as a dashed line.

Figure 4 shows the radial distribution function for the
liquid near equilibrium at (p = 0.02, A* = 0.0645) com-
puted with variational and diffusion Monte Carlo cor-
rected using Eq. (6). As observed in other quantum
liquids, such as the 3D Yukawa system® and helium,®
the ground state has considerably more structure than
the liquid trial function provides. Radial distribution
functions for the solid near equilibrium at (p = 0.02,
A* = 0.05) are shown in Fig. 5. As expected, the
solid trial function better reproduces the structure of the
ground state.

Figure 6 shows structure factors evaluated at the first
reciprocal lattice vector from several liquid and solid cal-
culations near melting at p = 0.020. The kinetic energy
increases with A*, forcing the particles to delocalize and
the crystal to melt. The system changes very smoothly

2.0

16 |

0.8

04 |

0.0 L

FIG.5. The variational (- - -) and extrapolated DMC (—)
radial distribution function for the solid far from melting at
(p=0.02, A* =0.05).
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FIG. 6. Extrapolated DMC structure factors for the solid
(e) and liquid (o) at p = 0.02 evaluated at the first reciprocal
lattice vector of the triangular lattice, k = 27 /a, with a the
lattice constant. The vertical line indicates the transition.

from liquid to solid, consistent with the narrow coexis-
tence region and the weak metastability of the unfavored
phase.

The Lindemann criterion!® has been useful in describ-
ing, but not explaining, melting in classical and quantum
systems. It asserts that a crystal will melt when the rms
deviation of particles from lattice sites exceeds some frac-
tion of the nearest-neighbor distance. Lindemann ratios
() at melting for several densities are given in Table II.
Our system typically melted for v = 0.23-0.26. While
this is lower than typical values in 3D systems, it is con-
sistent with values observed for other 2D systems, includ-
ing the 2D charged Bose gas and 2D “He, which melt near
v =0.254.1:3

V. APPLICATIONS TO
FLUX LATTICE MELTING

Nelson et al.® have shown that the statistical mechanics
of the flux-line lattice (FLL) of high-T, superconductors
can be studied through an appropriate mapping onto the
2D Yukawa boson system. In this model, one treats the
FLL as a system of 2D bosons with the “Hamiltonian”

_ S ksT) oo 8 y
= ; 26, Vi+;8772)‘2K0(7'n//\)- (13)

TABLE II. The “mass,” A}, and Lindemann ratio, v, at
melting for several densities.

p A; “Ymelt

0.01 0.0261 0.23
0.02 0.059 0.26
0.030 0.071 0.26
0.065 0.088 0.24
0.135 0.091 0.26
0.4 0.066 0.26

T is the temperature of the superconductor, €, the line
tension, ¢ the flux quantum, and A the London pen-
etration depth in the ab plane. By taking o0 = X and
A*? = (27kpT)? /€142 we can interpret our 2D Yukawa
results in terms of this model. Each vortex line carries
one quantum of flux, so the internal magnetic field is
B = ppoA~2. The other relevant quantities are the exter-
nal field, H, and the Gibbs free-energy density, g, given
by

_ _ %o
H-H,= E [P/p+ E], (14)
9= - % p (15)
824’

where P is the dimensionless 2D pressure computed from
Eq. (8). The thermodynamic temperature of the boson
system is taken as Bpose = OrLLL, with L the thickness of
the sample in the ¢ direction. For a sufficiently thick su-
perconducting sample, the corresponding boson system is
in its ground state. In the boson ground state the average
interparticle spacing is much smaller than the de Broglie
wavelength, so the criterion for a “thick” superconductor
is

€1(T) o
2kgTB’

The FLL model assumes that the London approach is
valid and the field is applied perpendicular to the copper
oxide planes. Because the model neglects the angular
dependence of the vortex interaction, it applies only when
the average vortex tipping angle is small compared to the

mass anisotropy, <|dr/dz|2> < M3/M;.'" In the boson

system, this condition becomes T' < In k, where T is the
dimensionless kinetic energy in Table I. This is satisfied
in all our calculations.

The general nature of our calculations allows us to ap-
ply our results to an arbitrary high-7, superconductor
within the flux-line model. As an example, we choose
parameters appropriate for BizSraCaCuz;Og (BSCCO),
where flux lattice melting is especially pronounced. We
take A = 3 x 107%cm (1 — T/T.)"Y/2,18 x = 200,
T. = 85K, and M3/M; = 225. The line tension is
& = (¢o/4mA)?In(k)M1/M5. Using relation (14) we
compute a phase diagram for BSCCO (Fig. 7). Be-
cause the number of flux lines is explicitly conserved,
the Helmholtz free energies, rather than the Gibbs free
energies, of the two states are equal at the plotted phase
boundary.

The DMC simulations of Table I correspond to field
strengths 0.1 G < B < 0.5 G in BSCCO. The large values
of A% suggest the FLL would be stable against thermal
melting even near T, at these field strengths. The van-
ishing line tension near T., however, induces Coulomb-
like pressure melting. The FLL model breaks down near
H.»(T), due to extreme vortex tipping, so the computed
flux-line melting field near T, is not very accurate.

A more interesting case is H,; < H <« H_.,. Here, the
London penetration depth is larger than a typical inter-
vortex spacing, so the logarithmic interaction dominates.
Using Eq. (12), the internal melting field in this limit is
given by

L> (16)
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FIG. 7. The phase diagram for Bi>SroCaCuz0Os, com-
puted within the flux-line model. The high field melting line,
B.(T), is given by Eq. (17). The upper curve is the mean
field H.2(T). The open and filled squares are the results of
Ryu et al. using translational and bond angle order parame-
ters, respectively. The triangles show the measured flux lat-
tice melting in BSCCO by Gammel et al. In their sample,
Heo(T = 0) = 58kOe.

N 2 ¢ M; Ilnk

B(T) ~ (0.0 g4naxa 3, e
At these high field strengths, the boson ground-state
pair-correlation function obeys the simple scaling rela-
tion, g,(r) = gp(v/p/p'r). We obtain the energies and
pressures needed for the corresponding values of H, with
the aid of this relation and the results of a simulation
at p = 0.4. Figure 8 shows the computed magnetic sus-
ceptibility at melting, 4mxm(Hz) = (B — Hz)/Hz. Xm
vanishes near H — H.; = 200 Oe, so at high fields B and
H may be used interchangeably.

We find that the flux lattice is melted over a significant
portion of the phase diagram, well below the mean field
value of H.2(T"), also plotted in Fig. 7. The shape and po-
sition of the melting line in the region 15 kG < B < 35kG

(17)

0.0

-0.2 1

10 = e l
107 10 103 107 10!
H,(kOe)

FIG. 8. The computed magnetic susceptibility at melting.
The magnetization becomes insignificant above H; — He1 =
200 Oe, justifying the interchangeable use of H and B at high
field strengths.

are in rough agreement with measurements of flux lattice
melting in BSCCO by Gammel et al.!® They measured
H (T = 0) = 58kOe, so their melting line extends above
our H.,. Their crystals were 0.1 mm thick, easily satisfy-
ing criterion (16), so the FLL should be well described by
the boson ground state. Precise numerical comparisons
are not appropriate, given the varying physical param-
eters of samples and the steep dependence of B, (T') on
the penetration depth.

At sufficiently low fields, the short range of the Yukawa
potential prevents the development of long-range order,
and the flux lattice melts. Here, the flux interaction is
in the exponential limit, and energy differences between
solid and liquid are quite small, making the use of an
exact method crucial. The convergence of DMC in a
reasonable amount of computer time, however, requires
good quality trial functions. We have performed vari-
ational calculations on the trial wave functions of Xing
et al. and our modified form of that wave function, uc
of Eq. (7). Although uc consistently had lower energy
than that of Xing, subsequent DMC calculations failed
to converge, indicating neither form is adequate at fields
much smaller than 0.1G.

Despite the inherent variational bias and poor conver-
gence, we feel VMC with these wave functions can give
order of magnitude estimates of the melting temperature
near H,;. While Xing et al. found a very narrow liquid
regime near H,; in YBCO (H, — H.; ~ 1075 Oe at 80K),
our results suggest this regime is substantially larger in
BSCCO, with H, —H.; ~ 10~2Oe at 80K. A better trial
wave function is clearly needed to accurately determine
the size of the low field flux liquid region.

The phase diagram for BSCCO computed by Ryu et
al.?® (shown in Fig. 7) is qualitatively similar to ours,
but shows more pronounced FLL melting. In their phase
diagram, the crossover from low to high field melting oc-
curs at B = 250 G, while we observe the crossover near
B =~ 1G. This is expected because the low field region,
where energy differences between the phases are smallest,
is most sensitive to the “thermal” fluctuations present in
thin samples. While our ground-state calculations de-
scribe very thick samples, Ryu et al. modeled samples
with 32 copper oxide planes, or L ~ 150 A. Using the cri-
terion for thick samples above (at B = 10kG, T = 50K),
excited boson states will play a role in FLL melting in
samples thinner than several hundred angstroms, dis-
rupting the ground state’s positional order and prema-
turely melting the flux lattice.

VI. CONCLUSIONS

Using exact Monte Carlo methods we have studied sys-
tems of bosons interacting at zero temperature with the
modified-Bessel-function Ky(r) potential, which is both
soft and short ranged. The high density limit of Ko(r)
is the 2D Coulomb potential, —In(r). This system has
been previously studied at low densities by Xing et al.
using variational Monte Carlo. We have extended the
phase diagram to higher densities, and have found that
pressure melting sets in for p > 0.1. Using a scaling ar-
gument we have determined the form of the high density
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transition line and have estimated its position. From this
we predict a melting density parameter r; =~ 14 in the 2D
Coulomb bose system.

For light bosons (A* > 0.09), the kinetic energy domi-
nates, and the system will not crystallize at any density.
The energies of the liquid and solid states are very close
over a large part of the phase diagram. The relative
width of the coexistence region is estimated to be less
than 1%. This system is qualitatively quite similar to
bosons interacting with the 3D Yukawa potential. The
radial distribution function and structure factors indicate
that the true ground state has significantly more struc-
ture than our liquid trial function provides. We have
applied our results to a model BSCCO superconductor
and observed flux lattice melting over a large part of the

phase diagram. We are currently extending these results
to the Coulomb limit, a novel liquid which has no Bose
condensate.
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