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In this work we use field-theoretic and renormalization-group methods to study the finite-temperature
ferromagnetic phase transition in the three-dimensional Hubbard model. We show that the nature of the
ferromagnetic transition may strongly depend on the constraint imposed on the system. For example, if
the system is allowed to exchange particles with a reservoir, the stability criterion for the occurrence of a
continuous phase transition can be calculated using the mean-field approximation. On the other hand, if
the total charge is conserved and charge- and spin-density fluctuations are considered in the theory, a
different criterion, quite distinct from the mean-field one, is found, resulting in a fluctuation-induced re-
normalized Heisenberg tricritical point. The tricritical behavior is studied by calculating the one-loop
renormalized free energy and using scaling analysis to determine the tricritical exponents. Finally, the
exact solution of the model in the spherical limit and near the ferromagnetic transition is presented, in
which case no fluctuation-induced tricritical point is found.

I. INTRODUCTION

The Hubbard model' has been the prototype model
used to describe a variety of Fermi systems such as
normal-liquid 3He, low-dimensional conductors, magne-
tisrzn of itinerant electrons, and high-7, superconductivi-
ty.

In this work we focus our attention on a long-standing
problem related to the one-band Hubbard model, namely
the existence and nature of a finite-temperature ferromag-
netic phase transition in three dimensions. In one’ and
two* dimensions the continuous spin symmetry of the
Hubbard model cannot be broken and thus no fer-
romagnetism is found. Numerical simulations® in three-
dimensional cubic lattices with first-neighbor hopping
have been restricted to the half-filled band case where fer-
romagnetism is also not expected.® Ferromagnetism has
been found only away from half filling,”® in which case
the so-called Nagaoka theorem’® asserts that, for ap-
propriate values of the model parameters, the ground
state on square and cubic lattices with one hole in a half-
filled band is a fully aligned ferromagnetic state in the
infinite U (intra-atomic Coulomb repulsion) limit. Re-
cently, extensions of Nagaoka’s theorem to finite values
of hole density,'® Coulomb repulsion,“ and temperature12
have been reported. Moreover, despite the great effort!3
to overcome the drawbacks of the Hartree-Fock-Stoner
theory of itinerant electron ferromagnetism, a satisfacto-
ry description of the pertinent critical phenomena in
three dimensions is still not available. In particular, early
renormalization-group studies!* concluded, in agreement
with mean-field arguments, that the spin-charge coupling
in any case restricts the possibility of occurrence of first-
order transition. Contrary to this assertion, in this work
we show that the coupling of charge- and spin-density
fluctuations in the three-dimensional one-band Hubbard
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model, with fotal charge fixed, severely restricts the oc-
currence of a continuous ferromagnetic transition.

The question of the nature of a ferromagnetic transi-
tion in the Hubbard model is in fact related to a more
general class of problem, namely, the occurrence of a
phase transition under a constraint imposed on some
“hidden” (noncritical) variable coupled to the critical
(magnetic) degrees of freedom. In this context one refers
to Fisher’s celebrated paper!® on the renormalization of
critical exponents by hidden variables in which an in-
teresting model of a two-dimensional “mobile-electron
Ising ferromagnet” is exactly solved. He proved that,
if the chemical potential is chosen to ensure overall elec-
troneutrality (half-filled band case), the Onsager-Ising (I)
critical exponents get renormalized (R), ie., az=
—a;(1—a;) " L,vg=v,(1—a;)”},... . Fisher’s theory
of critical phenomena in constrained systems was later
generalized'®!” to include the possibility of first-order
phase transitions. In particular, it was found!* that if
a <0, the renormalized behavior occurs only at a single
point, namely, the tricritical point, in contrast to the case
of a divergent specific heat (a>0)!¢ in which the A-line
exponents are renormalized and the tricritical exponents
are those of the unconstrained system.

For the constrained three-dimensional Hubbard model,
that is, total charge held fixed, we find a fluctuation-
induced tricritical point, whose nature is precisely that
proposed by Dohm,!” and identify the region of
fluctuation-induced first-order transition in the space of
parameters of the Hubbard Hamiltonian. The tricriti-
cal behavior is studied by calculating the one-loop re-
normalized free energy using field-theoretic and
renormalization-group techniques. Moreover, a tricriti-
cal scaling analysis permits to obtain the tricritical ex-
ponents which are directly related to the fixed-point criti-
cal exponents (renormalized Heisenberg in the present
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case), with surprisingly interesting results.!® It is also
shown that if microscopic and macroscopic charge fluc-
tuations are allowed on the same footing, i.e., if the sys-
tem is in contact with a reservoir of particles defined by
the chemical potential p (unconstrained case), the transi-
tion remains continuous in the stability region suggested
by the mean-field theory. Finally, the exact solution of
the model in the spherical limit (n — «, where n is the
number of spin components) is presented, for which the
mean-field region of stability is preserved both in the un-
constrained and constrained cases.

II. FIELD-THEORETICAL REPRESENTATION
OF THE MODEL AND MEAN-FIELD SOLUTION

The use of functional integral methods to treat both
the Hubbard and Anderson models has been hindered by
many technical and conceptual difficulties, but recent re-
sults!® have elucidated the main points of controversy.
The common feature in the systems of interest, which
hopefully is mimicked by the single-band Hubbard mod-
el, is a competition between a hopping term (kinetic ener-
gy) and a local Coulomb repulsion interaction, i.e.,

H= 2 ttjcmcjo+U2ntTntl ’ 1)
iLj,o

where #;; is the hopping integral between sites i and j, U
is the Coulomb coupling strength, c¢;, (cf ¢, ) is the annihi-
lation (creation) operator for a fermion of spin o at site i,
and n,;, is the fermion number operator. The following
general identity'® explicitly represents the Hubbard-
Coulomb interaction in terms of squares of spin and
charge operators

X, ),z
npn; =H1—=b)n;— 3 b(SH)?, (2a)
a=c
n=n;+n;,, SFf=Y c,-TaS‘;,orc,.a' , (2b)
o,0'
where S . =(i/2)8, ,,and Sg .., with a=x,y,z, are the

spin-1 matrix elements; the parameters b, satisfy the
constraint ¥ ,b,=2. Using the above identities and the
Stratanovich-Hubbard transformation,?® the partition
function,

Z=Trexp[—B(H —uN,)], (3)

where B=1/kT and N, is the total electron number
operator, is written as a functional integral over the
Fourier transforms of the fluctuations of the auxiliary
fields conjugate to the charge and spin operators

Z=2, [ (D¢,)(DS,)exp[—BF(4,,S,)] . @)

In (4), an expansion around the paramagnetic uniform
static saddle-point value is made, where
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BFy=—InZ,=—" In[1+exp(—Pe,)]—BNb. 7,
k,o
(5a)
ek=£g—,u——2q(bc—1+r_z) , (5b)
1
Flg,8,)=~ ¢q¢ +2—S"S" }
+Tr(,o)n(1—-8¥ G ), (5¢)

€y are the band energies and 7 =N, /N is the average on-
site charge per particle (N, may or may not be conserved
according to the possibility of exchanging particles with a
reservoir); (2b,)”'/?¢, and (2b,)”'/2SZ are the Fourier
transforms of the fluctuations [around the saddle- point
values ¢, _,=i(Bb,NU /2)"/*fi and S, _,=0] of the auxi-
liary fields (commuting variables) conjugate to the charge
Sf and spin §; operators, g =(q,w,)[k =(k,w, )] are wave
vectors and boson (fermion) Matsubara frequencies; 8§V
and G °© are defined by the matrix elements

SV =—(BU/N) by =4S o Sk —k=4"S0.0) »
(6a)

(;’00‘(7 _GkSkkSGU’ (iw,, _Bak)_l . (6b)

The unique choice 2b, =2b, =1 results in a diagrammat-
ic many-body series derived from (4) that has no spurious
diagrams which either violate Pauli’s principle (if b.7b,)
or spin conservation (if b,7b, ). In addition, by per-
forming the trace in Eq. (5c¢) we verify that F(¢y,S ) is
spin-rotational invariant to all orders of perturbation
theory and represents a field theory involving a critical
vector spin field coupled to a noncritical scalar charge
field. The interaction vertices of the theory are of type
r=r.+r,., where r.(r,.) is the number of critical fields
(noncritical fields) present in the interaction.

We are now concerned with the infrared divergencies
of the theory as one approaches the transition. There-
fore, to generalize the power counting?! of a divergent
graph constructed using both the critical field S and the
noncritical field ¢, one must keep in mind that the non-
critical propagators of internal lines do not contribute to
the power counting. In this way, a diagram of order
n =73 .n, of a vertex function [see Eq. (20)] with E exter-
nal lines, L loops, and I internal lines constructed using
n, momentum-independent interactions of type 7,
behaves asymptotically as A®, where A is the infrared
momentum cutoff and & is given by

8=Ld—2I=—3n,8,+[d +E,—(d/2E]. (]

In (7), E.(E,.) is the number of critical (noncritical)
external lines (E=E_.+E, ), d is the system dimen-
sionality, and

8,=d+r.—(d/2)r (8)

is the dimension of the coupling constant of the interac-
tion r. The critical dimension, obtained from 8§, =0 and
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r=r.=4, is d.=4, as in a ¢* theory.?! At d =d,, the
relevant couplings have positive dimensionality 5, > 0.
Conversely, the irrelevant ones have 8, <0 and need not

be considered in the determination of the asymptotic crit-
|

Xo(q1,925 - - -
k

is evaluated at zero momenta, g, =¢g,= ‘- - =¢q,_;=0.
Finally, assuming that the ferromagnetic critical temper-
ature satisfies 0 <<kT, <<E/, so that quantum effects??
are negligible (the frequency mode of interest is the zero-
frequency mode), the functional F[(#4,S4)] is cast in the
form?*

BF(¢4,8)=173 (r,+4g*)8,S_,+A,
q

X X 84,785,588 (g +a,+ay
q1,9,93

r
+ 70 2 ¢q¢—q+ksc 2{( Sk'sq—k¢—q ’
q q,

(10a)
re=[1—(U/2)Np(Ep)], r,=[1+(U/2)Np(E;)],
(10b)
A=— 7952];—]\, NJ(E))
(g 1 (10c)
SC=—§ oy | NiEp,

where Nr(E() is the electronic density of states near the
Fermi level averaged over an energy range of order
kT( << Ej) through the factor (3f /0E), f (E) is the Fer-
mi distribution function, and prime means differentiation.
Note that the couplings A, and A, depend on both the
Hubbard-Coulomb interaction and the derivatives (shape)
of the density of states at the Fermi level. In particular,
A, is pure imaginary and brings new features in compar-
ison with formally similar problems such as the metamag-
net?® and the axial next-nearest-neighbor Ising (ANNI)?*®
model in a field and the interaction of spin with elastic
degrees of freedom.?” Note also that expansion (10) is
strictly valid only if N;(E) is a smooth function of E near
E,, ie., E; cannot be placed at a value of E for which
Nr(E;) develops a Van Hove singularity.

The partition function (3) is fully defined only when the
appropriated boundary condition or constraint is
specified.?®?® For example, if the total charge of the sys-
tem is held fixed, the total charge fluctuation vanishes,
ie.,

¢=dq—0= [dx(x)=0. (11

In this case the spin fluctuations are not coupled to the
macroscopic (uniform) mode of charge fluctuations and
the integration in Eq. (4) must be evaluated under the del-

24, —1)=—(B/N) 3, Gk +¢,)G°(k +g;) -

ical behavior of the system. Since the momentum depen-
dence of the interaction softens the infrared behavior, the
coupling of the relevant interaction of type 7, proportion-
al to the generalized paramagnetic susceptibility?*!°

r—1

k+ 3 g

i=1

. GO , ©)

[

ta constraint 8(¢,—o). On the other hand, if the system
exchanges particles with a reservoir defined by the chemi-
cal potential u, both macroscopic and microscopic (q70)
charge fluctuations are allowed with no restriction, in-
teracting with the spin fluctuations according to Eq. (10).
To comprise the constraints of interest, we write the in-
teraction term of Eq. (10) in the form?®

A'sc 2 S%|¢—q*‘))"(sg)s(2)¢0+}"(nl‘) E S%l(ﬁ_q ’ (12)
q q#0

where the =0 mode is singled out and

sgzg Si*Sq- - (13)

This prescription allows the two boundary conditions to
manifest through solutions satisfying either AQ=A1), if
the total charge fluctuates, or A!2)=0, if the total charge
is held fixed. Now after integrating over the charge field
in Eq. (4), using Egs. (10)-(13), we obtain a generalized
0(n) symmetric ¢* theory as follows:

BF{S} =13 (r,+¢*)S;S 4
q

+;\'s Z Sql'SqZSqB'S_(q1+qz+q3)

q;,9;,93
—AOsi—AN > 8282, (14a)
q#0
A= 2r, A=AV 2r, . (14b)

The free-energy functional (14a) can be formally made
equivalent to a simpler one, containing only two coupling
constants, against the substitution —A/®=—A0+2
AlV=—AV4+2  and A,=0. However, we keep this ex-
tended version because it allows us to obtain the two
different solutions, corresponding to the boundary condi-
tions mentioned above, within the same formalism.
Moreover, this procedure also enables us to explicitly cal-
culate charge susceptibilities, providing essential physical
insights concerning the fixed-point solutions and topolo-
gy of the flux diagrams (see next section).

A mean-field solution of this problem gives the lines of
instability, A, —A”=0, and A”=0 (for the Hubbard
model A®, AV <0), dividing the first- and second-order
phase transition sectors in the (A;,A.) plane (see Fig. 1).
Recall that only the =0 mode contributes in the mean-
field approximation. At Stoner-type criticality , =0, and
using Egs. (10b), (10c), and (14b), the above lines of insta-
bility give the following criterion for the system to under-
go a continuous ferromagnetic transition, if the total
charge fluctuates (A05=0):
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FIG. 1. Mean-field regions of stability: (a) region A, for con-
stant chemical potential, defined by lines A,—A.=0 and
Ao =A9=0; (b) region B, for total charge fixed (A.”’=0), defined
by lines A, =0 and A"’ =0. Though redundant in the mean-field
approximation, we plot A{!’ in the last case in order to contrast
with results when fluctuations are considered in the theory (Fig.
3).

3N7(E;)

NE ,
£y NTED)

(15a)
whereas a first-order transition occurs for the reverse in-
equality. On the other hand, in the case of total charge
fixed (k(co)=0), the above condition reduces to

N7(E[)<0 . (15b)

We see from Eqgs. (15a) and (15b) that, even at the
mean-field level, the two boundary conditions lead to dis-
tinct criteria for the occurrence of a continuous fer-
romagnetic transition. In the next section we show that
in the constrained case (total charge held fixed), if fluc-
tuations are allowed in the theory, the above mean-field
picture is drastically modified, resulting in a different cri-
terion for the occurrence of a continuous ferromagnetic
transition.

IiII. FIXED POINTS AND CRITICAL EXPONENTS

Our main goal in this section is to determine the fixed
points and critical exponents associated with a ferromag-
netic transition described by Eq. (14), as well as the con-
ditions under which this transition is reached. In order
to formulate the problem in the field-theoretic frame-
work, we start this section by defining the relevant quan-
tities necessary to establish the renormalization-group
program.

The functional generator for the Green’s functions is
given by

Z(T,h;0)=Z, [ D(Sy)exp [—BF(S)+ 3 has?,
q,a
+13 582 )* | (6)
q,a
and
—BF(T,h;t)=InZ (T, h;t) (17)

is the generator for the connected Green’s functions; the
index a runs over the spin field components. By perform-
ing a Legendre transformation with respect to the expec-
tation value;

SF
sh_,

(8)=M,=—8 (T,h;1) , (18)

we obtain the free-energy functional,

BF (T,M;t)=BF(T,h;t)+ ¥ h,-M (19)
q

—q

which generates the one-particle irreducible part of the
connected Green’s functions, i.e., the vertex functions

ToVD g5, LTk, (9 )5 (A),A]

N+L .
iy SFN TL(T,M;1) o)

a L osarn s B o B _
ZSM_kl 8M_kN 8t_pl 6t “p |20

where (A;) denotes the bare coupling constants of the
theory [for convenience we replace A;—A;/4! in Eq.
(14)], the Brillouin zone is made spherical with cutoff A
and the magnetization M of equilibrium is zero because Z
in the preceding section is obtained by expanding around
the paramagnetic solution.

In order to check the implications of the constraints on
the spin-charge coupling, one can introduce in the free-
energy functional, a field conjugate to the charge-density
fluctuations, through the interacting term ¥ e 4. In
this way, one obtains

——pg OF -
{¢q) Bas,q(T,M;e) My

-&‘i(sg) , @D
rC

where A, =108 ,+A{(1—8, o). It is then clear that if

the total charge is held constant, i.e., {$,) =0, and, as

magnetic energy fluctuations {S3 )70, one must require,

as a necessary condition, that A{%)=0.

The renormalization-group program used here is a gen-
eralized massless O(n) symmetric ¢* theory?! in which the
two new quartic couplings with restricted momentum
conservation, appearing in Eq. (14), reflect the possibility
of imposing a constraint on the total charge of the sys-
tem. At the critical point T'=T,, the renormalized ver-
tex functions are defined (using a shorthand notation) by

™ L(g,),k]=lim,_, ., zgngz r™O[(A,),A], (22)

where Zg and Zsz are the renormalization functions, (g;)
denotes the renormalized coupling constants, and «
defines the scale of the momenta at which the following
normalization conditions are fixed.
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r'Y(k=0)=0, (23a)
O, | =5 (23b)
ok?2 Ras K2=i2 B
Ik, k,p)| =1, (23c)
SP
and
r‘,g‘;l ek k) SP=K€(uSE+u;°>£+u;”1) .

(23d)

In (23) the momenta are chosen at a symmetry point (SP),
which for T'>! implies p?=(k,+k,)>=«? and for ¥
k,—-ka(Kz/4)(48,-,j—1); the tensors F, P, and T can be
written as

E = %( 8011,0128113,054 + 8(21,0135112,014 + 8a1,a48a2,a3 )qui,o ’
i

(24a)
P=1(84 0,80, a,5, +q2’08q3+q4‘0 + permutations) ,
(24b)
I = % [Sal,a28a3,a4 [82 di0™ 8‘11 +q2,08‘h+‘14,o
+ permutations (24c¢)

The above prescriptions insure that the theory is suitable
to treat the asymptotic critical behavior of the system
since the cutoff A (microscopic detail) is made unimpor-
tant and the vertex functions developing infrared singu-
larities acquire masses through the normalization condi-
tions; the renormalization functions Zg and Z; and the
bare coupling constants A,,A”, and A" in Egs. (22) are
expanded in powers of the renormalized coupling con-
stants gs,gc(o’, and gc“) (made dimensionless through
g; —«°g;) with e( =4 —d)-dependent coefficients in such a
way that the divergences (both infrared and ultraviolet)
are removed order by order in perturbation theory.

In the one-loop approximation we take the following
working conditions:

A=g;+3 a8 bi=s,cOcl, (25)
W
Zs=1, (26)
ZSZZZSZSZ=1+2 bg; . 27
1

Using now the bare vertex functions listed in Appendix A
(see Fig. 2) and the normalization conditions, Egs. (22)
and (23), we obtain
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FIG. 2. Diagrams, up to one loop, contributing to the vertex
functions T?% [(a) and (b)], T*? [(c) and (d)], T'*? (e), and
'Y [(f) and (g)].

(n +8) 2 42
A, =g, +1gp Tgsz—nggc(”%—?gc(” , (28a)
n_op_ (n+2) 2
r=g" —Isp | o8 — e T e e |
(28b)
(n+4) 2 (n+2)
A=ge I | e e | (280)
and
5 (n+2) n 1
Zo=1+Igp 6 gs—ggc(m—ggcm , 29
with

£
ISP=§—dJSP[rS(TC)=0,k,~+kj,A—> ]

=1+

> +0(e), (30)

where the geometrical factor S, is absorbed in the cou-
pling constants and dimensional regularization is used to
evaluate the integral.

The fact that the underlying physical theory is invari-
ant under different renormalization conditions [choice of
x in Eq. (23) or length scale as the cutoff A— o] implies
the renormalization-group equation,

9 9 N (VL) —
KaK+§B,- og, 2 VstLvse|TR =0, (1



3760
where
ag;
ﬁ;(gs,gc(o)sgcm)=’('§ A A (32)
[(g)]= i] yA (33)
Yslig; K A N4y A A0
and
(g.)]=— il Z2 (34)
7s2l(8:)] K1k Mes A A0

The fixed points of the theory are solutions of the
linear set of equations, ﬁi(gs*,gc(O) ,gcm*)=0, and the sta-
bility of these solutions is determined by the eigenvalues
of the matrix B;;=0f;/dg. By using xdA;/dk= —¢e};
and kdA?/dk=—2eA? (recall that A, was made dimen-
sionless by replacing A; —«~ °A;) and inverting the linear
set of equations (28) to obtain g; =g, (A, ALV, Al?), we find

(n +8) 2 2
Bi=—eg+ g~ 2%+ 3g!, G5
n op, (n+2) 2
B=—eg0— -8+ 88" — 88,
6 3 3
(35b)
(n+4) 2, (n+2)
Bl=—eg) = g e, (350

from which the matrix Bj; is easily calculated. Note that
2% does not contribute to either the renormalization of
g, or g'! (see Appendix A).

Exploiting the solution of Eq. (31) for I'?® one con-
cludes?! that the exponents 7 and v are determined by the
values of the renormalization functions at their respective

fixed points

n=y,[(g")] (36)
and

2=v 't n=7al(g*)], (37
where

7ol(g))=—K |InZ, ", (38)

Relation (37), in fact, stems from the renormalization-
group equation for I'?% above 7T, in which the last term
in Eq. (30) is replaced by Ly—(L +13/0t)y g, where
t=(T—T,)/T, is the renormalized reduced temperature
[it should not be mistaken with ¢ used in Eqgs. (16)-(20)].
In spite of the fact the calculation is performed in the
one-loop approximation [first order in e=(4—d) dimen-
sions], careful inspection of the results, including a
second-order similar calculation for a particular case,
yields relations between the (FP) values (and eigenvalues)
and their critical exponents. Using Eqgs. (35)—(38) we
display in Fig. 3(a) the flow diagrams for the two bound-
ary conditions of interest. Note that the physical space
parameters of the Hubbard model is restricted to
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g.(g!")<0. At the Heisenberg FP (the most stable one)
with eigenvalues b,=e¢ and b,=—(a/v), N7(E;)<0
and N'T(Ef)=0, i.e., the Fermi level sits at a maximum of
the “renormalized” density of states: magnetic and
charge degrees of freedom are decoupled. The interesting
feature of this phase diagram though, is the existence of
runaway lines attracted to the invariant line,
& 8¢
berg FP value of ¢* coupling constant). This line crosses

Ge(ctM)

BASIN OF ATTRACTION
OF THE HEISENBERG FP
FOR TOTAL CHARGE FIXED

(a)

-0.8

- ] . O T T T T
0.0 02 04 06 08 1.0

Js.\s

FIG. 3. (a) Flow diagram of the Hubbard model, near a fer-
romagnetic transition, for constant chemical potential
(gi9=g{V=g.) and for total charge fixed (g{=0). The flow
lines are identical in both cases. FP1 (FP3) is the trivial Gauss-
ian (Heisenberg) fixed point. For constant chemical potential
(fixed charge) FP2 (FP5) with g*=g*(g"") is a Gaussian
(spherical) FP and FP4 (FP6) with g*=g/+(6a/nv) and
gc*(gil)*)=(6a/n v) is a Heisenberg (renormalized Heisenberg)
FP. (b) Circles and black dots indicate associated values of bare
and renormalized couplings, in one loop and first order in &, for
which a first-order transition is predicted if the total charge is
held fixed. For values indicated by white (bare coupling) and
black (renormalized) triangles the system is attracted to the
Heisenberg FP3 (continuous transition). Coupling values indi-
cated by white and black squares lie on the same straight line
and are attracted to the renormalized Heisenberg FP6 (tricriti-
cal behavior). We take n =6, so a <0 to first order in €.
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the mean-field line of instability g, =0, valid if the total
charge is held fixed, and a first-order transition is antici-
pated. Notice that at the mean-field level (zero-loop or-
der), g;=A,; [see Egs. (28)]. Thus, FP(6) with eigenvalues
b,=¢and b, =a/v=—ap /vy is a renormalized Heisen-
berg tricritical point. In this case the basin of attraction
of the Heisenberg FP is not defined by the mean-field in-
stability criterion Eq. (15b) but rather by the conditions®!

(H* (1
g A
< lor=t —Sa/my__ o), (39a)
g; Ay |1, | gh+(6a/nv)
and
gXM(AM) <0 (Hubbard model) , (39b)

where n is the number of components of the spin field and
a and v are the usual Heisenberg critical exponents. Us-
ing Egs. (10b), (10c), and (14b), conditions (39) can be cast
in the form

3NF(E;)
2N(E;)

6a/nv
gyt (6a/nv)

Nj(Ep)+0(e) . (40)

Note that the Coulomb coupling U is absent in (40).
The condition is utterly defined by the shape of the densi-
ty of states near the Fermi level (local geometrical prop-
erties) and by the properties describing the criticality of a
Heisenberg system. This severe restriction is a conse-
quence of the coupling between charge- and spin-density
fluctuations and is not manifest in the mean-field theory.
If the spin-charge coupling is too strong, violating condi-
tion (40), ferromagnetic criticality fails to occur and the
J

1
BF(TM)= 3 ——
)N' a

N(even

1 ay

where the vertex functions are calculated at zero external
momenta and at a temperature in the vicinity of T,.
Now using the results of Appendix B (see also Fig. 2) the
one-loop free energy reads

()\‘2_}\’(60))

4
a M

BF(T,M)=%rS(T)M2+

(n—1) (A, —AM?/6
+ dgln [1+-———C "
2 f 7 r(T)+q?
41 [ dgin |1+ (3h, — AL =220 )M2 /6
2 J 4 r(T)+q> ’

(43)

where M =(3,M2)!1/2. As expected, for AO¥=AV=2_,
Eq. (43) reduces to the standard expression for a ¢*
theory, with an effective coupling A, —A.. In the general
case, however, the coupling A’ and A{" contribute in a
nontrivial way.

To derive the renormalized free energy we replace
ro(T) in Eq. (42) by r(T)=r(T.)+Zt, where r(T) is
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system might be compelled to undergo a first-order tran-
sition.

To further check the instability criterion Eq. (39), we
use Eqgs. (28)-(28c) to show numerically in Fig. 3(b) that,
to first order in g, the line of instability remains the same
both in the bare and in the renormalized coupling spaces;
that is, by taking initial values of the bare couplings along
a straight line, for which conditions (39) predict a second-
(first-) order transition, Egs. (28a)—(28c) map these points
into initial renormalized coupling values, lying in another
line, for which the renormalized theory predicts also a
second- (first-) order transition. The instability line,

ALD Cm*
e | =8 __ 6a/nv 4.y, @1)

Ay T, g gh+(6a/nv)

is the special line which maps onto itself. The
fluctuation-induced tricritical point lies on this line,
with coordinates g*=(6a/nv)+0(e?) and gr=g}
+(6a/nv)+0(e?).

IV. TRICRITICAL BEHAVIOR

In the last section we have seen that the presence of the
critical runaway lines in the flow diagram of Fig. 3 sug-
gests that FP(6) is a renormalized Heisenberg tricritical
point. This aspect deserves further investigation together
with the question of the nature of the Heisenberg FP(4).
We shall address these problems by calculating the one-
loop renormalized free energy, i.e., the effective potential
in the field-theoretic language.

The uniform solution of the bare Helmholtz free ener-
gy is obtained from Egs. (19) and (20)

S T o (T5ki=0,... . ky=0\M, ..o @

N

obtained from Egs. (A1) and (23a) and Z, is given by
(29); we also eliminate the bare coupling constants using
Eq. (27), and recall that since Zg=1,M, =M,. It is

easier, however, to first calculate the renormalized equa-
tion of state

H= g_a% : (44)

t

which is cast in the form

B (g —8")
H—tM+——6——M +(n—1)K(g;)+K(g,),
(45a)
with
K(g)=1gM(t +gM?*/2)In(t +gM?/2) , (45b)
g.=(g,—g%/3, (45c)
g,=(3g,—g0—2g{M /3 . (45d)

Finally, the renormalized free energy is obtained from
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Eq. (45) after integration as follows:

(g, —e”)
BF(t,M)—BF(t,0)=—;—tM2+%M4
+(n——1)G(g1)+G(g2), (46a)
where
1 2 1
= g2 a2 |1
G(g) 3 t+2M In t+2M ] > ] (46b)

Let us first study the case gc(O)ZgC“)Egc. It is clear
that the invariant line g,—g.=gj is parallel to the
mean-field line of instability g, —g.=0, valid when the
system is in contact with a reservoir of particles. Notice
that at the mean-field (MF) level all renormalized cou-
plings are equal to the bare ones [see Eq. (28)]. Since F in
Eq. (46) reduces to the Helmholtz free energy of a ¢*
theory with coupling constant g, —g,, and in the runaway
region g, —g, >0, no first-order transition is anticipated.
In fact, the invariant line g, —g =g is a critical line
with ideal Heisenberg critical exponents and the mean-
field criterion [Eq. (15a)] is the correct one to define the
region of continuous transitions in the (g,,g.) plane.
Hence the Heisenberg FP(4) is not a tricritical point as
suggested by Achiam.?”’ To clarify its meaning one can
study the charge-density fluctuation response func-
tion?®1* to the field € [see Eq. (21)]. Near the ferromag-
netic transition, the wave-vector-dependent charge sus-
ceptibility is given by

xel@=r"" 14 [(SS2 D= s ||
47)

where g, =g"8, o +g!"(1—8,0). We see that the line
joining the origin to the FP(4) divides the second-order
sector into two regions, one in which the lines flow to
FP(3) with g =0 and the uniform charge susceptibility is
regular, i.e., ¥,(0)=r.!. In the second region the lines
flow to the invariant line g, —g.=g. As the contribu-
tion of spin fluctuations to x.(0) is proportional to the
specific heat, a weak cusp singularity (= —0.1) is expect-
ed. Thus FP(4), which does not stand for any new fer-
romagnetic critical behavior, is in fact the signature of
the existence of two disjoint regions in the space of pa-
rameters, characterized by distinct charge background
responses. This feature could only be made explicit by al-
lowing, even when g =g/, fixed-point solutions in
which g{@* =g(V* =0 or g0 =g{V*+0, both within the
same Heisenberg universality class.

We now turn to the case g.”%g!!). The occurrence of
a first-order transition can be examined using Eq. (46)
and a prescription devised by Iacobson and Amit.>? We
take a point in the vicinity of the mean-field boundary

g, —g"=4¢* 4>0, (48)
with
gl¥—gV=Be, B>0. (49)

If a first-order transition takes place, a second minimum
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(M ,#0) is also a solution of the equations

(8F /3M ) =0, F(M,)=F(0) . (50)

Then, the transition temperature increases, ¢, =bg, b >0,
and the magnetization displays a finite discontinuity
which, in the € expansion context, is of the form

M?*=c/e, ¢>0. (51)

Solving Eq. (46), with the above conditions, yields

2
b=_B_c c:iexp

36’ B (52)

It is clear that a first-order transition occurs, i.e., b,c >0,
except for B =0 (g/”=g!!) as studied before; the two
boundary conditions manifest through different values of
the coupling constants. Moreover, one should emphasize
that if fluctuations (one-loop contributions) are neglected
in Eq. (42), the transition is always continuous, thus
characterizing the nature of the first-order transition.

The tricritical behavior governed by the renormalized
Heisenberg FP(6) can now be investigated using the scal-
ing**1617 form of the Gibbs free energy,

t h

INZ)

dvy /¢
G(t,hg)=|g| *"f )
lgl'’®” |n|

) (53)

where g is the relevant scaling field (eigenvector) along
the invariant line g,—g!’=g%, with -eigenvalue
by=—ag/vg, Ag=A(1—a)" !, ¢=—b,vg=ay is the
crossover exponent, and 4 is the reduced magnetic field.
d=ar'®!" distinguishes this type of tricritical point from
the so-called?®® ordinary tricritical points, where classical
exponents with logarithmic corrections hold in three di-
mensions. Similar analysis can be made for Ising and re-

normalized XY systems. For the three cases,** one finds
the very interesting result of
_ 9’G -a
=1, ¢="7| ~lgI™, (54)
at g h

which, if experimentally accessible, might easily identify
this type of tricritical point. We also find

%G _
a,=3—12/a), c,=—| ~lg|™*, (55)
! & agz th
and
_ _ 090G B
B,=B/a, on s g, (56)

where M ~gB’ is the magnetization discontinuity along
the direction of the relevant scaling field.

Note that the tricritical exponents listed above are
determined by the standard Heisenberg critical ex-
ponents. Note also that since |a| is usually very small
these exponents are rather large. This fact can be further
explored by direct calculation using Eq. (45) and the scal-
ing form of the equation of state’’
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e P

M’ M

H=M""h (57)

Making use of scaling relations, the exponents 3, and «,
are found to be of order £ ! to leading order in & as fol-
lows:

__4n+8)

= 0

a, 4—me +0(g”) , (58a)
—__n+8 0

B, e TOE (58b)

Note that as €e—0 (or a—0), gB’—>0, g << 1. Thus, for
d =4 where fluctuations play no role (apart from loga-
rithmic corrections at d =4), mean field is exact and the
tricritical point disappears.

V. SPHERICAL LIMIT

The spherical model*® is one of the very few nontrivial

examples of an interacting many-body system that can be
solved exactly in three dimensions. It is well known that
the n vector with infinite dimensional spins is identical to
the spherical model.>” Hence, to lowest order in n ™1, all
vertices of the ¢* field theory can be calculated in closed
form in a self-consistent manner and the emerging theory
is quite different from either a Gaussian theory or a loop
expansion. In turn, the spherical limit serves as a
lowest-order term of a systematic expansion in powers of
(n1).3% Recently,* the spherical model has also been
used in reference to itinerant electron systems.

In order to obtain the spherical limit of the Hubbard
model near a ferromagnetic transition, one must replace
the quartic spin couplings in Eqgs. (14a) and (14b) by
Ay — Ay /n, A A /n, and ALY — AL /i, where 7 is the
number of components of the spin field. The required re-
normalization scheme is the same as presented in Sec. III,
where as now the contractions of the tensors appearing in
Eq. (23d) are given in Appendix C.

The two-point function has only contributions from di-
agrams with the greatest number of tadpoles at a given
order in the perturbation expansion as displayed in Fig.
4. The vertices can either be of types F and P as shown in
Appendix C. The inclusion of fluctuations in the propa-
gator only produces a shift in the critical temperature but
does not change the coefficient of the k2 term (there are
no k? contributions to leading order in n ~!) so the field
does not get renormalized, i.e., Z,=1.

In considering higher vertex functions one should re-
call that, as in the usual spherical model, tadpoles do not
change the order in n ~! of a given diagram but their in-
sertion in vertices is taken care of by replacing the bare

0. .

FIG. 4. Diagrams contributing to I''? to leading order in
n . The vertices can either be of type F or P.
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mass by the full one?! (summing the geometric series of

Fig. 4). Then, it is easy to convince ourselves that the
n ~! leading contributions to the four-point vertex func-
tions are obtained by summing diagrams of the type
shown in Fig. 5. Using results of Appendix C, one con-
cludes that the coupling constant A is not coupled to the
other two. Conversely, A”(A{!’) couples not only to itself
but also to A;. This situation is best summarized in Figs.
5(a) and 5(b). In either case all diagrams can be added to
give a geometric series for A; and the sum of two series
for ALO(AL"), as shown in Appendix C. Then, adding the
series and using the renormalization conditions, Eq. (23),
one has

g =A(1+ATgp/6) ", (59a)
g0 =M= A1+ (A=A gp /6] !
+A,(1+ATgp/6)7 ", (59b)

while a third equation is obtained from (59b) by replacing
g2 by gP(A). The dimensionless integral Igp is
given in Appendix D. Finally, the vertex function I'?V
in the spherical limit can also be written as the geometric
series presented in Appendix D. (Typical diagrams con-
tributing to this function are depicted in Fig. 6). Sum-
ming the series, using the renormalization conditions,
Egs. (23) and Eqgs. (59), one obtains

Zo=[1—(g,—gNsp/6]7" . (60)
The Wilson functions () [Eq. (32)], are given by

B,[(g)]=—eg,(1—g,Igp/6), (61a)

BOl(@)]=—eg V[ 1+(g* —2g,)p /6] . (61b)

A third equation for B! is obtained from (61b) by replac-
ing gc(O) by gcm. Using either boundary condition, total
charge fixed or constant chemical potential, one obtains
four FPs (g*), satisfying [B(g*)]=0, easily calculated

from Egs. (61). Two of them are Gaussian and the other

>< >F:F< :F:F:F<
F » » y oo
(@)

P P P F
P » ) =+ 1 Permutation,
P P P P P F
) + 2 Permutations,
P F F
<+ 2 Permutations, . . .

(b)

FIG. 5. Diagrams contributing to I'¥: (a) In the spherical
limit A, (vertex F) only couples to itself and the contributions
add to a geometric series; (b) instead, A.(A” or A) couples
also to A, and now the contributions can be written as the sum
of two geometric series. For simplicity we illustrate only the
coupling of AL” (vertex P) with A;.
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FIG. 6. In the spherical limit the vertex I'>" has contribu-
tions of the type shown with F- and P-type vertices adding to a
geometric series.

two are spherical. This can be verified by calculating the
critical indices at each fixed point. Using the fact that
Z,=1 and Eq. (60), one has for the Wilson functions (y),
Egs. (33) and (34),

(62a)
(62b)

7s=0,
yszza(gs _gc(O))ISP /6 .

Hence, the exponent =y vanishes for all fixed points
and the value of the correlation length exponent
v_1=2—y;“2 is either v=1/2 at the Gaussian FPs or

v~ 1=2—¢ at the spherical FPs.

The spherical limit of the model considered here has a
negative value of the specific-heat exponent,
a=—¢(2—e) 1,0<e<2, as in the Heisenberg case.
Hence, the ferromagnetic spherical FP(3) is the most
stable one, with eigenvalues b;=b,=e. On the other
hand, the spherical FP(4), appearing in the case of con-
stant chemical potential, and the Gaussian FP(6), for
fixed charge, both with eigenvalues b; = —b,=¢, move
down, lying now on the negative gc“) and g, axis, respec-
tively. Flow diagrams for both boundary conditions
are shown in Fig. 7. Note that in the minimal subtrac-
tion renormalization scheme g&py +6(a/v)=0, where
g&pu =6¢ is the fixed-point value of the spherical cou-
pling constant and a and v are the usual spherical critical

9e(gc™M

gs

FIG. 7. Flow diagram of the Hubbard model in the spherical
limit and near a ferromagnetic transition. FPs 1 and 2 (1 and 6)
are of Gaussian type and FP 3 and 4 (3 and 5) are spherical ones
for constant chemical potential (total charge fixed). For either
boundary condition, the region of stability of a continuous fer-
romagnetic transition is in accordance with the classical theory,
Fig. 1. For total charge fixed, the fourth quadrant, indicated
with lines, is the basin of attraction of the ferromagnetic spheri-
cal FP3.
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exponents. For constant chemical potential, the previous
discussion for the Heisenberg case fully applies. In con-
trast, the total charge fixed case has no runaway lines in
the classical second-order region. Thus the Gaussian
FP(6) is no longer a fluctuation-induced tricritical point
and the basin of attraction of the ferromagnetic FP(3) is
now the full fourth quadrant, in agreement with the
mean-field stability condition. Hence, the regions of sta-
bility of continuous ferromagnetic transitions for either
boundary condition are in accordance with the classical
predictions of Fig. 1 and Egs. (15a) and (15b).

Finally, for completeness, we show in Fig. 8(a) the flux
diagram corresponding to the Ising (rn =1) solution of
the generalized O(n)¢* theory presented in Sec. IIL.
Since in this instance a >0, for the total charge fixed
case, the most stable FP is the renormalized Ising FP,

. M . . ) :
with g >0, lying therefore in the nonphysical region of
the Hubbard model. On the other hand, the Ising FP is a
fluctuation-induced tricritical point, in which case any

9c(gd”) 2(5)

(a)

(b)

00 o2 04 06 o8 10
Js:As

FIG. 8. (a) Flow diagram of the Hubbard model, near a fer-
romagnetic transition, in the case where one assumes an Ising-
ferromagnetic transition, for which a>0. The FPs are as in
Fig. 3(a) if one reads Ising instead of Heisenberg. The basis of
attraction of the ferromagnetic Ising FP3 now reduces to the
line joining it to FP1. (b) Similar to Fig. 3(b), but now all initial
coupling values are attracted to FP4(6) lying in the nonphysical
region of the Hubbard model. We take n =2, so a>0 to first
order in €.
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small charge-density fluctuation drives the system away
from a continuous ferromagnetic phase transition. To
first order in €,a >0 for n <4; in Fig. 8(b) we show initial
bare and renormalized couplings for n =2.

VI. DISCUSSION AND CONCLUSIONS

We have shown that the coupling of charge- and spin-
density fluctuations in the three-dimensional one-band
Hubbard model, with total charge fixed, severely restricts
the occurrence of a continuous ferromagnetic transition.
We find that the renormalized Heisenberg fixed point
with nonzero spin-charge coupling is a fluctuation-
induced tricritical point, resulting in a novel instability
criterion for the occurrence of this transition. The tri-
critical exponents have been determined by scaling
analysis and by direct computation to leading order in
€=(4—d) dimensions, revealing very interesting results.
We have also shown that if the system is allowed to ex-
change particles with a reservoir, the mean-field criterion
for the occurrence of a continuous transition persists,
even when fluctuations are considered in the theory.
Moreover, the exact solution of the model in the spheri-
cal limit, and near the ferromagnetic transition, shows
that no fluctuation-induced tricritical point is found and
that the regions of stability of continuous ferromagnetic
transition for either boundary condition are in agreement
with the mean-field criteria.

The different criterion, Eq. (40), is of particular interest
to numerical studies of the Hubbard model in which the
total charge of the system is kept constant. Under these
circumstances, the occurrence of a continuous ferromag-
netic transition is governed by condition (40), which
should prove essential for a proper interpretation of the
results. In fact, the nature of the ferromagnetic transi-
tion, first or second order, might differ according to the
constraint used in the calculation, though this distinction
might be felt only when the correlation length is of the
order of the sample size.** Nonetheless, the effect pre-
dicted in this paper is a statistical-thermodynamic result
in the sense that it is derived in the thermodynamic limit
of the system. Any finite-size effect must be added to the
discussion regardless of the nature of the transition.*!

Some remarks about the above conclusions are instruc-
tive. It is believed that the thermodynamic properties of
a physical system may be equally computed from any of
the various ensembles used in statical mechanics,*
though average values of fluctuations are, in general,
ensemble-dependent quantities.*> Near a phase transi-
tion, care must be exercised, particularly when the system
is subjected to constraints. In fact, as emphasized by
Griffiths,* besides nonanalytic dependence and discon-
tinuity of thermodynamic functions, an alternative
definition for what one means by a phase transition is
precisely the fact that “the properties in the interior of a
large system can be influenced by what is happening at
the boundaries, even when the boundaries become
infinitely far away.” It is with this in mind that we state
in Sec. II that the partition function or free energy of our
system is fully defined only when the appropriated con-
straint is specified. Given a specific constraint, the
renormalization-group program of Secs. III and IV mani-
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fests this choice by generating specific fixed-point values
for the coupling constants. By changing the constraint,
new coupling-constant values are generated and thus, the
nature of the transition might change under this new situ-
ation. One should note, however, that under the same
constraint, the Helmholtz and Gibbs free energies,
F(T,M) and G(T,H), are connected by a Legendre
transformation, since T, M or T,H are the only relevant
thermodynamic variables near the ferromagnetic transi-
tion.

Finally, though the main motivation of our work is to-
ward the understanding of the fundamental aspects of the
Hubbard model, we would like to add some closing re-
marks on the experimental side of the problem studied
here.

First, it is interesting to stress that the most stable fixed
point of the Hubbard model is a Heisenberg one,'* with
critical exponents identical to those found in localized
spin systems. Thus the ferromagnetic critical properties
of iron* and, say, Eu0,* should be the same, as indeed
found experimentally. We believe that the universal
properties characterizing the ferromagnetism of the mod-
el will not change if, instead, a multiband version is
used.*’ In fact our description can be generalized to ac-
count for this feature by just properly redefining an
effective bare electronic density of states.

The second point of discussion is the possibility of the
observation of the fluctuation-induced tricritical point re-
ported here. As emphasized in Sec. IV our description of
the tricritical behavior include Ising, XY, Heisenberg,
and the renormalized versions of these fluctuation-
induced tricritical points. The tricritical nature of these
critical points appears when the relevant scaling field
driving the first-order transition is brought into the dis-
cussion [see Egs. (49)-(53)]. Although several previous
discussions'®!"3% have pointed out some aspects of this
problem, to the best of our knowledge a complete deter-
mination of these tricritical exponents had not yet been
reported. We thus believe that these very interesting re-
sults will stimulate the experimentalists and enhance the
search for such types of tricritical behavior among the
various classes of systems in which they might occur. As
far as itinerant electron systems are concerned,
fluctuation-induced first-order transition and tricritical
behavior could be searched for in alloys or compounds of
transition metals.*® In these cases one must observe,
however, that the hybridization of the d electrons with s
and p bands might inhibit the first-order transition be-
cause the latter bands may play the role of a reservoir of
particles.
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APPENDIX A

In this appendix we list some formulas which are useful
in the calculation of the fixed points and critical ex-
ponents (see Sec. III).

As the critical point and in the one-loop approxima-
tion, we have the bare vertex functions (see Fig. 2):
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P20k, o (4, A 1= (I (T + K+ [E20 — 250 250 \D (7, (7,),A] 1By 4 By, (A1)
+2 1
T V(k,,ky;p; (A}, A gp=1— ("—6f)xs—%x‘c‘” ;)\L” Jsplr(T,p, M|, (A2)
sP
+8 2
T ok k)i (A Algp= lxs— (5 c )xg—zxsxgw?xg”z Jsp(ry(T,),k; +k;,A) {F
SP
n : (n+2) 2
a2 R 0 2 stk
+
_ A,(cl)-f— (n ‘6"4) KE_.I) _(n . 2))\'5}\'(61) Jsplr (T, )’ki_'_kj’A] I‘SP , (A3)
where
D\[r(T,),A1= ["dqlr T +4*1 7", (A4)
JSP[rs(Tc),k,-+kj,A]=f dq(r,(T,)+q*] '[r(T.)+(k,+k;—q)?] '|sp . (AS)
[
Thg choices i,j (=1, ...4) in Eq (A3) follows thepe;rmu— (££)P2£’ (PP),=(PP);=0, (A9)
tation of the wave vectors as in Eqs. (24), r,(T,) is the 3
bare mass at the critical point and the following tensor _(n+2) _ _
contractions have been used: (BE)p= 3 (PE)s=(RPF);=0, (A10)
2
aja,B (n+2) (PT)p=—, (PT)p=(PT);=0, (A11)
%Xkl k22 9 —9q [X] 3 a; azslutl,k2 (A6) P 3 F T
+
EE,="T8 (Fp),=FF),=0, (A12)
with 3
2
s . ) (EL)p=2, (ED)=""2, (ED)p=0, (A1)
[F] 3 0 [BlI=75 [(I]=3 (A7)
(TDp=2, D=7, (=0, A9
4 3
d
an Note that P acts as a projector with respect to F and T}
thus the interaction of A"’ with either A, or A{" does not
alaZBB BB aa, . contribute to the renormalization of the later couplings.
EX —a,— X, dokyk, +2 permutations
SP APPENDIX B
_ In order to calculate the bare Helmholtz free energy in
[()—(X)FE+()—(X)P£+(‘XX)TI]8q+q'vk1+kf|SP ’ Eq. (42) we need to evaluate the one-loop bare vertex
(A8) functions at zero external momenta and at a temperature
in the vicinity of T,. We thus have (see Fig. 2) the follow-
with ing:
d
(2,0) = — 49
2O (T50)={r(T)+~— [(n DA+, [ TS ]Bal,az» (B1)
d
(4,0) 0 — (0) (i — 2 2 q
T, (T50) l(x A0+ = [ (n—1DA3=231[ PITEEE ]aal,azaas,% , (B2)
(6,0) — 1133
L0, (T;0)= l15[ n—1A+M] [ ——L—— o T)+q }5(,1,&25,13,%5%%, (B3)
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where (FFF)=3(n +2),(FFP)=%(n +8) , (B6)
M=5A =AY, A=1GA,—AP—20") . (B4) (FFT)=30, (FPP)=%(n +2), (B7)
To evaluate T'*% and I'*?, the results of Appendix A (FPT)=20, (FTT)=20, (B8)
have been used and for I''®% the following tensor con-
tractions are needed. (PPP)= in , (PPT)= _Q (B9)
B e aafp o 3
2 ‘XO,O,q —q XO O,q’,—q’Z0,0,q",——q’ 20 40
BBB" (PTT)= EX (TTT)= 5 (B10)
=X XZ)5al,a25a3,a45a5,a65q,q'5q,q” , (BS)
with From (B1)-(B3) we infer the series
_
m m
1 Ay 1 & 1 A A dg
F(T,M)=Z>r(T)M*+—M*'—— 3 — |(n—1) |——M?| + |——M? —— B11
BF(T,M)=—r(T)M*+ 2 Ul > f POk (B11)
[
which results in Eq. (43). a
q >X Z:ﬁfli aq _23; i}“k +2 permutations
BB
SP
APPENDIX C
In this appendix we outline the calculation of the full =X Y pEHX Y)pPH(X Y) T Bg 4 q, itk | b
vertex functions in the spherical limit (see Sec. V).
We use the following contractions (valid in the n — o (C2a)
limit) of the tensors F, P and T. where the only nonvanishing coefficients are
S X =X, By, s (Cla) (FE);=(PP)p=(TT);=(EP)p=(ET)p=1. (C2b)
B
. With the help of Fig. 4 and Egs. (C1) and (C2) it is easy to
where X stands for any of the above tensors with show that only the vertices F and P contribute to the
(E)=(P)=1(T)= (Clb)  self-energy (T?).
The diagrams of Fig. 5 give the following geometric
We also need series for the I'*) vertex function:
|
(i) [diagrams Fig.5(a)]=A,[1— (A Isp/6)+ (A Igp/6)*+ -+ ], (C3)
(ii) [diagrams Fig.3]= A0 — A2’ I¢p /6 + A0 Tgp /3 — (AL —3A°A, + 30O ) (Igp /6)2+ -+ - ) , (C4)
where the dimensionless integral Igp is given by
f 2g + k
_TI@s2)r (2—d/2)1“2(d/2)—1) (C5)
2I'(d —2) ’

with I' denoting the usual gamma function. Adding and subtracting (C1),

(C5) can be rewritten as the sum of two
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