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The intensities of 16 nonequivalent beams of normally incident positrons difFracted from the (110) sur-
faces of GaAs and InP are reported. The sample temperature was approximately 110 K. The intensities
were measured over the energy range 30 eV ~E(200 eV. The atomic geometries of GaAs(110) and
InP(110) were extracted from these intensities via their comparison with the predictions of a multiple-
scattering model using the criterion of minimization of the x-ray R factor. The best-fit surface
geometries resulting from these analyses are approximately bond-length-conserving top-layer and
second-layer rotations characterized by the tilt angles (co&=28.5'+2. 5' co2= —3.5 +3 ) for GaAs(110)
and (co, =24.5'+1.5', co2= —3.0'+3') for InP(110). Comparable low-energy electron intensity data were
obtained and analyzed for InP(110) leading to (m& =31 +5 and co2 = —3'+3 ). Small changes

0

(Ad & 0.07 A) in the bond lengths associated with the top-layer species are characteristic of the best-fit
structures, but of these, only a small contraction (hd/d ~ 3%) of the bond between the top-layer cation
and second-layer anion seems likely to lie outside the uncertainties inherent in the analysis.

I. INTRODUCTION

In many areas of physical and chemical technology,
such as crystal growth, catalysis, corrosion, hardening
and passivation treatments, heterojunction formation,
thin-film barriers and superlattices, the properties of the
crystal surface exert a dominant inhuence. ' The most
basic information required to understand the surface
characteristics of materials is a detailed description of the
geometrical arrangement of atoms in a surface or ad-
sorbed layer. ' Of the many surface-sensitive techniques,
low-energy electron diffraction (LEED) is one of the most
often used. LEED theory gives a suKciently accurate
description of the multiple scattering of electrons in-
cident on solid surfaces to be used to determine surface
atomic geometries for both metals and semiconductors '

via comparison of calculated and measured I-V profiles
(diffracted beam intensities as functions of incident elec-
tron energy). Numerous structures have been determined
in this fashion. A commonly used measure of the
difFerence between experimental and calculated I-V
profiles is the x-ray R factor ( R ). ' Generally, the
smaller the R, the better the theoretical model describes
the difFraction process and, thus, the more reliable the
determination of the surface structure. Surface struc-
tures are usually obtained by minimizing R or compara-
ble measures of the goodness of the fit between calculated
and experimental I-V profiles.

Recent structure determinations of semiconductor sur-
faces by low-energy positron diffraction (LEPD) have
raised the possibility that LEPD not only constitutes a
surface structure determination methodology comparable
to LEED, but that it may also add to the precision of the
specification of a surface structure which has been deter-
mined by LEED alone. " '". LEPD studies of CdSe(10-
10)," ' CdSe(11-20)," ' and GaAs(110), ' have
demonstrated significantly improved agreement between
calculated and experimental I-V profile relative to corre-
sponding LEED studies. Although this result could im-

ply an improved level of precision in a structure deter-
mination using LEPD, such speculation would be prema-
ture without a thorough investigation of the factors re-
sponsible for the improved agreement between the calcu-
lated and experimental LEPD I-V profiles as well as the
sensitivity of this agreement to the relevant structural pa-
rameters of the surface being studied. The purpose of
this work is to explore the nature of surface structure
determination via LEPD and to extend our prior analysis
of GaAs(110) to InP(110). The (110) surface structures of
all III-V and II-VI semiconductors show remarkable
similarities to one another. ' Of these, the GaAs(110)
surface is noteworthy among semiconductor surfaces for
the accuracy and confidence with which its surface atom-
ic geometry is known. The surface structure of
GaAs(110) determined by LEPD agrees well with the
structure determined by LEED and several other tech-
niques. '
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In this paper we report the results of a detailed LEPD
investigation of GaAs(110) and InP(110) and compare
them with the results of analogous LEED studies. In
Secs. II and III we describe how the experimental and
theoretical I-V profiles, respectively, are obtained. In
Sec. IV we indicate the procedure used to analyze these
I-V profiles to determine the atomic geometries of the
surface. The differences between LEPD and LEED
determinations of the GaAs(110) and InP(110) surfaces
are examined in Sec. V with an emphasis on the role
played by the nature of the probe-particle-target —ion-
core interaction on the sensitivity and accuracy of LEPD
versus LEED. We conclude in Sec. VI with an indication
of the important results which have emanated from our
analysis.

II. EXPERIMENTAL PROCEDURE

A. Apparatus and sample preparation

The apparatus for our LEPD measurements is de-
scribed in detail elsewhere. " ' Briefiy, P decay posi-
trons are emitted from a 100-mCi Na-22 source placed
behind a W(100) thin-film moderator which is 1 pm
thick. Approximately 2 X 10 of the positrons thermal-
ize in the moderator, diffuse to the other side of the film,
and escape as monoenergetic —3 eV positrons. These
positrons then undergo two stages of moderation in order
to enhance the beam brightness. ' A final beam Aux of
10 e+/s is focused on the sample surface with a conver-
gence angle less than 1' and beam diameter of 0.5 —1.0
mm over the energy range 20—250 eV. Elastically
diffracted positrons from the sample surface passed
through a hemispherical retarding field analyzer (RFA)
and are detected by a two-dimensional (2D) positron sen-
sitive detector. The position of any detected positron is
digitized to address a memory location in a 2D buffer.
The counts in the selected memory address are then in-
creased by 1, yielding a 2D histogram that comprises the
diffraction pattern. Computer control was used to set
the incident beam energy, focus the beam onto the sam-
ple surface, enable the 2D buffer to accumulate data for a
chosen time interval, read the diffraction data from the
2D buffer, and store the data as a file on hard disk. The
LEPD energy range converged was 30 to 200 eV. For
this energy range, the beam diameter on the sample aver-
aged 0.75 mm and the beam motion was less than 0.5
mm.

Quantitative LEED measurements were also per-
formed on InP(110) using the LEPD diffractrometer by
reversal of relevant polarities. In order to produce an
electron beam with the same axis of incidence as used for
LEPD, the last positron remoderation cathode aperture
was Hooded with electrons emitted from a filament locat-
ed behind the aperture. This resulted in a beam with
poorer emittance (approximately a factor of 4 times
larger) than we obtained with the remoderated positron
beam.

The GaAs crystals were Si doped with a concentration
of 10' cm . The InP crystals were Zn doped with a
concentration of 4X10' cm . The samples were rec-
tangular bars of dimension of 5X5X25 mm with the
(110) surface parallel to the 5X5 mm surface. Grooves

0.5-mm deep were cut at 1.5-mm intervals on one of the
rectangular faces before being mounted on the sample
holder. The samples were mounted in a copper holder
with a high thermal and electrical conductivity silver
epoxy (microcircuit silver) and baked at 10 torr for
more than 10 h at 200'C to both degas and set the epoxy.
The samples were then introduced into our sample
chamber on a manipular sample mount which was cou-
pled to a liquid-nitrogen reservoir via a copper braid.
Cooling of the samples to 110 K was accomplished by
pumping dry nitrogen through a heat exchanger in liquid
nitrogen and into the reservoir. The (110) surface is the
natural cleavage plan of GaAs and InP. The samples
were cleaved along the grooves in a vacuum at 6X 10
torr to produced clean (110) surfaces. Within minutes
after cleaving, portions of the surface which gave a sharp
1 X 1 LEED pattern were located with respect to the sam-

ple boundaries using a display LEED system. Surface
areas as large as 2X4 mm giving sharp 1 X 1 LEED pat-
terns were typical. The normal incidence condition was
determined from the symmetry of the diffraction patterns
( —hk beam equivalent to the hk beam) obtained. We es-
timate that this determination of normal incidence was
accurate to within 1'. The sample was then rotated so as
to face the incident positron beam. The boundaries of
the sample relative to the beam were obtained by observ-
ing inelastically scattered positrons as the sample was
translated past the beam. Once the coordinates of the
boundaries were determined, the sample could be posi-
tioned with the incident positron beam being incident on
the good portions of the sample. The quality of the
LEPD patterns versus sample position also were exam-
ined to verify our sample positioning procedure.

Each cleaved surface was used for a maximum of two
weeks. The cleanliness of the surface at room tempera-
ture was checked by comparing the room-temperature
diffraction data from a freshly cleaved surface to that
from a surface two week after cleaving. Specifically, I-V
profiles were obtained by measuring the intensity of a
given diffracted beam as a function of the energy of the
incident positrons. No difference was observed between
the two data sets within 1%. This lack of contamination
of the InP(110) and GaAs(110) surfaces at room tempera-
ture is especially impressive in view of the fact that small
( =10%) degradations in the overall intensity, but not in
the shape, of the I-V profiles were observed when the
samples were held at 110 K for 24 h. This was to be ex-
pected since the sticking coeKcients are very small at
room temperature [10 for the 02 to GaAs(110) surface,
for example] and gases physisorbed at low temperature
readily desorb at room temperature. ' The low-
temperature diffraction data were taken as a series of
separate runs; each run took a maximum of 20 h and
covered a selected energy range. After each run, the
sample was warmed to room temperature in 3 h in order
to degas the physisorbed molecules. The energy ranges
for different runs overlapped each other. Each run was
separated into 5 to 8 repeated scans over the same energy
range to minimize the inhuence of possible beam instabil-
ities and surface contamination at low temperature.
Each scan took about 2 to 3 h.
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B. Data acquisition

The positron beam intensity as a function of incident
energy was measured just before each run using an elec-
trostatic parallel-plate mirror mounted on a sample mani-
pulator. By swinging the mirror to face the positron
beam, the mirrored Aux relative to the diffracted Aux
could be determined accurately without any assumptions
about the detector efficiency. The sample cooling process
took approximately 90 min to reach 110 K. This was fol-
lowed immediately by a maximum run of 20 h. Follow-
ing a run, the beam intensity as a function of energy was
again measured to check beam stability. The beam insta-
bility was less than 3%. The inhuence of the surface con-
tamination was checked by comparing the first scan I-V
profiles to the last scan I-V profiles. The I-V profiles
from the last scan (20 h later) were about 10% weaker
than that from the first scan. The uniformity of the 2D
position sensitive detector and the accuracy of the nor-
mal incident angle was verified by comparing the I-V
profiles of the equivalent beams. All the equivalent
beams had the same experimental I-V profiles within sta-
tistical errors.

C. Data reduction

The raw data recorded by the 2D imaging system
comprised hundreds of digitized diffraction patterns at
different incident energies. Each pattern exhibited 10 to
30 diffraction spots. The task of the raw data analysis
was to get the intensity of each spot above background
and the corresponding statistical error. Figure 1 shows a
typical 7-scan cumulative LEPD spot pattern. We
defined two concentric inner and outer boxes. The inner
box was large enough to enclose each diffraction spot.
The counts in the region between the inner box and the
outer box were assumed to be background counts due to

dark noise and small amounts of positronium formed by
inelastically backscattered positrons. A suppressor volt-
age of 5 V below the incident energy was sufficient to
reduce any background due to inelastically scattered pos-
itrons to insignificant levels. The average number of
background counts per pixel was scaled to obtain the
background in the inner box. The spot intensity was ob-
tained by subtracting the corresponding background
from the total counts in the inner box. This background
subtraction procedure was checked periodically by mov-
ing the analysis boxes to regions of the 2D histogram
where there were no diffraction spots and verifying that
the analysis yielded zero intensity, within statistical er-
rors, associated with the central box. For a given energy
of the incident positron beam, the spot intensity and the
corresponding statistical error were then converted to ab-
solute diffracted beam intensities by dividing the recorded
counts (minus background), per unit time, by the positron
beam intensity versus incident energy measured just be-
fore the run. The absolute spot intensities as functions of
the beam energy comprised the experimental I-V profiles
from which surface atomic geometries were obtained via
comparison with calculated profiles.

The data files, i.e., the histogrammed diffraction spot
patterns for the energy values covered in a run, were ana-
lyzed separately for each run. The averaging of the sym-
metry equivalent beams also was performed separately
for each run. The runs were comprised of overlapping as
well as duplicate energy scans and were checked for re-
peatability of the intensities over the entire composite en-

ergy range of 30—200 eV covered in the experiment. In
addition to checking the repeatability of the intensities
with respect to the incident energy, we also took the data
on a second cleaved surface and found that the resulting
data agreed with the first cleaved data within statistical
uncertainties. The g-squared per degree of freedom for
any one taken against the statistically weighed average of
all the other runs, when adjusted by a normalization con-
stant, was always found to be statistically consistent with
unity. The normalization constants for the runs varied
among themselves from unity with a root-mean-square
deviation of only 4%. By making this small normaliza-
tion correction to each run we were able to eliminate, to
within statistical uncertainty, any errors due to small
drifts in the intensity due to changes in the sample sur-
face contamination and/or incident-beam intensity drifts.
We feel that the errors associated with data reproducibili-
ty in the final cumulative experimental I-V measure-
ments, which are to be compared with the model calcula-
tions, are reliably represented by the Poisson statistical
errors, i.e., the square root of the total recorded counts
for each beam, including detector background.

m,kC
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FIG. 1. Digital LEPD spot pattern from GaAs(110). The
boxes indicate the region of the detector used to obtain the spot
intensity (inner box) and background intensity (outer box) to be
subtracted in order to obtain the coherently diffracted intensity
in the I- V profiles.

III. MODEL CALCULATIONS

The LEPD and LEED I-V data were analyzed using
the multiple-scattering model of Duke and Laramore, ' '
which is a generalization of an analysis of Beeby to in-
clude thermal vibrations of the ion cores and complex
values of the electron or positron self-energies. Charge
particle scattering by crystal ion cores is described by
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energy-dependent phase shifts which are calculated from
the potential distribution experienced by the scattering
particle. This potential is approximated by a muffin-tin
form calculated from the potential and charge distribu-
tions of isolated atoms, which are obtained from a relativ-
istic self-consistent Hartree-Fock-Slater calculation. ' A
p' exchange term is used in calculating the isolated
atom potentials. To obtain the crystal potentials, suitable
potentials for the scattering of electrons or positrons
from isolated atoms are superimposed with bulk crystal
coordination. The muffin-tin radius is taken to be the
crossover point of the atomic potentials between two
nearest-neighbor atoms. The resulting muffin-tin poten-
tial, measured relative to that at the crossover point, is
inserted into a radial Schrodinger equation, which is in-
tegrated to give the scattered wave phase shifts. The
inner potential Vo between the muffin tins, measured
from the vacuum, is taken to be an adjustable parameter
in the fitting procedure. For electrons, an energy-
dependent Hara exchange is used in the phase-shift calcu-
lation, as is appropriate for electrons more than 10 eV
above the Fermi level of the electron gas. The major
difference in the scattering potential seen by positrons
and by electrons is in the sign of the electrostatic term,
the absence or presence of exchange being secondary.
The positron phase shifts for scattering from In and P are
shown in Figs. 2(a) and 2(b), respectively. The phase
shifts for electrons are shown in Figs. 3(a) and 3(b) and
are essentially identical to those reported by Ford et a$.
Positron phase shifts for In and P are similar, while elec-
tron phase shifts for In and P are very different —a result
which will be important in the interpretation of our re-
sults. All the calculations reported here were performed
using six phase shifts. Seven phase shifts were used for
testing convergence.

En the multiple-scattering calculations, the semi-infinite
crystal is replaced by a slab of 12 bilayers (12 layers each
of In and P). A complete multiple-scattering calculation
is done on the outer eight bilayers, with contributions
from the next four bilayers to the scattering amplitudes
computed individually and added to the scattering ampli-
tudes from the eight outer bilayers. Two attenuation
models were used for the LEPD structural analysis: the
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constant V; model, where V; is the imaginary part of the
self-energy, and the Oliva model. The Seah-Dench at-
tenuation model was used for LEED calculations. The
computer program used to perform the calculations was
an adaptation of that described by Meyer et al.

Five independent structural parameters were deter-
mined via a comparison of the calculated and measured
J-V profiles. A schematic diagram of the structural
features of the zinc-blende (110) surfaces is shown in Fig.
4. Since a zinc-blende (110) surface has reliection symme-
try, relaxation of the surface will not change the x coordi-
nates of any atom. Thus, two independent variables are
needed to specify the position of each atom. Four in-
dependent variables are needed to specify the position of
the two atoms in a unit cell on the surface. We choose
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FIG. 2. Electron scattering phase shifts in radians for In (left
panel) and P (right panel).
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FIG. 4. Schematic indication of the atomic geometry and in-
dependent structural parameters for the zinc-blende (110) sur-
face. The first- and second-layer shear angles are given as
co; =arctan(A; ~/b;~) for i=1,2. A negative ~& and a positive
co2 are depicted in the drawing. The anion (cation) in the ith
layer is designated by 2;(C;).
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them to be the perpendicular components h&~ of shear in
the first bilayer, and the three bond lengths C2-A, , C&-
A „and C, -A2, where C, -A indicates the distance be-
tween the cation in bilayer i and the neighbor anion in bi-
layer j. The relaxation of the second bilayer is assumed
to be a bond-length-conserving rotation. Thus, the bond
lengths are not adjustable and only one structural param-
eter needs to be varied. For this purpose, we chose 62J,
i.e., the shear in the second bilayer. All other structure
parameters, such as the bond rotation angles co, and co& in
the top and second bilayers, respectively, may be calcu-
lated from these five parameters. Relaxations in the third
and deeper bilayers are neglected. Several nonstructural
parameters, which are related to the inner potential mod-
els, ' are also obtained from the fit of the measured inten-
sities to the calculated ones.

IV. STRUCTURE ANALYSIS

We take the x-ray R factor R„(Ref.10) as a measure of
the goodness of fit between the experiment and calculated
I-V profiles. Traditionally, each beam is normalized in-

dependently when calculating this R factor. We also use
another procedure which we call the global R factor,
R~G, in which all the beams were normalized by a single
"global" constant. Since the calculated I-V profiles are
determined by the guessed surface structural and non-
structural parameters, the R factor is also a function of
these parameters. The simplex search method was used
to determine the minimum in the appropriate R factor.
The parameters which minimize the R factor are referred
to as the "best-fit" structural and nonstructural parame-
ters of the surface studied. In addition to Vo, two param-
eters corresponding to the Oliva model, for LEPD, and
three to the Seah-Dench model for LEED, were scanned
in the simplex searches. For LEPD, a single-parameter
attenuation model, i.e., constant V,-, also was employed in

the simplex searches.
In the present study, 16 nonequivalent beams set were

used to define the set of measured I-V profiles to be de-
scribed by the calculated intensities. They are 01, 0-1, 02,
0-2, 03, 0-3, 13= —13, 1-3= —1-3, 12 = —12, 1-2
= —1-2, 11= —11, 1-1, —1-1, 10= —10, 21 = —21,
20= —20, 2-1 = —2-1. For this data set, simplex searches
were initiated and allowed to continue until the spread in
each of the five structural parameters among the simplex
vertices was smaller than 0.005 A. When these condi-
tions are satisfied, the spread in R factor is less than

0.0005.
As a check that the automated simplex searches did

not accidentally converge on suboptimal local minima in
the R factor versus structural and nonstructural parame-
ter space, we also computed the R factor as a function of
one of the parameters, while holding the other parame-
ters fixed at their original best-fit values. Several such
"R-factor scans" are discussed below. This procedure
was carried out for several parameters in the model; not
only as a check on the simplex searches, but equally im-
portant, as a means of assessing the sensitivity of the
agreement between calculated and experimental I-V
profiles to important features of the surface structure.

Extensive studies were carried out using different ener-

gy ranges and different attenuation models as well as the
two different R factors, R„and R~G. The results deter-
mined from LEPD are listed in Table I for GaAs(110)
and in Table II for InP(110). The first row of entries for
Tables I and II are the parameters resulting from RzG
minimization simplex searches. All other entries corre-
spond to results from R minimization simplex searches.
The tables show the results of several different structural
parameter determinations corresponding to different en-
ergy regions of analysis, attenuation models, as well as R
and R~G optimizations. The principal purpose of carry-
ing out a variety of structural determinations was to esti-
mate the magnitude of systematic errors in the structural
determination due to the use of varying empirical models
of the imaginary part of the optical potential and of vary-
ing samples of the intensity data. The good agreement
between the structural determination using the Oliva
model, which describes positron scattering in a free
electron gas, and the constant V; model, suggests that
the LEPD structural determinations are relatively insens-
itive to the precise manner in which the attenuation of
the incident beam is treated. Of the various results
presented in Tables I and II, we regard the first row en-
tries as our preferred structural determinations. The er-
rors which we assign to the structural parameters will be
discussed in Sec. V.

Figures 5 and 6 demonstrate that the top-layer rotation
angles co

&
determined by the simplex searches for

GaAs(110) and InP(110), respectively, correspond to a
true minimum in R factors, as opposed to a false location
minimum. They also demonstrate the sensitivity of the
R factors to cu, . For each of the surfaces, the locations of
the minimum in the traditional R„and the global R~G

TABLE I. GaAs(110) surface structures determined by LEPD using different attenuation models, different R factors, and different

energy ranges. In the top row the structure resulted from a simplex minimization of R&G. In the second row it resulted from minim-

izing R„.The nomenclature C;-A~ indicates the bond length between the cation in layer i and the anion in layer j. The structural
variables are defined in Fig. 4.

Energy

30-180
30-180
30-180
50-131
40-181
60-180

Model

V; =5.2 eV
V; =5.0 eV
Oliva
Oliva
Oliva
Oliva

C2-A l

(A)

2.435
2.442
2.431
2.438
2.429
2.438

C, -A,
(A)

2.438
2.430
2.435
2.460
2.447
2.423

C)-A2
(A)

2.439
2.406
2.394
2.372
2.380
2.396

(A)

0.666
0.652
0.652
0.639
0.654
0.654

(A)
—0.087
—0.081
—0.082
—0.091
—0.096
—0.091

28.5'

28.2'
28.2'

2.68
27.6'
28.6'

—3.5'
—3.3
—3.1'
—3.6'
—4.0'
—3.8'

Vo

(eV)

0.53
0.53
0.96
1.3
1.28
1.12

R„
0.0925
0.0822
0.0789
0.0685
0.0808
0.104

0.0954
0.0992
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TABLE II. InP(110) surface structures determined by LEPD using different attenuation models, different R factors, and different

energy ranges. In the top row the structure resulted from a simplex minimization of RzG. In the second row it resulted from minim-

izing R . The nomenclature C;-A, indicates the bond length between the cation in layer i and the anion in layer j. The structural
variables are defined in Fig. 4.

Energy

30-180
30-180
30-180
50-131

Model

V;=4.7 eV
V;=4.7 eV
Oliva
Oliva

C2-A I

(A)

2.521
2.529
2.525
2.525

Ci-A I

(A)

2.540
2.521
2.524
2.534

Cl-A2
(A)

2.476
2.467
2.473
2.483

(A)

0.605
0.623
0.620
0.624

(A)

—0.077
—0.085
—0.091
—0.099

24.3'
25.7'
25.6'
25.4'

—3.0
—3.3
—3.6'
—3.9'

Vo

(eV)

1.38
2.30
2.00
0.53

R

0.0924
0.0831
0.0831
0.0667

RxG

0.1530
0.1673

scans versus co& are in good agreement. The R factor
versus co& scans for the constant V; model and the Oliva
model exhibit essentially no difference. The global R fac-
tor, though larger than the traditional R factor due to
the use of fewer adjustable normalization constants, ex-
hibits a sharper minimum. This is consistent with the ob-
servation of a sharper minimum in R~G than in R for
CdSe LEPD studies. ' Since the intensities of all the
diffraction beams were measured simultaneously, there
should be no necessity to use different normalization con-
stants for different beams.

The sensitivity of Rz& to the second-layer rotation an-
gle is shown in Figs. 7 and 8 for GaAs(110) LEPD and
InP(110) LEPD, respectively. All other parameters were
held fixed at the values obtained from the simplex search
minimization of RzG, i.e., the values listed in the first row
of Tables I and II. For reasons discussed in the following
section, we also wanted to investigate the differences be-
tween the sensitivity of LEPD and LEED to parallel dis-
placements for InP(110). For this purpose we have
chosen to consider the traditional R factor R . The sen-
sitivity of RzG to b, , for InP(110) is shown in Fig. 9.

As an additional check that the surface conditions of
our InP(110) cleaved samples were indeed the same as
those for other investigators' LEED studies, i.e., well or-

dered and contaminant free below the few atomic percent
level, we obtained LEED data on our samples for the
purpose of comparison. The R, and R~G versus co, scans
from our InP(110) LEED measurements obtained from
the same surface used for the LEPD measurements are
shown in Fig. 10. In the case of LEED, the relative in-
tensities of the various beams are usually incorporated in
the structure analysis by use of the integrated beam R
factor RI. In Fig. 10 we also include an Rz& versus coj
scan. Both R-factor scans shown correspond to the same
structural parameters obtained from an R minimization
simplex search over the energy range 40—181 eV, using
the Seah-Dench attenuation model. The structural pa-
rameters determined this way are given in Table III.
Also given in Table III are the results of the most modern
LEED structural determination of InP(110), carried out
by Ford et a/. , which are representative of several ear-
lier LEED studies. Extending the energy range of
analysis to 30—181 eV produced a negligible change in
the best-fit structure parameters. The agreement between
our LEED results and those of Ford et a/. is very good,
particularly in view of the poor emittance of our LEED
beam.

In addition to the quantitative measure of agreement
between experimental and calculated I-Vprofiles that can
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FIG. 5. R factor as a function of co& for LEPD from
GaAs(110). All structural and nonstructural parameters were
initially determined by the simplex search procedure. Then all
parameters except co& were kept fixed when we calculated the R
factor as a function of coI. 0 denotes co& for global Rzz, +
denotes the co& scan for the traditional R„using the constant V;
model, and 0 denotes the co& scan for the traditional R„using
the Oliva model.
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FIG. 6. R factor as a function of co, for LEPD and InP(110).
All structural and nonstructural parameters were initially deter-
mined by the simplex search procedure. Then all parameters
except co& were kept fixed when we calculated the R factor as a
function of co&. denotes the co& scan for global RzG, +
denotes the co& scan for the traditional R, using the constant V;
model; and C) denotes the co& scan for the traditional R using
the Oliva model.
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FIG. 7. Global R&G as a function of co2 for LEPD from
GaAs(110). All other structural and nonstructural parameters
were initially determined by the simplex search procedure and
were kept fixed.
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FIG. 10. R factor as a function of co& for LEED from
InP(110). All structural and nonstructural parameters were ini-
tially determined by simplex search procedure, then all parame-
ters except coI were kept fixed when we calculated the R factor
as a function of co&. 0 denotes the co, san for global R&G and the
Seah-Dench model and + denotes the co& scan for the tradition-
al R and the Seah-Dench model.
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FIG. 8. Global R&G as a function of co2 for LEPD from
InP(110). All other structural and nonstructural parameters
were initially determined by the simplex search procedure and
were kept fixed.

be provided by R factors, visual comparisons between
LEPD experimental and the best-fit calculated I-V
profiles for CxaAs(110) and InP(110) are also relevant and
are offered in Figs. 11 and 12, respectively. The calculat-
ed profiles correspond to the structural parameters ob-
tained from the RzG minimization simplex searches. Ac-
cordingly, the calculated profiles shown have not been in-
dividually normalized to each experimental diffracted
beam profiles. A single global normalization constant as
applied to the calculated profiles so as to make the total
integrated intensity of the calculated and experimental
beams the same. Because of the poorer emittance of our
LEED beam, and hence larger diffraction spot sizes, our
LEED data are of slightly lower quality than our LEPD
data and other investigators' LEED data. The best
agreement between calculated and experimental LEED
studies to date of InP(110), and to our knowledge any
other compound semiconductor to date, was obtained in
the recent LEED studies of Ford et al. which yielded
an R equal to 0.16 as compared with our value of 0.21.
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FIG. 9. R~ as a function of 6& ~ for LEPD from InP(110).
All other structural and nonstructural parameters were initially
determined by the simplex search procedure and were kept
fixed.

V. COMPARISON OF LEED AND LEPD

The results presented in the previous section raise two
issues. First, why are the R factors associated with the
best fits to the LEPD data so much smaller than those for
the LEED data, and, moreover, what is the significance
of this fact? Second, since the LEED and LEPD analyses
do not, in general, yield identical surface atomic
geometries, what is the intrinsic accuracy of each of the
two analyses and how are differences between the
diffraction process in LEED and LEPD reAected in the
structural parameters which they predict? In this section
we discuss each of these two issues, in turn.

It is helpful in discussing both issues to identify the
types of uncertainties which can arise when comparing
measured and calculated LEED or LEPD intensities. '
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TABLE III. InP(110) surface structures determined by LEED. The nomenclature C;-A, indicates the bond length between the
cation in layer i and the anion in layer j. The structural variables are defined in Fig. 4.

Measurement

This work
Ford et al.
{Ref. 24)

C2-A )

(A)

2.54
2.55

Ci-Ai
(A)

2.52
2.52

C)-A2
(A)

2.53
2.49

(A)

0.752 —0.055 32.0'
31.1'

—2.0
—0.53'

Vo

(eV)

10.9
8.5

R

0.21
0.16

QaAs(110)
e

I I I

0 2

10

VlX
4JI-
Z

5x10

The first is errors in the data. These can arise from varia-
tions in surface composition or morphology which are
undetected by surface characterization measurements,
from deviations in the beam intensity or the angles of in-
cidence and exit from their nominal values, or from the
different characteristics of different measuring instru-

ments (e.g. , the Brandeis versus the Princeton versus the
Montana State diffractometers). Such sources of data er-
ror occur in addition to the statistical errors associated
with the finite numbers of counts encountered in our digi-
tal detector apparatus as discussed in Sec. II C.

The second source of uncertainty is associated with the
use of a finite sample of intensities. Thus, structures ob-
tained by using different subsets of the total intensity data
base give rise to different estimates of the surface struc-
ture parameters, as evident from Tables I and II. The
range of data used in our analysis greatly overdetermines
the surface atomic geometry from the perspective of sta-
tistical estimation theory, as has been exploited to pro-
pose simplified automated structure analysis methodolo-
gies for more complex adsorption systems. ' Neverthe-
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e I

&.S~~O ~-

0
1QQ

I

150 200
I

100
I

150
10

II

'0 1

MJL &.4'

03

0-3 &So 200
0 e ~ ~

50 100

%As le +

e

100 1$0

3 0

Q

50 & M 2QQ 50 100 & 50 200

INCIDENT ENERGY (eV)
Sx$0

FIG. 11. LEPD experiment I-V profiles for GaAs(110) com-
pared with the best-fit calculated I-V profiles. A global normal-
ization constant was used for all the beam in the comparison.
The constant V; model and R&G were used in the simplex
search. Experimental data were taken at 100 K. The individual
beam profiles have been displaced vertically for the purpose of
clarity. The lowest point for each profile is statistically con-
sistent with zero intensity. The absolute intensity scales shown
give the range of excursion from zero intensity for each beam.
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FIG. 12. LEPD experiment I-V profiles for InP(110) com-
pared with the best-fit calculated I- V profile using a global nor-
rnalization constant as described in the caption to Fig. 11.
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less, the use of different samples from any given set of
measured intensities yields different estimates of the
structural parameters and hence leads to uncertainties in
these estimates.

The third source of uncertainty is the model of the
electron-solid or positron-solid interaction. The model
used in the present analysis is the multiple scattering of
the incident particles from an array of vibrating ion cores
described by self-consistent atomic charge densities
within muon-tin radii, embedded in a dissipative electron
Quid described by a local complex energy-dependent
inner potential. This model can be challenged on either
fundamental (e.g., surface loss process are not explicitly
included in the model: a big effect at large angles of in-
cidence ) or practical (e.g. , which model of the inner po-
tential is preferable) grounds. Nevertheless, it has proven
remarkably successful in describing LEED and LEPD
from a wide variety of materials. ' As increasingly
precise surface structural features (e.g. , surface bond-
length changes) are sought from measured intensities;
however, its shortcomings may become more significant.
Independently, it exhibits features which cause LEED
and LEPD to exhibit differing sensitivities to specific as-
pects of surface structures, and hence to exhibit differing
uncertainties in the best-fit structures resulting from R-
factor minimization procedures.

As indicated in Sec. II C, we regard systematic errors
in the measured I-V profiles to be comparable to or less
than the experimental statistical errors. We calculate the
contribution of the statistical errors to R to be 0.01 for
both the LEPD GaAs(11) and InP(110) measurements.
Thus, 0.01 would be the minimum value of R that could
be expected in the limit of "perfect" agreement between
the calculated and experimental I-V profiles. Although
our LEPD values, R =0.08 for GaAs(110) and InP(110),
do not meet this criterion for perfect agreement, the visu-
al agreement between the calculated and experimental
profiles, as shown in Figs. 11 and 12, is quite good. The
principal source of disagreement between the experimen-
tal and calculated profiles results from discrepancies in
the intensities, but not the locations, of a few isolated
peaks. With the exception of these peaks, the calculated
and experimental profiles generally agree to within sta-
tistical errors.

LEED studies which are directly comparable to our
LEPD analyses have been reported recently for the (110)
surfaces of both GaAs (Refs. 14 and 34) and InP. Com-
parison of Fig. 7 in Ford et ah. with Fig. 11, and of Fig.
5 in Ford et al. with Fig. 12, reveals comparable agree-
ment for most beams between the predicted and mea-
sured intensities for LEPD and LEED. In the case of
LEED, however, large discrepancies occur for a few indi-
vidual beams [e.g. , the (22) beam for both GaAs and InP,
the (21) beam for GaAs, and the (1-2) beam for InP].
These greatly reduce the quality of the overall agreement
as measured by the R-factor figure of merit and partly ac-
count for the poorer R factor for LEED relative to
LEPD despite comparable visible descriptions of most
beams in the two cases. Moreover, the LEED intensities
are large to much higher energies (E,„=300eV) than
the LEPD intensities (E,„=150eV), leading to further

amplification in the magnitude of R for those beams for
which the fit is less good: an effect which also occurs for
LEPD as indicated, e.g. , by comparison of the bottom
four rows of Table I.

We infer from these observations that the low values of
R =0.08 obtained in the LEPD structure relative to the
values of 0. 16~R +0.18 obtained in the comparable
LEED analyses' ' reAect that fact that for the model of
the electron-positron-solid interaction described above,
dynamical LEED theory produces more accurate calcu-
lated I-V profiles when applied to positrons than to elec-
trons. The reason(s) for this situation have not yet been
unequivocally established, but it seems likely that the
repulsive Coulomb potential experienced by the positrons
when scattering from the ion cores is the most important
factor. ' '

We next address the question of the accuracy of the
LEPD determined structural parameters for GaAs(110)
and InP(110). The essence of the issue which confronts
us may be stated simply. We have measured and ana-
lyzed LEPD intensities in a fashion which is step-by-step
identical to that used for the LEED intensities from
GaAs(110) and InP(110) in Refs. 34 and 24, respectively.
For InP(110) we further remeasured the LEED intensities
and repeated the analysis reported in Ref. 24. For
GaAs(110) we repeated' the analysis of the data reported
in Ref. 34. Yet the surface atomic geometries obtained
by LEPD and LEED are not identical as may be seen by
comparing the results given in Tables I and II to the com-
parable LEED analyses in Refs. 14, 24, and 34 (see also
Table III). For GaAs(110) the differences lie comfortably
within traditional error estimates. For InP(110),
however, they are at best on the borderline of these esti-
mates. A similar result was obtained for the (10-10) and
(11-20) surfaces of CdSe. ' Thus, we must inquire into
the origin of these differences and attempt to quantify
their significance.

Before describing our error estimates, it is helpful to
sharpen the definition of the problem of determining the
accuracy of a LEPD or LEED structure analysis. The
R-factor methodology which we use to define the "best-
fit" structure may be regarded as an extension of
Pearson's g test for the probability that the mea-
sured intensities fit the energy and angular distribution
predicted by the multiple-scattering model. The RDz R-
factor introduced by Kleinle, Moritz, and Ertl ' also may
be regarded as a similar extension of the g test. Thus,
the magnitude of R or R~G is a measure of the probabil-
ity that the measured intensities conform to the model
predictions. Due to the absence of a theory for the selec-
tion of the degrees of freedom variable and of a standard
confidence level in the y test, however, the quantitative
values of R factors such as R&G or RDz are of heuristic
but not statistical utility.

As discussed earlier, both the measured intensities and
the model intensities contain sources of uncertainty
("noise"). Thus, a precise assessment of the accuracy of
the LEPD (or LEED) structure analysis requires evalua-
tion of the distribution of measured values of a given
structural parameter, given the noise associated with the
uncertainties in the data, the model particle-solid interac-
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tion, and the other structural parameters. Within a g
test this criterion can be formulated in terms of the range
of g values which can be accepted for proscribed toler-
ance limits when all of the random variables in the model
and measurement vary according to their distribu-
tions. This range is not well defined, however,
without a theory specifying the degrees of freedom asso-
ciated with the data sampling procedure and whether or
not all the other parameters in a given model interaction
are allowed to readjust when a given structural parameter
is varied. Since this parameter estimation problem is a
very general one in data analysis, a body of literature ex-
ists on its solution in special cases. ' This theory has
not yet been applied systematically to the LEED struc-
ture analysis problem, however, so in this paper we limit
our consideration to heuristic estimates of the accuracy
of the determination of individual structural parame-
ters. ' '

An initial estimation of the consequences for R-factor
analyses of the various sources of uncertainty described
at the beginning of this section was given over a decade
ago by Duke et al. during the course of a LEED struc-
ture analysis for GaP(110). They reported ranges of
values of R associated with data reproducibility of
(hR )D =0. 1 (for the LEED data available at that time)
and ranges associated with plausible choices of the non-
structural parameters in the model (e.g. , the selection of
the imaginary part of the inner potential) of
(bR )M=0.04. The determination of structures using
individual beams as statistically independent samples has
been considered in the literature for LEED structure
analyses and a number of heuristic studies of the effects
of data sampling procedures on the calculation of R fac-
tors have been reported. ' ' A clear description of the
variations in R associated with the selection of plausible
but different samples of intensity data is, however, not
available in the literature, to our knowledge.

We have performed global uncertainty estimates for
LEPD analogous to those given earlier for LEED from
GaP(110). We established in Sec. IIC that the uncer-
tainty in R associated with data reproducibility is
(bR )D =0.01. From Tables I and II, we estimate the
uncertainties in R obtained from the use of varying
models of the nonstructural parameters to be
(bR )M ~0.02. From these tables, those associated with
the data sampling variations in R using the data base
shown in Figs. 11 and 12 are estimated to be
(b,R )& ~0.03. Thus, the estimated range of R values
associated with our best fits given in Tables I and II is

bR =[(bR„),+(AR ) g+(hR ) 2]' =0.04 .

This result implies that by virtue of the improvement in
data acquisition and sample preparation, as well as the
use of the simplex search method to determine non-
structural as well as structural parameters, the range of
values of R associated with equally plausible "best-fit"
analyses for the proscribed data and specified model
positron-solid interaction is reduced significantly relative
to the earlier LEED study of GaP(110).39 This fact, plus
the reduced values of R itself, imply that we clearly can

co, =tan '(b, , ~/b, , ) (2)

with R exhibiting a much smoother behavior as a func-
tion of 6& . Figure 9 shows a series of calculations
which quantify the variations of R„with 6, for LEPD
from InP(110). Comparable results for LEED from
GaAs(110) and InP(110) may be found in Ref. 9. The
sensitivity of R to variations in ~& for the analysis of our
LEED data for InP(110) in estimated by the calculations
shown in Fig. 10 (which is directly comparable to Fig. 11
in Ref. 24).

Because of the various sources of uncertainty discussed
above, values of the structural parameters extracted from
an analysis of a specified sample of intensity data using a
given model of the particle-solid interaction are usefully
regarded as measurements of random variables each of
which exhibits a probability distribution obtained by re-
peating the analysis many times using equally likely data
samples and model interactions. These variables typi-
cally would be assumed to exhibit Gaussian distributions
about their mean values. ' If we could determine the
variances, o. of these distributions, then we could say
with 95% confidence that for a measured value p of a
given structural parameter that the average value (p ) of
its distribution lies in the range ofp+2o. . In typical anal-
yses of LEED and LEPD intensities, '" the measured
values p are extracted from the analysis and estimates of
o., associated with uncertainties in the data and model in-
teraction but not in the selection of the data samples, are
sought.

Crude estimates of the confidence limits, i.e., +2o. for
Gaussian distributions, may be obtained by using calcula-
tions such as those given in Tables I and II to assess mea-

have increased confidence in the structure extracted from
the present analysis even though we do not yet have a
quantitative statistical measure of the extent of the in-
crease. This conclusion also is valid for the recent LEED
studies of GaAs(110) (Refs. 14 and 34) and InP(110).

Turning to the assessment of the uncertainties in
specific structural parameters, we need to introduce the
additional notion of sensitivity. The variations in R
generated by the global uncertainty estimates are of vary-
ing relevance for estimating the errors on a given
structural parameter because they affect to differing de-
grees the value of that parameter extracted from a given
analysis. This is evident from Tables I and II in which
the selection of the model of the imaginary part of the
inner potential hardly changes the best-fit values of the
structural parameters although it generates a range of
AR =0.01. The choice of data to analyze yields propor-
tionally larger changes in the structural parameters asso-
ciated with AR &0.036. Evidently the extracted values
of the structural parameters are more sensitive to the
selection of the data sample than they are to that of the
imaginary part of the inner potential.

The sensitivity of R and R&6 to variations in the ma-
jor structural parameters, co, and ~2, is illustrated by
Figs. 5 and 7 for GaAs(110) and by Figs. 6 and 8 for
InP(110). It is known ' that the shape of the R versus
m& curves is dominated by the inhuence of 6, ~ in
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sures of the variations in R or R&G due to the uncertain-
ty sources of interest and subsequently using Figs. 5 —10
to convert these to ranges of uncertainty in the structural
parameters. From Tables I and II AR =0.02 is estimat-
ed to be the range associated with statistical uncertainties
in the data plus plausible variations in model parameters
associated with the simplex best-fit model calculation.
Inserting these values into Figs. 5, 6, and 10 gives

~ ~ ~

co I
= ( LEPD, GaAs, R„)=28. 2 +3',

coi = (LEPD, InP, R„)=25.7 +2.5',
coi=(LEED, InP, R )=31.1 +&. ,

(3a)

(3b)

(3c)

.. Elec tron

Positron

using R as a figure of merit. Using Rzz as the figure of
merit but retaining AR~z =0.02 as the range of R values
given from Figs. 5 —8 yields

coi =(LEPD, GaAs, R+G ) =28.5'+2. 5',

coi =(LEPD, InP, R+G ) =24.3'+ l. 5

co~=(LEPD, GaAs, R+G ) = —3.5'+3',

co2=(LEPD, InP, R~G ) = —3.0'

(4a)

(4b)

(4c)

(4d)

These estimates treat the structural variables as uncorre-
lated, whereas they are known to exhibit correlations
both among themselves and with non-structural variables
(especially Vo). Nevertheless, the process does afford a
rough estimate of the confidence limits of the various
variables.

The results given in Eqs. (3) and (4) reveal a mild
dilemma. The LEPD results for GaAs agree closely with
both the LEED results of Ford et al. and our own
reanalysis of the same data. '" For InP(110), however, the
value of co& obtained from the LEPD analysis is only mar-
ginally compatible with that obtained from both our own
and other ' analyses of LEED data. The calculations in
Table II indicate that this result is not associated with an
unusual expansion in the top layer In]-P] bond length.
Figure 9 reveals that it cannot be rationalized via a re-
duced sensitivity of the LEPD analysis to the values of

relative to LEED. Indeed, the converse is the case.
Thus, the question arises of whether this is a systematic
diff'er ence between LEPD and LEED for binary
tetrahedrally coordinated compound semiconductors
whose anion and cation exhibit significantly different
electron scattering factors. The fact that an analogous
phenomenon occurs for CdSe (Ref. 13) suggests that fun-
damental differences between the two techniques might
be refIected in this result.

The major difference between LEPD and LEED which
is incorporated into our model calculations is the con-
trast between the anion and cation sublattices. For
LEPD, the scattering factors of the two are nearly identi-
cal, whereas for LEED they exhibit a large and highly
energy-dependent diff'erence as indicated for the total
cross sections in Fig. 13. We suspect that distribution
functions for the top-layer intersublattice structural vari-
ables, i.e., 6, ~ and 6, , are correlated with the diff'erence
in the anion and cation scattering factors used in the
multiple-scattering calculation of the diffraction process.

50 100 150 200 250

INCIDENT ENERGY (eV)

FIG. 13. Ratio of the total cross sections for scattering from
In to that for scattering from P for electrons (dotted line) and
positrons (solid line) over the energy range of interest for LEED
and LEPD.

Specifically, as the scattering factors become more equal,
smaller top-layer displacements are required to provide
comparable manifestations in the calculated intensities.
If true, this conjecture would lead to a more uniform sen-
sitivity of LEPD relative to LEED for top-layer relaxa-
tions in binary semiconductors because for LEPD
o.,„;,„=o.„„,„

for almost all energies and atomic
species. Such uniformity, in turn, would lead LEPD to
be more accurate than LEED for the study of structural
trends among homologous series of binary semiconductor
surfaces. ' Unfortunately, the rudimentary state of sta-
tistical error analyses in LEED and LEPD precludes a
definite numerical test of this conjecture at the present
time.

VI. DISCUSSION

We believe that in the foregoing sections we have es-
tablished the following results. (1) LEPD is as well suited
for (binary) compound semiconductor surface structure
analysis as LEED. (2) The quality of the multiple-
scattering model fits to the LEPD data consistently
exceeds that of the fits to comparable LEED data and
leads to equivalent or smaller uncertainties in the
structural parameters extracted from these fits. (3) The
probable cause of result (2) is the better description of
positron-ion-core scattering relative to electron-ion-core
scattering afforded by the overlapping atomic charge-
density model used to evaluate the ion-core scattering
factors. (4) A systematic difference between the values of
the structural variables extracted from LEPD and LEED
analyses of equivalent data is suggested but not proven,
probably associated with the different contrast between
the anion and cation sublattices in binary compound
semiconductors. If proven, the nearly constant contrast
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for positrons across all compound semiconductors would
lead to LEPD being the technique of choice to study the
systematics of compound semiconductor reconstruction.
(5) The extraction of small changes in structural variables
(e.g., bond lengths by a few percent, tilt angles by a few
degrees) from either LEED and LEPD intensity analyses
is greatly hindered by the lack of an adequate statistical
theory of the errors in these variables caused by uncer-
tainties in the model of the electron (positron) solid in-
teraction and in the sampling of the intensity data. In
particular, uncertainties from the sampling process are
rarely considered in the literature and seem to be larger
than those associated with either data reproducibility or
the model interaction.

It would be attractive to correlate our structural re-
sults with recent theories of the systematics of compound
semiconductor surface reconstruction. ' ' ' The small

differences between the structures of InP(110) and
GaAs(110) plus the difficulty in obtaining precise error
estimates reveals, however, that such correlations are
premature until a better understanding of items (4) and
(5) in the preceding paragraph has been achieved.
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