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A method for calculations of the ground-state energy and structure of finite systems and for
molecular-dynamics simulations of the evolution of the nuclei on the Born-Oppenheimer ground-state
electronic potential-energy surface is described. The method is based on local-spin-density functional
theory, using nonlocal pseudopotentials and a plane-wave basis set. Evaluations of Hamiltonian matrix
elements and the operations on the wave functions are performed using a dual-space representation. The
method, which does not involve a supercell, affords accurate efficient simulations of neutral or charged
finite systems which possess, or may develop, multipole moments. Since the ground-state electronic en-

ergy and the forces on the ions are calculated for each nuclear configuration during a dynammical simu-
lation, a relatively large time step can be used to integrate the classical equations of motion of the nuclei
(1—10 fs, depending on the characteristic frequencies of the ionic degrees of freedom). The method is
demonstrated via a study of the energetics, structure, and dynamics of the water dimer, (H20)2, yielding
results in agreement with experimental data and other theoretical calculations. In addition to the prop-
erties of the ground state of the dimer, higher-energy transition structures involved in transformations
between equivalent structures of the (H&O)2 molecule, were studied, and finite temperature simulations of
the dynamics of such transformations are presented.

I. INTRODUCTION

Molecular-dynamics (MD) simulations, where the
phase-space trajectories for a system of interacting
species (atoms, molecules, ions) are generated via numeri-
cal integration of the equations of motion, ' open avenues
for study of a broad scope of problems in a variety of
areas, such as materials science, condensed matter and
chemical physics, statistical mechanics, hydrodynamics,
and biophysics. Furthermore, MD simulations have
proven useful for investigations of systems under equilib-
rium or nonequilibrium conditions, in different thermo-
dynamic states (solids, liquids, and gases), in bulk envi-
ronments as well as surfaces and interphase interfaces
(solid/liquid, solid/vapor, liquid/vapor, and solid/solid
such as grain boundaries), and for studies of systems
characterized by different degree of aggregation (e.g., ex-
tended systems treated with the use of periodic boundary
conditions, and finite atomic and molecular clusters).

In conventional MD simulations the classical equations
of motion are derived from a Lagrangian or Hamiltonian
description consisting of kinetic and potential energy
terms (with auxiliary terms in the case of constrained
MD formulations' ). In most early and many current
uses, the interaction potentials between the particles are
functions of the interparticle coordinates and may in-
clude p air wise, three-body, and higher-order terms,
whose functional forms are related to the nature of in-
teractions and bonding in the material under investiga-
tion. These potentials are commonly determined by
choosing a parameterized functional form on the basis of
physical and chemical considerations and fitting the pa-
rameters to a given set of experimental and/or theoreti-
cally calculated data. Obviously, while most useful for

many investigations, the applicability and predictive
power of this approach is limited in circumstances where
the system evolves into regions of configuration space not
covered by the fitted data (e.g. , potentials fitted to bulk
properties may not be adequate to describe undercoordi-
nated systems such as surfaces or clusters), although pro-
gress in constructing "environment-dependent" poten-
tials has been realized. Moreover, serious difFiculties are
encountered in investigations where electronic rearrange-
ments occur, such as in chemical reactions or changes in
the nature of bonding (e.g. , a transition from covalent to
metallic behavior as occurring in silicon upon transfor-
mation from the solid to the liquid state).

These considerations clearly point to the need to devel-
op alternative simulation methods where the interatomic
interactions underlying the dynamical evolution of the
nuclear degrees of freedom are generated concurrently,
consistently, and accurately as the simulation evolves.
Therefore, in such methods determination of the poten-
tials is an integral part of the simulation, rather than a
separate preliminary step as in conventional MD simula-
tions.

First-principle calculations of the total energy of a ma-
terial and evaluation of the interatomic interactions be-
tween the atomic, or ionic, constituents require a
quantum-mechanical description. Indeed, the develop-
ment of methods for electronic-structure calculations of
atomic, molecular, and condensed-phase systems has
preoccupied scientists since the dawn of quantum
mechanics, and to date there exists a vast arsenal of com-
putational methodologies and techniques, of varying de-
grees of sophistication and accuracy. However, most of
these efforts were aimed at systems in a given fixed
geometrical configuration.
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While in a full description of the energetics and dy-
namics of a materials system all constituents (electronic
and nuclear) should be treated quantum mechanically,
physical and practical considerations motivate calcula-
tions within the Born-Oppenheimer (BO) approximation,
which invokes a separation between the time scales for
ionic and electronic motions. This restricts the dynami-
cal evolution of the nuclear system to a single electronic
potential energy surface (PES). The main task is to devel-
op efficient and accurate methods for calculating, for a
given configuration of the nuclei, the electronic energy on
this PES (the ground state in our calculation), and the
forces on the nuclei, which can then be used in the in-
tegration of the classical equations of motion of the nu-
clei, advancing them by a small time increment ~ to a
new configuration. Repeating the process results in a
simulation of the dynamical evolution of the system on
the BO PES, that is, BO dynamics.

Over the past several years several methods aimed at
such simulations have been proposed. These include the
Car and Parrinello (CP) method, which stimulated much
of the development in this area, where density-functional
theory (DFT), within the local-density approximation
(LDA), in conjunction with pseudopotentials and plane-
wave expansion, are used in a generalized Lagrangian for-
mulation leading to a dynamical simulated annealing pro-
cedure; variants of the CP method using steepest-
descent' or conjugate-gradient" ' techniques for
minimization of the Hohenberg-Kohn energy functional;
methods based on iterative techniques' ' such as
Davison's' or Lanczos's' to solve for the lowest occu-
pied levels of the Kohn-Sham (KS) equations and
methods based on evolution of the wave functions in
imaginary time, using the KS Hamiltonian in conjunction
with split-propagator and fast-Fourier-transform (FFT)
techniques. ' ' While in the above studies plane waves
were used, methods where other basis sets, such as
Gaussians or Aoating Gaussians, augmented-plane-wave
(APW)-like schemes, ' and generalized valence bond
are employed, have been proposed. In addition several
schemes have been developed where simplified, approxi-
mate descriptions of the electronic problem are adopted,
such as a pseudopotential perturbative approach, tight-
binding 2s and the Harris functional methods.

In this paper we describe a method for simulations of
BO dynamics where the description of the electronic
structure is based on LDA Ior local-spin-density-
functional (LSDF) theory when required], in conjunction
with nonlocal, norm-conserving pseudopotentials, and a
plane-wave basis set. Since the method was developed by
us in the context of our investigations of finite aggregates
(clusters), ' certain aspects of it are designed for such
systems (although the generalization to extended systems
is rather obvious). In particular, in contrast to other BO
dynamical simulations of clusters, our method does not
employ a supercell replication procedure, and thus no re-
peated images of the system are involved. This allows us
to study efficiently systems possessing large multipole
moments, which may become prohibitive when a super-
cell method is used because of the large length scale
necessary for the interaction between images in periodi-

cally replicated cells to vanish. Furthermore, in our
method the ground-state electronic energy and forces on
the ions are calculated during a dynamical simulation for
each nuclear configuration, thus allowing a relatively
large time step, ~=1—10 fs, for integration of the ionic
equations of motion.

In Sec. II and the associated appendices, a detailed
description of our method is given. In previous studies,
we have used our method for investigations of neutral
and charged metal clusters, fission dynamics of charged
clusters, metallization of alkali-halide clusters, mixed
lithium-aluminum clusters, ' solvation of sodium in water
clusters, " and dielectrons in water clusters. ' '. In
Sec. III, we apply the method to investigations of the en-
ergetics, structure, and dynamics of the water-dimer mol-
ecule (H20)2, which is a prototype system for studies of
the nature of hydrogen bonding. In addition to the infor-
mation we obtain pertaining to the (H20)z molecule, this
study demonstrates the applicability of our BO-dynamics
simulation method for a system containing oxygen and
hydrogen atoms and involving weak intermolecular
hydrogen-bond interactions, which constitutes a most
severe test of the accuracy of quantum-mechanical
electronic-structure calculations. A summary of our re-
sults is given in Sec. IV.

II. METHOD

A. Basic theory

The total energy of a system of ions and valence elec-
trons on the Born-Oppenheimer potential-energy surface
can be written as

&to& &( IrII~ IrI l )= & ~™llrl I + g ZIZJ~lrl

+&.1-( t rl I »
where rr, mr, and Zr are the position, mass, and charge
of the Ith ion, and E„„(IrI I ) is the ground-state energy
of the valence electrons evaluated for the ionic
configuration IrI I. The first two terms in Eq. (I) corre-
spond to the ionic kinetic and interionic interaction ener-
gies, respectively.

The major task is to calculate the ground-state elec-
tronic energy which we compute via KS formulation' of
the LSDF theory, with (in the present implementation)
a post-LSD gradient correction to the exchange-
correlation energy ' added in some instances. The
ground-state energy of the valence electrons in this ap-
proximation is given by

E.i- = &.+E.r+E-
where T, is the kinetic energy; E,r is the electron-ion in-
teraction energy, with the interaction potential between
the ions and the valence electrons described by separable
norm-conserving nonlocal pseudopotentials; and E„is
the electron-electron interaction energy. The three terms
are discussed below, and in Sec. IIB our dual-space
plane-wave method for finite systems is described in de-
tail.
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In the KS-LSD method one solves for the wave func-
tions P, which are eigenfunctions of a self-consistent
independent-particle Schrodinger equation (the KS equa-
tion),

where

K( (r)= b, V( (r)RI (r) YI (r ), (10)

[
—

—,'V'+V. (p, p )]y,.=e (3)

where cr is the spin index (o =+). The corresponding
density for spin manifold o. is given by

where I f~ ] are the occupation numbers, with

f, =N„„,and N„„is the number of valence elec-
trons. For a finite system, and providing the ground state
is not degenerate, the lowest N„„orbitalsshould be oc-
cupied; however, if the gap between occupied and unoc-
cupied eigenvalues is very small, it may be necessary to
have fractional occupation numbers to achieve self-
consistency, and we use a Fermi function' " with
k~ T ~ 0.001 a.u. in such instances.

The KS potential operator, 0' of Eq. (3), is given by
the functional derivative of E,&„,

= oE,i„15p
and since it depends on the electronic density it must be
obtained self-consistently. This is achieved by employing
an iterative density-mixing scheme in the solution of Eqs.
(3)—(5) as described in Appendix A. The lowest n,
(n, ~ N,~„)eigenfunctions of the KS equation for a given
V are obtained by an iterative diagonalization method
similar to the "Block-Davidson" method, ' ' which we
have developed and describe in Appendix B.

We turn next to a description of the contributions to
the ground-state energy of the valence electrons, Eq. (2),
and the KS potential, Eq. (5).

(1) T, is the kinetic energy of the independent-particle
KS wave functions, given by

where the kinetic-energy operator f'= —
—,'V is diagonal

in momentum space. In our dual-space plane-wave
method this term is evaluated in momentum space [see
Sec. II B 1, Eq. (24b)].

(2) The electron-ion interaction is treated via separable
nonlocal pseudopotentials,

j,o I

where in real space

VI(rI;r, r') = Vl'(~r —rI ~
)5(r—r')+ Vl""(r—rr, r' —rI ) .

VI '(r, r')=QFIIKf (r)KII (r'),
l, m

(9)

The nonlocal term (for an ion at the origin) is obtained
from a semilocal pseudopotential via the Kleinman-
Bylander prescription:

Fi = f dr[vRI(r)] AV((r) (1 1)
0

where b V&(r) and R&(r) are the semilocal pseudopoten-
tial and radial pseudowave function, respectively.

For the purpose of determining the Kohn-Sham poten-
tial operator, Eq. (5), it is convenient to separate E,I into
local and nonlocal parts:

F.,'I= f d r[p+(r)+p (r)] g VI"( r —rl ~ ), (12a)

and
2

F-,"~"=gjj g F& f d rKI~(r —rl)g~ (r) (12b)
J)o I, l, m

The local contribution to V is given by

(13a)

and can be combined with the LSD potential (see below).
The nonlocal KS potential is

V,"I"(r,r') =g V~""(r—rr, r' —rI ),
I

(13b)

where Vl"" is given by Eqs. (9)—(11).
(3) The electron-electron many-body interaction is

given by

E„= d r p+ r+p r @II r+e„r (14)

where

eH(r)= ,' J d r—'[p +(r')+ p (r')]/~r —r'

is the "Hartree" energy functional, and

e„,(r) =e„,[p+(r),p (r); Vp+(r), Vp (r)],

(15)

is the exchange-correlation energy functional. In LSD,
e„,depends only on the densities and is simply the
exchange-correlation energy per electron of a uniform
electron gas with densities p+(r) and p (r); in our calcu-
lations we use the Vosko-Wilks parameterization of the
Ceperly-Alder ' result. If a gradient correction is added,
then e„,also depends on the density gradients, Vp+(r)
and Vp (r). We have used the exchange-gradient correc-
tion of Becke "and the correlation-gradient correction
of Perdew in the post-LSD approximation; that is, we
calculate the gradient correction to the energy non-self-
consistently using the (self-consistent) KS-LSD-generated
density. This approach has been shown to be justified via
calculations for a number of molecules. However, the
geometries obtained by minimizing the energy on the
(non-gradient-corrected) LSD potential-energy surface
may be in error, particularly for hydrogen-bonded sys-
tems (as found in our work, +' and Sec. III of this paper,
as well as in Ref. 43).

Finally, the contribution of the electron-electron in-
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teraction to the KS potential at the LSD level is given by

V (r)= = 2eH(r)+ 1+p (r)
~p~ r

Xe„,[p+(r),p (r) ], (17)

where eH(r) is given by Eq. (15) and e„,and its deriva-
tives are given in Ref. 40. The gradient-correction con-
tributions to the potential have also been pub-
li h d.353642

B. A dual-space plane-wave method for finite systems

In this section we discuss in detail our use of the
plane-wave basis set in the calculation of the ground state
of the electronic energy of a finite (nonperiodic) system.
Our method is a dual-space method (both real- and
momentum-space representations of the wave functions
are used), similar to that developed for band-structure
calculations and ab initio molecular dynamics with
periodic boundary conditions. ' We emphasize, how-
ever, that while we use a plane-wave basis set for finite
systems, we do not employ a supercell procedure, i.e.,
there are no periodically repeated images of the system.
The advantage of this approach is that it enables us to
treat systems that have large multipole moments, avoid-
ing the need for the large-length scale that would be
necessary in a supercell method to make the interaction
with images negligible (see Sec. III).

y, (g)=0 for gl)g,„. (21)

The choice of the momentum cutoff g, „

is dictated pri-
marily by the nature of the ionic pseudopotentials while
the lengths I L I are determined by the physical size and
geometry of the system. Together these determine the
number of plane waves N =X„NN, .

Since we are dealing with eigenfunctions of a finite
nonperiodic system, we can require, without loss of gen-
erality, that the wave functions be real in real space, i.e.,

g, (r)=g,* (r) and P) (g)=P,* (
—g) .

Orthonormality of the wave functions gives

(j lj' )=gp, ( —g)p, (g)=&,,
g

(22)

(23)

In the dual-space method, the gradient operator is di-
agonal in the plane-wave basis,

and

Vp (r) =0 '~ g igp (g)e's',
8

(24a)

and/or by translating and rotating the system inside the
cell. The L need not be equal (i.e., the cell need not be a
cube). In most circumstances we choose the lengths
[L I and the integers IN I Eq. (20b) such that
N /L =N~/L~=N, /L, =g,„lvr and impose a spheri-
cal momentum cutoff, that is,

I. Plane wave e-xpansion of the wave functions

We define a calculational cell to be the region of space
given by

r=(x,y, z); O~x (L„O~y(L, O~z (L, .

(jul ,'V'lj'a) =—
—,

—' gg'P, ( —g)P,' (g) .
g

2. Plane wave expa-nsion of the density
and the real-space grid

(24b)

(r)=Q '~ g p) (g)e's'
8

for r in the cell, and

QJ (r)=0

(19a)

(19b)

The wave function g~ (r)=(rljo. ) is expanded in a
plane-wave basis within the cell, i.e.,

The density p (r) can also be expanded in a Fourier
series but requires a momentum cutoff which is twice as
large as that of the wave functions. This expansion is
useful in evaluating the gradient corrections to the LSD,
and in motivating our treatment of the potential opera-
tors in real space (see Secs. IIB3 and II 84 below).
Thus, we write

for r outside the cell.
In Eq. (19a) 0 is the volume of the cell, Q=L L L„

and P~ (g) are the coefficients of the plane-wave expan-
sion. The reciprocal-space (g-space) grid is defined by

p (r)=& 'g g g f, p, ( —g)p, (g') e's
g g . J

=Q 'gD (G)e'
G

(25)

g=2n(k„/L, k /L, k, /L, ),
where k (a=x,y, z) are integers satisfying

(20a)

—N /2~k ~N /2 . (20b)

The sum over g in Eq. (19a) includes all combinations of
(k, k~, k, ) satisfying Eq. (20b). We note that while the
wave function is defined to be zero outside the cell, its
amplitude g~ (r) and gradient Vitj (r) are required to
vanish (or be negligibly small) on the boundary of the
cell. For a finite system this condition can be satisfied by
increasing the dimensions of the calculational cell IL

The "G-space" grid in Eq. (25) is defined as

G=2vr(m /L, m /L, m, /L, ),
where m (a=x,y, z) are integers satisfying

—M /2+m +M /2 and M =2N

(26a)

(26b)

Vp (r)=Q 'giGD (G)e'
G

(27)

Now the gradient, Vp (r), which is needed for evaluation
of the exchange-correlation gradient corrections, is given
by
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The coefficients D (G) can be evaluated directly from
the wave-function coefficients [P } [see Eq. (25)]. A
more efficient method is to evaluate p (r) on a real-space
grid which is the dual of the G-space grid, and use a
discrete Fourier transform, i.e., FFT, to get D (G) W. e
define the real-space grid, the "Sgrid, " as

S=(n L„/M„,n L /M, n, L, /M, ), (28)

where n are integers satisfying 0 ~ n ~ M —1. The
density on the S grid is defined as

D (S)=(A/M)p (S), (29)

where M =M„MM, is the number of real-space grid
points, and the set [D (S)] is the "FFT dual" of
[D (G)},

D (G)=M ' gD (S)e
s

(30)

or, in terms of plane-wave coefficients,

(S)=M '~ g P (g)e's
g

where the coefficients D (S) are given by

D (S)=gf ~P (S)l'

(32)

(33)

We note here that the wave function on the S grid,
[P (S)} in Eq. (32), is not the FFT dual of the plane-
wave coefficients, [P ( g ) }. There are several methods
for obtaining [P~ (S)} from [PJ. (g) } using standard FFT
routines (two such methods are described in Appendix
C).

3. Terms which are local in real space

Potential-energy terms that involve real-space integrals
over the density, such as E,'I, Eq. (12a), and E„,Eq. (14),
are evaluated via sums on the S grid. Such terms are of
the form

E[p,e]=f d rp (r)E(r) .

Defining

(34)

In order to obtain [D (S)} we define the wave func-
tion on the S grid,

(31)

the case that periodic boundary conditions are employed,
many (but not all) of the terms corresponding to e(G)
could be easily evaluated; for instance, the sum over local
pseudopotentials could be expressed as a product of the
Fourier-transformed pseudopotential and the structure
factor associated with the ionic configuration within the
periodically repeated cell. The approximation we make
in the current version of our method is

e (S)—=e(S), (37)

which is equivalent to a "rectangle rule" for the numeri-
cal integration of the integrals in Eq. (34) or (35a). This
approximation is most satisfactory when the solution, i.e.,
the energy E„„,Eq. (2) is converged with respect to in-
creasing the plane-wave momentum cutoff g,„,Eq. (21);
but for too small a value of g „

the solution will depend
on the origin and orientation of the real-space S grid. We
have attempted to reduce the S-grid spacing (while keep-
ing g,„constant) by replacing M in Eq. (26b) with
M =mX, m )2; however, we found that better results
were obtained for the same computational eA'ort by in-
creasing the momentum cutoff g,„(which also reduces
the real-space grid spacing).

To summarize the treatment of terms local in real
space: (i) The wave functions, Eq. (32), and the density
and its gradient, Eqs. (33) and (27), are eva, luated on the
real-space grid defined by Eqs. (28) (the S grid); (ii) the
subsequent evaluation of the local-energy terms on the S
grid, with the exception of the Hartree term, Eq. (15), is
straightforward and requires no further explanation.
Evaluation of the Hartree term is discussed in Appendix
D.

4. Separable nonlocal pseudopotential

(38)

Evaluation of matrix elements of the separable nonlo-
cal pseudopotential, Eqs. (9)—(11), requires calculation of
an integral involving the wave function [see Eq. (12b)],
which can be done most efticiently in real space since the
semilocal pseudopotential A V& (r) =0 for r )r„and thus
the integral in real space need not be over all space. We
approach this task in a manner similar to our treatment
of the local terms. Define

L L L
B~ (S)=g f dx f 'dy f dzIC& (r —rI)e'

and

L
e(G)=Q ' f dx f l dy f dz e(r)e ' ', (35a) then without approximation

+BI (S)pj (S)=f d r Kl (r —rl)gj (r) . (39)

e(S)=g e(G)e'
G

(35b) We now make the approximation [see also Eq. (37)]

E [p,e]=Q D(S)e(S) .
S

(36)

Obviously, there is little advantage to this if we must
evaluate the integrals in Eq. (35a) to calculate e(G). In

E [p, e] of Eq. (34) can be expressed, without approxima-
tion, as

B, (S)-=IC, (S—r ) . (40)

In principle, the sum in Eq. (39) could be performed on a
real-space grid which is the dual of the reciprocal-space g
grid; however, since we have already made use of the
wave functions represented on the S grid, [P (S)} in the
evaluation of the local terms, we use the S grid here as
well. King-Smith, Payne, and Lin have given a pro-
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cedure for improving on the ansatz of Eq. (40). We found
that in all cases we have tried, the error associated with
Eq. (40) is smaller than that due to the ansatz in Eq. (37),
and that the two tend to cancel.

5. Hamiltonian matrix elements: (glHjle )

In our procedure for solving for the eigenfunctions of
the KS equation (see Appendix B), all calculations are
done with the momentum-space representation of the
wave functions except for the Pg~'operation, which is
performed in real space. In the previous sections (3 and
4) we have described the calculation of terms in the ex-
pression for the energy, Eqs. (12) and (14). Using the no-
tation of the preceding sections, we now provide expres-
sions for the various terms arising in the course of calcu-

I

(4 la)

and the g-grid transform [see Eq. (20)]

p,' (r)=gp,' (g)e's'.
g

(41b)

Using Eqs. (41), the Hamiltonian matrix element is given
by

(j lHlk )=gp, (
—g)p' (g) .

g

(42)

Combining our results, the plane-wave coefficients
(g) =0' (glH l jo ) are given by

lating the operation of the KS Hamiltonian on a wave
function. We define

(g)= —,'g P, (g)+M '~ g [V" (S)+g V"(lS—r l)]P, (S)
s I

+g gF(K( (S—rt) gK( (S' —rt)P (S') e (43)
I I, m s'

6. Forces

Calculations involving classical dynamics of the ions on the ground-state BO electronic potential-energy surface (that
is, Born-Oppenheimer dynamics, BO-LSD-MD) require evaluation of the force on each ion due to its interaction with
the ground-state electronic density. These forces can be evaluated straightforwardly via the Hellman-Feynman
theorem (there are no basis-set corrections) by taking the gradients of the Hamiltonian matrix elements with respect
to the ionic positions {rt J. While this may be easily achieved using Eqs. (42) and (43), the calculation can be performed
more efficiently in real space, and the local pseudopotential contribution can be expressed in terms of the density. The
resulting expression is given by

V, E,t = g [D+(S)+D (S)]g V, V~"(lS—
rtl )

s I

+2+ fj g gF( QQJ. (S)K( (S rt) g V, K( —(S' rt)pj (S')—
jo I 1m S S'

(44)

The electronic force obtained via Eq. (44), together
with the interionic Coulomb repulsion, governs the nu-
clear dynamical evolution generated via integration of the
Newtonian equations of motion

mtrt = V, E.t({rt ) ) V—; g Ztzj ~lrt rJ l
. (45)

I)J

In our simulations the integration is performed using
the Gear fifth-order predictor-corrector algorithm' with
a time step of the order of 1 —10 fs, depending on the
characteristic frequencies of the classical degrees of free-
dom.

III. CASE STUDY: H20 AND (H20)~

Previous applications of the method outlined in Sec. II
(or earlier versions of the method) have been made by us
to a variety of problems, including neutral and ionized al-

kali, alkali-halide, and lithium-aluminum ' clusters.
Most recently, we have used the method to investigate
the structure and energetics of Na(H20)„(1~ n ~ 8)
clusters. " To illustrate the method we apply it here to
calculations of energetics and dynamics of the water
molecular dimer (HzO)2. This system was chosen because
it has been extensively investigated both experimentally
and theoretically (see reviews and literature citations in
Refs. 46—53) and because it illustrates the ability to treat
both chemical bonds, i.e., the HzO molecule, and the
much weaker intermolecular hydrogen-bond interaction
in the dimer. Furthermore, our investigation of this sys-
tem demonstrates also the ability to treat finite systems
with large multipole moments; we estimate that to obtain
comparable accuracy for the water dimer with a supercell
method one would have to more than double the linear
dimensions of the calculational cell, which would in-
crease the number of plane waves by a factor of at least
eight for the same plane-wave energy cutoff Ep
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A. Calculational details

In our calculations we have used pseudopotentials (PP)
generated by the method of Troullier and Martins. For
oxygen we have used p-local and s-nonlocal PP's, both
with a core radius of 1.45ao. Previous studies of the
crystalline properties of SiOz and TiOz using this PP for
oxygen yielded converged results for the total energy,
with E„,~70 Ry. For hydrogen, we have used an s-
local pseudopotential with a core radius of 0.95ao. In our
calculations the nuclei are treated classically. While this
is common practice in theoretical structural studies and
molecular-dynamics simulations of water and other
hydrogen-containing molecules, in a more rigorous treat-
ment quantum effects associated with the light-mass pro-
tons should be considered.

To examine convergence we have calculated the total,
atomization, and binding energies for a rigid geometry of
(H2O)2, using various plane-wave cutoff energies E „,.
We found that, compared with calculations using a very
large value of E,=217 Ry, using E„„,=96 Ry yielded
results that differed by 0.08 a.u. (0.2%%uo), 0.02 a.u. (2.3%),
and 0.0005 a.u. (3.4%) for the total, atomization, and di-
mer binding energies, respectively, while calculations us-
ing an even smaller value of E„,=62 Ry yielded
differences that were about twice as large. When minim-
izing the energy (i.e., optimizing the structure of the di-
mer molecule) we found that the differences between cal-
culations with E„,=62 Ry and results obtained with

Ep 96 Ry for the atomization and binding energy
were 0.015 a.u. (1.7%) and 0.0002 a.u. (1.4%), respective-
ly, (see Tables I and II). For calculations of the mono-
mer, we used a cubic calculational cell with an edge
length of 15ao, while for the dimer (HzO)2 molecule cell
dimensions of 15ao X 15ao X20ao were used. In dynami-
cal BO-LSD-MD simulations a time step ~=0.4 fs was
used in the integration of the equations of motion of the
nuclei, and the total energy of the system was conserved

to better than 3X10 a.u. (10 % of the total energy),
throughout our dynamical simulations.

B. Structure and vibrational frequencies

(i) Water monomer H20. To investigate the ground-
state structure and dynamics of the water molecule we
performed comparative energy minimization and finite
temperature ( T = 150 K) MD simulations, usingE„,=62 and 96 Ry. The results of these calculations
are summarized in Table I. The vibrational frequencies
were obtained from the Fourier transform of the velocity
correlation functions generated by the MD simulation.
Also included in Table I are the APW results of Soler and
Williams ""' and the results of Sim et al. using a local-
ized basis set (LCCxTO) (LDA was used in both calcula-
tions).

As expected, the calculated atomization energy, AE„
is overestimated in these calculations, which is a common
finding in calculations using local-density functionals.
However, we note that this may be partially corrected by
a post-LSD gradient correction [compare b,E, and
b,E, (xcg) in Table I]. Our results for structure, dipole
moment (p), polarization (a), and vibrational frequencies
of the H20 molecule compare very well with experiment
and with the other two LSD-based calculations. The fre-
quencies obtained by the LCGTO-LSD method are some-
what closer to experiment than ours; however, these were
obtained from a force-constant matrix, whereas, as men-
tioned above, we have determined them from a finite-
temperature simulation.

(ii) Water dimer (H20)2. The nature of the hydrogen
bonding in small clusters, and in condensed phases, has
been the subject of extensive experimental and theoretical
investigations (see Refs. 46—53 and citations therein). In
particular, among all intermolecular hydrogen-bonded
systems the water dimer is the best studied because of the
key role it plays in understanding the properties of liquid

TABLE I. Calculated and experimentally measured atomization energy AE, (in units of kcal/mol),
0

structural parameters (distance in A, angle in degrees), dipole moment p (in unit of Debye), polarizabili-
ty a (in a.u. ), and vibrational frequencies v (in units of cm ) for the equilibrium structure of a water
monomer. Results using our methods are given for two plane-wave cutoff energies E~„,=62 Ry and 96
Ry. For the atomization energy, results including post-LSD exchange-correlation gradient corrections
are denoted by hE, (xcg).

AE,
AE, (xcg)
r(OH)
0(HOH)
p

VI

V2

V3

E~„,=62 Ry

273.5
249. 1

0.956
107.4

1.670

3713
1575
3944

Ep„,=96 Ry

268.7
244.2

0.960
105.5

1.686
10.3

3740
1550
3840

APW'

267.0

0.968
102.4

3600
1610
3670

LCGTOb

0.978
104.4,

2.026

3705
1562
3809

exp'

219.3
219.3

0.9572
104.52

1.855
9.6

3657
1595
3756

'Reference 21b.
"VWN" results in Ref. 49.

'Experimental results compiled in Ref. 49.
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water.
Hydrogen bond energies are of the order of a few

kcal/mol, which lie between typical values associated
with dispersion interactions and those corresponding to
true chemical bonds. Consequently, quantitative
quantum-mechanical calculations of the interaction ener-

gy in the dimer molecule, obtained as the difFerence be-
tween the dimer energy and twice the monomer energy,
are most difficult, exhibiting sensitivity to the basis set
used, basis-set extension efFects (BSE) and in particular to
basis set superposition errors (BSSE). ' Therefore,
calculations of energetics and dynamics of this system,
using the method described in Sec. II, which is based on
density-functional theory, provide a most stringent test of
the accuracy that can be obtained by the method.

Our results for the minimum-energy structure, dipole
moment, and vibrational frequencies of the water dimer
are summarized in Table II, along with the LCGTO re-
sults of Sim et al. and those obtained from experimen-
tal data. [The equilibrium structure of (HzO) z and
definitions of structural parameters are shown in Fig. 1.j
As is evident from inspection of Table II, our results are
in good agreement with experiment. As has been noted
previously, in LSD calculations the binding energy is

OD
D

overestimated and the hydrogen-bond distance in the
equilibrium geometry is too small (the O-O distance is
about 10% too small). To correct for these discrepancies
we have applied a post-LSD exchange-correlation gra-
dient correction (xcg) and minimized the energy with
respect to the interoxygen distance, keeping other

H2

FIG. 1. Schematic drawing of the equilibrium structure of
the hydrogen-bonded (H20)2 molecule. OD and 0& denote the
oxygen atoms of the donor and acceptor molecules, respectively.
The donor molecule is in the plane, and the plane of the accep-
tor molecule, defined by H&0&H&, is normal to the plane of the
paper. Geometrical parameters defining the structure are
denoted as outlined in Table II.

TABLE II. Calculated and experimentally measured binding energy EEb (in kcal/mol), structural
0

parameters (distances in A, and angles in degree), dipole moment p (in units of Debye), polarizability a
(in a.u. ), and vibrational frequencies v (in cm ) for the equilibrium structure of a water dimer. The ox-
ygens of the water molecules in the dimer are denoted as 0& and 0&, corresponding to the acceptor
and donor molecules, respectively, and H, is the hydrogen atom of the donor molecule bridging it [i.e.,
hydrogen bonding to the acceptor molecule (see Fig. 1)]. The intramolecular modes of the donor and
acceptor molecules are denoted as v, (D) and v, ( A), j =1,2, 3 and the dimer intermolecular modes are
denoted as v, (j =7—12), after Ref. 49. Results of our calculations, including post-LSD exchange-
correlation gradient corrections, are given in parentheses, and those in parentheses under LCGTO cor-
respond to calculations with self-consistent inclusion of such corrections.

EEL
r(o~ H)
(()„(HO„H)
r(ODH& )

r(ODHz)
$D(HODH)
r(o, OD)

OD

p

v3( A)
v, (D)
vl( A)
vl(D)
v~(D)
v~( A)
V7

V8

v, (o-o)
v&o

v&z

Ep„,=62 Ry

9.19(4.91)
0.957

106.2
0.971
0.957

108.3
2.68(2.96)

119.8
3.67
2.56

E „,=96 Ry

9.06(4.90)
0.961

106.2
0.980
0.961

106.1
2.70(2.98)

120.6
4.84
2.57

20.84
3860
3825
3750
3580
1590
1565
710
410
225
150
150
150

LCGTO'

9.16(4.51)
0.980

104.7
0.997
0.977

105.4
2.71(2.89)

106.0
9.0
2.39

3786
3744
3686
3394
1574
1563
785
464
271
174
163
151

exp

5.44+0.7

2.98+0.01
123+10

6+20
2.60

3714
3698
3626
3548
1618
1600

520
320
243

155

'Reference 49, "VWN" results, and "BP"results in parentheses.
Experimental results compiled in Ref. 49.
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structural parameters fixed. As is evident (see results
shown in parentheses in Table II), the correspondence be-
tween the calculated values and the experimental ones is
significantly improved. In this context we remark that
Sim et a/. have included the gradient corrections self-
consistently and fully minimized the energy. They, too,
found improvement in the hydrogen-bond distance and
energy upon inclusion of gxc corrections, and that other
structural parameters are hardly

influenced

by these
corrections (the latter justifies our post-LSD xcg correc-
tion).

Early quantum-chemical studies of the nature of
bonding and structure of the water dimer have shown
that while the contribution of purely electrostatic interac-
tions (that is, the interaction between the unmodified,
frozen, monomer charge densities) is large, it is essential
to consider other contributions to the interaction energy,
such as those originating from mixing of the occupied or-
bitals, the Pauli exclusion principle, polarization effects,
charge transfer (that is, mixing of vacant orbitals of one
partner and the occupied orbitals of the other partner),
and a contribution associated with a measure of non-
separability of the hydrogen-bond energy into the indivi-
dual components listed above.

The intrinsic nature of the hydrogen-bond in (H20)2 is
portrayed in the difference isodensity contour plots,
shown in Fig. 2, where density-difFerence maps
bp=p[(H20)2] —2p(HzO) obtained via our calculations
are given. From these results, it is readily observed that
the electron density in the region about the hydrogen of
the donor molecule, bridging between it and the acceptor
molecule, is reduced (i.e., the partial charge on the donor
hydrogen becomes "more positive" in the dimer, com-
pared to the isolated monomer). On the other hand, re-
gions about the other hydrogen of the donor and close to
the donor oxygen acquire some excess electron density in
the dimer molecule. These results correlate with popula-
tion analysis of the dimer electronic distribution, indi-
cating electron transfer (0.02e —0.03e ) from the pro-
ton acceptor molecule to the donor molecule.

The rearrangement of the electronic charge distribu-
tion in the dimer is reAected also in the magnitudes of the
dipole moment and polarizability of (H20)2 (see Table II).
We note that the calculated magnitude of the dipole
(tt(HzO)2=2. 57D (see Table II, E,=96 Ry), which is
close to the experimentally measured value, is
significantly enhanced compared to the total dipole
(1.75D) obtained as a vector sum of the dipoles of the in-
dividual monomers positioned in the equilibrium
geometry of the dimer. In addition, the predicted polari-
zability a(H20)2=20. 84 a.u. (see Table II) is slightly
larger than 2a(H20) =20.6 a.u. (see Table I).

As mentioned, our ca1culated structural parameters for
the dimer are in agreement with experimentally deter-
mined ones and the trends of changes in the monomer
geometries upon formation of the dimer agree with those
obtained from other calculations (i.e., widening of the
HOH angle and, in particular, the increase in
r ( OD H, ) =0.980 A, the distance between the oxygen of
the donor molecule and the bridging hydrogen, compared
to r (OH) =0.960 A in the monomer].

The vibrational frequencies we report in Table II were
obtained from a constant energy MD simulation of 1.2-ps
duration. The Fourier-transformed velocity correlation
functions for the donor and acceptor molecules in the di-
mer are shown in Fig. 3. Due to the finite duration of the
simulation, we have used a Gaussian smoothing pro-
cedure, giving a resolution of o. =25 cm '. In addition,
there is broadening due to coupling between modes, par-
ticularly for the donor intramolecular modes and the
low-frequency intermolecular modes. Consequently, we
are unable to resolve all twelve modes from our results.
Most likely, the unresolved modes are located under the
lowest peak in Fig. 3 at —150 em '. The intramolecular
bend ( v2) and strength (v, and v3) modes are labeled
(v~( A ), v~. (D), j = 1,2, 3 for the acceptor and donor mole-
cules, respectively. The negative shift of the donor vibra-
tional frequencies (with respect to acceptor) is in reason-
able agreement with experiment and other calculations;
however, we observe an overall small positive, rather

(a)

1t
11

t&L

tl

I g
rIJ

/
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1

II
rr

FIG. 2. Isodensity contour plots of the total density (a) and
the density difference (b), Ap=p[(H, O), ]—2p(H20), for the
(H20)2 molecule in the equilibrium configuration. Results are
shown in the plane containing the nuclei of the proton donor
(left-hand side) and the oxygen atom of the proton acceptor
(right-hand side). The densities were calculated using LDA
with E~„,=96 Ry. The numerical values of the contours of
p ——l0 X2" (a.u.), n =0, I, . . . , 7 and of kp=0+$0
(a.u. ), n =0, 1, . . . , 5. Solid and dashed lines in (b) correspond
to Ap ~ 0 and Ap & 0, respectively.
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FIG. 3. Fourier transforms of the velocity correlations func-
tions P of the donor (dotted) and acceptor (dashed) molecules in

(H20)2, obtained from a 12-ps BO-LDA-MD dynamical simula-
tion; Gaussian smoothing with 0.=25 cm ' was used. Frequen-
cies larger than 3500 cm ' correspond to intramolecular OH
stretch modes, those —1560 cm ' correspond to intramolecular
bending. Frequencies below —800 cm ' correspond to inter-
molecular vibrational modes of the dimer molecule (denoted
v7 v(2 in Table II) ~

than negative, frequency shift of the two intramolecular
stretch modes, while the shifts of the bending modes are
given correctly.

The frequencies of the intermolecular modes (labeled
v7 —vtz in order of decreasing frequency) are in good
agreement with those obtained by Sim et al. (where the
characters of the modes are described), and are in reason-
able agreement with experiment. Our predicted low-
frequency modes (v7 —v9) are lower than those of Sim
et al. and are closer to experiment, perhaps due to anhar-
monic effects. Much of the remaining difference between
our results and experiment might be removed by a self-
consistent inclusion of the exchange-correlation-gradient
correction to LSD, which, as found in Ref. 49, tends to
shift the frequencies to smaller values.

C. Dimer transition structures and dynamics

While microwave spectroscopy ' has established a
C, equilibrium geometry for the water dimer (see Fig. 1),
as discussed by Dyke using permutation-inversion
group theory, there are eight equivalent structures which,
excluding exchange of hydrogen atoms between mono-
mers, involve interchange of hydrogen atoms within the
(H20)2 molecule, including rearrangements that inter-
change donor and acceptor molecules [see Refs. 48, 52,
and 58, and our discussion of the dynamics of (H20)2
given below]. Understanding of experimental results per-
taining to rotational and vibrational spectra of (H20)2 re-
quires knowledge of the energetics and mechanisms of
such interchanges, that is, knowledge of the dynamics of
the transformations between the equivalent structures,
and energetic and structural characterization of the tran-
sition states connecting them.

Most recently, Smith et aI. , using ab initio
quantum-mechanical calculations, have characterized the
transition structures of the water dimer connecting the
eight equivalent forms. In order to further evaluate the
reliability of our method, we have chosen a subset of
these transition structures and compare our results with
those of Smith et al. below and in Table III.

The transition structures we have chosen for compar-
ison with the results of Smith et al. are structur'es 3*, 4*,
6*, and 9* (in the notation of Ref. 48). We denote the
transition structure by an asterisk. In this notation,
structure 1 (denoted as la in Ref. 48, to distinguish it
from the other seven equivalent forms of the dimer) is a
global minimum-energy structure (see Fig. 1), and, as dis-
cussed, in Ref. 48, transition structures 4* and 9* are
first-order saddle points of the potential-energy surface,
while transition structure 3* is a second-order saddle
point, which is close structurally and energetically to a
first-order saddle-point transition structure 2*. Each of
these transition structures can be obtained by minimizing
the energy with constrained symmetry (see Fig. 4). Our

TABLE III. Calculated dipole moment p (in units of Debye) and energy differences E, —E& (in

kcal/mol), where s = 1 is the equilibrium ground state of the dimer and s =3*,4*, 6*, and 9* are tran-
sition structures (see Fig. 4). Results in the row marked 2(H20) correspond to AEb, the binding energy
of the dimer (see also Table II), and results corresponding to the high-dipole configuration of the dimer
are given in the row marked 1(hd). For our calculations, results obtained for two values of the plane-
wave cutoff energy (62 and 96 Ry) are given, and for the larger one exchange-correlation gradient
corrections to the LSD results (marked LSD+xcg) are also shown.

Structure
E~„,=62 Ry

LSD
E „,=96 Ry

LSD LSD+ xcg
Smith et al. '

MP2/6 —311+G (d,p) +BSSE

1

4g

2(H 0)
1(h'd)

2.57
3.24
0
0
3.88

3.88

0
0.96
1.05
1.99
3.97
9.18
0.84

0
1.06
1.18
1.98
3.66
9.06
0.78

0
0.82
1.57
2.50
2.50
4.90
0.63

0
0.68
1.24
1.53
1.60
6.10

0
0.80'
1.58

1.94

'Reference 48.
MP2/6 —31+G(d, p) results in Ref. 48.

'Using the BSSEcorrection of Structure 2*, in Ref. 48.
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1(hd)

FIG. 4. Structures of the
equilibrium configuration 1,
high-dipole isomer 1(hd), and
transition structures 3*, 4*, 6*,
and 9 (in the notation of Ref.
48). 3* is planar with C, sym-
metry, 4* is cyclic with C; sym-
metry, 6* is planar cyclic with

C2& symmetry, and 9* is bifur-
cated with a C2, symmetry.

results for these structures are given in Table III, along
with the MP2/6 311+G (—dp ) optimized results of
Smith et al. The results are in reasonable good agree-
ment, particularly considering the sensitivity of the re-
sults given in Ref. 48 to the level of theory used in the
calculations. Additionally we note that in most cases the
agreement is improved by the post-LSD exchange-
correlation gradient corrections. The geometries of the
transition structures are very close to those of Ref. 48 ex-
cept that before applying an exchange-correlation gra-
dient correction, the hydrogen-bonded ODH distances
are 5 —10%%uo smaller than those given in Ref. 48 (see Table
IV).

In the course of our investigation of the water-dimer
potential-energy surface we have identified another po-
tentially important isomer which we label structure 1(hd).
This structure (see Fig. 4) has the C, symmetry of the
minimum-energy structure, but with the acceptor angle

8„=210'(instead of 0~ =120' in the equilibrium struc-
ture). The potential-energy surface about this structure is
extremely flat and it is only 0.78 kcal/mol above the glo-
bal minimum (0.63 kcal/mol with post-LSD exchange-
correlation gradient corrections), while the dipole mo-
ment of iM=3. 88D of the 1(hd) isomer is —50% larger
than that of the equilibrium structure. The variation of
energy and dipole moment with acceptor angle 0& are
shown in Fig. 5. It is of interest to remark that we have
previously noted, ' ' ' using an empirical electron-water
pseudopotential, that a water dimmer in this high-dipole
configuration could attach an excess electron to form
(H20)2, with a vertical binding energy of 0.3 kcal/mol,
while the experimental estimates from photoelectron
spectroscopy range from 0.4 to 0.7 kcal/mol. However,
in this earlier study (where the RWK2/M semiempirical
potential ' was employed) the energy of the 1(hd) isomer
was 0.94 kcal/mol above that of the equilibrium structure

0
TABLE IV. Calculated geometrical parameters (distances in A and angles in degrees) of (H~O)2 tran-

sition structures 3*,4, 6 and 9 (see also Table III and Fig. 4), and of the high-dipole form of the di-
mer 1(hd). Results for the equilibrium structure (1) are also included. The results given in the table
were obtained using Ep„,=96 Ry. For definitions of the geometrical parameters, see Fig. 1.

Structure
1(hd)

4D
r(0~ H] )

r(ODH, )

r(O~H, )

r(O~ H2)
r(ODO~ )

OD

106.10
0.980
0.961

106.17
0.961
0.961
2.70
4.84

120.56

107.09
0.975
0.960

106.77
0.961
0.961
2.73
0.11

210.0

107.28
0.976
0.958

107.88
0.962
0.959
2.68
9.98

162.72

107.42
0.967
0.959

107.42
0.967
0.959
2.59

44.48
90.07

107.45
0.968
0.958

107.45
0.968
0.958
2.51

48.06
101.41

101.59
0.963
0.963

105.74
0.961
0.961
2.80

50.79
180.0
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perimentally measured vertical binding energy, as we
concluded before. ' ' '

To investigate the dynamics of transformations be-
tween equivalent structures of the (HzO)z molecule we
performed BO-LDA-MD simulations (that is, classical
dynamics of the nuclei on the ground-state Born-
Oppenheimer surface, as described in Sec. II). In Figs. 6
and 7 we show results of a simulation where, starting
from the equilibrium geometry (structure la, see Fig. 1),
random velocities where assigned to the nuclei and the

FIG. 5. Variations of the energy b,E in kcal/mol [relative to
the energy of the equilibrium structure of (H,O)z] and dipole
moment p (in units of Debye) of the (H20)2 molecule vs accep-
tor angle 0& (see Fig. 1). The structures of the equilibrium
configuration (at 0& 120.6') and high-dipole 1(hd) configuration
(at 0& =210', see also Fig. 4) are indicated.

1a

~ lOI QO . .

622 fs

( ! Fb&P%rs."
) I

(1) and thus the negatively charged cluster in the high-
dipole configuration was predicted to be unstable (or
metastable). Since the present calculation predicts a
higher dipole moment for the 1(hd) isomer and a lower
barrier for the transition from the equilibrium structure
(1) into the high-dipole 1(hd) configuration, it is plausible
that the high-dipole configuration of the negatively
charged dimer is indeed stable and may explain the ex-

724 fs

...,:.7

SO3 fs
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3
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o
E

2
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E
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2* 1109fs

4* —2* 2*
1a ~1f = &1g

~
~1f ~

I I I I 1 I I . I I I I I I I

1g 1177 fs
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500 1000
time (fs)

FIG. 6. Time records of energies [in (a) units of kcal/mol]
and dipole moment p [in (b) units of Debye], obtained from a
dynamical BO-LDA-MD simulation of (H20)2. The total ener-

gy E„„&is conserved to better than 10 %%uo of the total energy.
The envelope of fluctuations in the potential energy E~ and of
the dipole moment correspond to structural fluctuations and
transformations. A sequence of transitions, la~4*
~1f~2 ~1g~2*~1f, is denoted at the bottom of (a); see
corresponding structures in Fig. 7.

FIG. 7. Sequence of structures of (H,O)2 observed during the
dynamical simulation described in Fig. 6. Structures of the se-

quence 1a—+4*~1f~2*~ 1g are shown. Structure 1a corre-
sponds to the equilibrium structure recorded at t =622 fs (see

Fig. 6). Transition structure 4* was recorded at t =724 fs.
Structure 1f, representing an exchange of the acceptor and di-

mer relative to the initial 1a structure, was recorded at t =803
fs. Transition structure 2 (of which 3* is a planar version, see

Fig. 4) was recorded at t =1109 fs, and structure 1g, where the
hydrogen atoms of the acceptor molecule in 1f are interchanged,
was recorded at t = 1177 fs.
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linear and angular momenta were zeroed such that the
vibrational-energy content of the molecule was -4.56
kcal/mol [i.e., if equipartitioned, the average energy per
dynamical degree of freedom (12 in number) would be
-0.38 kcal/mol, which is below the barrier heights for
any of the transition structures we calculated; see Table
III]. The calculated average kinetic energy of the nuclei
during the 1.5-ps simulation, corresponds to an estimated
kinetic temperature of —146 K.

As seen in Figs. 6 and 7, due to thermal Auctuations
and anharmonic couplings, the system dynamically ex-
plores various regions of the potential-energy surface dur-
ing the simulation, and transitions between equivalent
structures of the dimer occur. The sequence of transfor-
mations shown in Figs. 6 and 7 is 1a~4*
—+1f—+2*—+1g~2*~1f, where an asterisk denotes a
transition structure and the equivalent structures of
(H20)2 are denoted after Ref. 48 [la is the starting equi-
librium structure (see Fig. 1); lf is like structure la but
with the donor and acceptor molecules permuted; and
structure 1g is like 1f but with the hydrogen atoms of the
acceptor molecule exchanged]. We observe that these
transformations involved transition structures 2 and 4'
(as mentioned before, transition structure 3* is a planar
version of 2*, and the barriers associated with these tran-
sition structures are close to each other).

In other simulations, where the vibrational-energy con-
tent of the (HzO)2 molecule was higher (8.44 kcal/mol),
we observed transitions that resulted in scrambling of the
equivalent structures of the molecule, involving mostly
transition structures 2* and 4*, although occasionally
transformations involving transition structures 7* and 9*,
which are characterized by higher barriers (see Table III
and Fig. 4 for 9*, transition structure 7* not shown) were
observed. In this context we also note that during these
dynamical simulations we have also observed transitions
from la~1(hd).

IV. SUMMARY

In this paper, a method for molecular-dynamics simu-
lations on the ground-state Born-Oppenheimer electronic
potential-energy surface was described. In this method
the dynamics of the nuclei are obtained via integration of
the classical (Newtonian) equations of motion with the
total electronic energy and forces on the ions calculated
for each nuclear configuration via iterative solution of the
Kohn-Sham equations, within the LDA (LSDF, if re-
quired). The interactions between the electrons and the
ions are described by nonlocal norm-conserving pseudo-
potentials, and a plane-wave basis set is used. Evalua-
tions of the various terms in the Hamiltonian, and the
operations on the wave functions, are performed using a
dual-space formalism, with the Kleinman-Bylander
decomposition performed in real space.

Since the electronic energy and forces on the nuclei are
calculated during a dynamical simulation for each nu-
clear configuration, we are assured to remain on the
ground-state BO surface throughout, thus allowing a rel-
atively large integration time step ~ of the nuclear equa-
tions of motion (determined by the highest characteristic

vibrational frequencies in the system; thus, while in our
simulations of water systems we used ~=0.4 fs, simula-
tions of alkali-metal clusters were formed with ~=5—10
fs, using the Gear fifth-order predictor-corrector algo-
rithm, and conserving energy to —10 %%uo of the total en-
ergy).

The method as described in detail in Sec. II is designed
for investigations of finite systems (clusters), although the
generalization to infinite, periodic, systems is straightfor-
ward. When applied to investigations of a finite system
the method does not employ a supercell (that is, the sys-
tem is not replicated), thus allowing efficient studies of
systems that may possess or develop large multipole mo-
ments, while avoiding the need for the large length scale
that would be necessary in a supercell method in order
for the interactions between images to vanish. The
method was demonstrated via a comprehensive study of
the water-molecular dimer (H20)2 which is a prototype
system for investigations of hydrogen bonding. More-
over, this system presents a computational challenge,
since it involves both strong chemical bonds (intramolec-
ular, H20) as well as weak hydrogen bonding between the
proton donor and the acceptor molecules, and has been
the subject of numerous theoretical and experimental
studies. Additionally, LDA [or LSDF, as in our previous
study of Na(HzO)„, 1 ~ n ~ 6] calculations of this system,
using pseudopotentials and a plane-wave basis, are a par-
ticularly severe test of the applicability and accuracy of
the method.

Our study shows that most satisfactory results are ob-
tained by our calculations (when compared to experimen-
tal data and those obtained by high-level ab initio
quantum-chemical calculations). We also note that to
achieve an accurate prediction for the hydrogen-bond en-
ergy [i.e., dissociation energy of (H20)2 into two separat-
ed monomers], and for the distance between the oxygens
of the hydrogen-bonded molecules in the dimer, it is
necessary to evaluate exchange-correlation gradient (xcg)
corrections, which we performed in a post-LDA mode.

In addition to the equilibrium energetics, structure and
dynamics of (HzO)2, we have studied transition structures
connecting equivalent structures of the dimer molecule,
and our results for the properties of these states and
potential-energy barriers between them and the equilibri-
um configuration, compare well with previous calcula-
tions. Additionally, in the course of these calculations we
have identified a high-dipole isomer of the (H20)2 mole-
cule (see Fig. 4), which may play a role in formation of
the negative molecular ion (H20)2 .

To investigate the dynamics of transitions between the
equivalent structures, and demonstrate our method, we
performed molecular-dynamical simulations on the elec-
tronic ground-state BO surface (BO-LDA-MD). These
simulations illustrate the dynamical mechanisms of inter-
changes between equivalent structures, involving certain
of the proposed transition structures.
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APPENDIX A: DENSITY MIXING
TO ACHIEVE SELF-CONSISTENCY

In the solution of the KS-LSD equations, self-
consistency can be achieved by using an iterative
density-mixing scheme. In this procedure, the Hamil-
tonian for the ith iteration is obtained from the results of
previous iterations of the KS equation as follows:

(i) (i) —(i) (0 )H g, =e, P, , i 0, (A 1)

In simple mixing, G "(r,o', r', o.') =a 5(r —r')5, where
0&a. &1 is a mixing parameter. We use the modified
Broyden's method, in which G' is an approximation to
the inverse Jacobian obtained from Ip'~), bp(J)) for all
previous iterations j &i.

Self-consistency is achieved when bp"(r)=0, or in

practice when

y fd r~gp'
~

~(. (A4)

where C is the convergence criteria. Fewer iterations are
required to achieve a self-consistent solution when the in-
itial guess, p' ', is as close as possible to the final con-
verged value. We have found that in a molecular-
dynamics simulation (i.e. , when dynamical evolution of
the ions on the Born-Oppenheimer potential-energy sur-
face is calculated) a good estimate for the initial electron-
ic density at time t+~ (where ~ is the time step used in
integrating the ionic equations of motion) can be obtained
from a Taylor series in time, using the converged densi-
ties corresponding to previous time steps to estimate the
time derivatives.

An alternative method that can be used in structure
optimization as well as in molecular-dynamics simula-
tions, is to estimate the density by

n,

p(r Irt(t)I)= X a'ptr Irt(t )I I
j=1

(A5)

where t & t indicates previous steps in a structure optimi-
zation process, or t. =t —j~, where ~ is the time step
used in integration of the equations of motion of the nu-
clei. The coefficients a are obtained by minimization
(e.g. , via a least-square-fit algorithm) of the quantity

gp(()(r) —y f (~) ~q(~) ~2 p(~)(r) (A2)
J

where H')=H (tRI],p'+', p"), the occupation factors
f"are ob. tained using a Fermi function with the eigen-
values e", and p"(r) is the "input" density from the pre-
vious iteration; the density in the (i+1)th iteration is
constructed as

p'+')(r)= p"(r)+g f d r'G "(r,cr;r', cr')bp"(r) .

n,

E( Iaj. j)=g rt(t) g—a rt.(tJ ) (A6)

Finally, we find that in some situations the density-
mixing iterative process will not converge to the desired
degree. In these situations we find it helpful to add some
random noise to the trial density and to the wave func-
tions (see Appendix B) and restart the process.

APPENDIX 8: SOLVING FOR EIGENFUNCTIONS
OF THE KOHN-SHAM EQUATION

H,, =(q,("~y,'")&=H, , (B1)

—( q(o)
~

q(o) ) —g

where P' =Hj [see Eqs. (41)—(43)].
(b) Solve the generalized eigenvalue problem (using

available library routines)

(B2)

(H —~("S)X")=0,J = J

where the transpose of the vector g'. ' is given by

(B3)

T=
XJ (Xlj&X21& ' ' ' &XllbJ (B4)

(c) Define the input wave functions for iteration num-
ber 1.

nb

q(1)—y X(0)y(o) for J 1 n
i =1

(B5)

The Jth iteration begins with n orthonormal wave
functions g' ', j =1, . . . , n (n + n„n =n, for J =1),
and

The most difficult and time consuming part of the cal-
culation of the electronic energy is finding the eigenfunc-
tions and eigenvalues of the KS Hamiltonian for a given
trial density. This must be done accurately to achieve
convergence of the self-consistency iterative density-
mixing scheme (Appendix A) and to ensure sufficient ac-
curacy of the calculated total energy and forces on the
ions.

We need to solve for the lowest n, eigenfunctions of
the KS-LSD equations, where n, is larger or equal to the
number of valence electrons of spin o (n, is typically in
the range 10—10, while we may have 10 —10 plane
waves in the basis set). To this end we have developed a
Block-Davidson-type method, '"' which we outline
below.

We begin with n, initia1 estimates of the lowest eigen-
functions, f' ', j=1, . .. . , n, (usually these wave func-
tions are taken from a previous MD or minimization
step, or a KS iteration), and n„"extra"wave functions,
g'. ', j =n, +1, . . . , n, +n (these, typically, are linear
combinations of the solutions of previous MD or minimi-
zation steps and/or KS iterations and, if appropriate, the
solutions for the other spin manifold). The 1it' 's are nor-
malized but not necessarily orthogonal.

(a) Calculate the nb Xnb subspace Hamiltonian and
overlap matrices, for nb =n, +n:
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H;. =e'. "5; and S; =6; for j =1, . . . , n

(a) Compute the "residual wave functions, "
R (q(J) ~(J —1))—(H ~(J —1))q(J)

for j =1, . . . , n, (e, & e +, ).
(b) Perform a convergence test, that is, evaluate

(86)

(87)

6 =L /N which is twice that of the S grid. The S grid
is obtained via the eight translations, [t] of Eq. (C3), of
the s grid.

The second method requires a definition of the wave
function on the 6 grid (Eqs. 26):

(Cx)=P (Cr) for ~G~ &g

(88)
=0 for g,„&~Ci &2g (C4)

71b

q(J+1)—y ~(J)q(J)
i=1

(810)

APPENDIX C

for j =1, . . . , n„with typically R „=10. When the
inequality in Eq. (88) is satisfied, the iterative solution of
the Hamiltonian has converged. If the convergence test
Eq. (88) fails, then

(c) add n, additional normalized wave functions to the
subspace, defined by

q( J) —(D (J—1)
)
—1R ( q( J) ~(J—1)

) / q( J)
JJ P

j =1, . . . , n, , (89)

where (g~D'. "~g') =5,[(g~H~g) —e' "]. In some
situations (i.e., if the residuals ~R (it)' ', e' ")~ are not
decreasing or are decreasing very slowly with increasing
iteration number J) it is helpful to also add n„Oaddi-
tional random (normalized) wave functions to the sub-
space.

(d) Set nb =n~+n, +n„,and calculate the unknown
elements of the subspace Hamiltonian and overlap ma-
trices: H;J. , Eq. (81) and S;, Eq. (82) for i =1, . . . , nb
and j =n +1 nb.

(e) Solve the generalized eigenvalue problem, Eqs. (83)
and (84).

(f) Determine n for the next iteration: n =nb , or, if'
nb )n,„,then n =n, (i.e., start over as if from the first
iteration, J = 1).

(g) Calculate the input wave functions for the next
iteration f( +",j =1, . . . , n [see Eq. (85)].

Using Eq. (C4) we may write for the wave function on the
S grid

(C5)

In order to assess the merits of the two methods, let us
P

suppose that N =2 for all a (x, y, and z). Then a one-
dimensional (1D) FFT in the ath direction, such as re-
quired in the first method, takes 8(N P ) operations,
while the 1D FFT's required in the second method take
0[2N (P +1)]operations.

In the first method, if one uses a 3D FFT routine eight
times (for the eight translations t), the number of opera-
tions required is 6[8N„NN, (P„+P+P, )] plus
0(8N N N, ) to obtain the set {e"'sp, (s)] for a particu-
lar t. In comparison, using a 1D FFT routine and, e.g. ,
performing first the FFT operation in the x direction for
the two values of t, then the y direction FFT's for the
four values of (t„,t~ ), etc. , the number of operations is re-
duced to 6[N N N, (2P +4P +8P, )] for the FFT's and
0(7N, N N, ) for the translations.

In the second method, a 3D FFT would take
0[8N N~N, (P +P~+P, +3)] operations while by using
1D FFT's the requirement can be reduced to
0[N N N, (2P +4P +8P, +14)].

Thus, it appears that the first method may be slightly
more efficient. However, the advantage, if any, is small,
and there is more "bookkeeping. " The advantages of the
second method are a simpler code, particularly in being
able to handle both even and odd values of N . In addi-
tion, using this method, it is easier to avoid memory-bank
confiicts due to an even stride (an important considera-
tion on many computers, e.g., Cray 2 and Cray YMP).

In this appendix we will discuss two methods of obtain-
ing the wave function on the real-space. grid [the S grid,
see Eqs. (28) and (32)].

The first method is implied by the following equation
(assuming M =2N ):

APPENDIX D

The Hartree energy term, Eq. (15), is evaluated on the
real-space S grid, Eqs. (28), in the spirit of the ansatz Eq.
(37), using the expression

(s+t)=(8N) ' pe' 'PJ (g)e's',
g

where

s=(n L /N„n L /N, n, L, /N, ), 0&n &N —1,

(Cl)

eH(S)= —g [D+(S')+D (S')]U, (S—S'),
2 s'

where

(D 1a)

and

(C2)

and

U, (S)= ~S~
' for S~WO, (D lb)

t= ,'(j L /N„,j L /N—,j,L, /N, ), j =0, 1 . (C3) U, (0)=f dx f dy f '
dz(x +y +z )—Ax /2 —Ay /2 —Az/2

Note that the s grid (the dual of the g grid) has spacing (D lc)
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This calculation amounts to replacing the density p (r)
with a set of charges [

—D (S)] located at the grid
points. The singularity is treated by spreading the charge
uniformly over the volume associated with the grid point.
To assess the accuracy of our results, we have experi-
mented by adding gradient corrections to eH(S). Howev-
er, for a value of g „

large enough to achieve conver-
gence, we found that such gradient corrections to eH(S)
made a negligible difference.

Using Eqs. (Dl), the values of eH(S) on the S-grid
points are evaluated efficiently via a convolution in re-
ciprocal space. We define

U, (S+T)= U, (S), (D2)

where T=2(p L„pL,p, L, ), p =0,+1, . . . , so that
U, is periodic, with periods 2L . The discrete Fourier
transform of U, is

U, (Q)=g U, (S+T)e
S,T

(D3)

where the sum over T includes only p =0, 1. The
reciprocal-space grid for Q is given by

Q=tr(q /L, q /L, q, /L, ), (D4)

where q =0, 1, . . . , 2M —1 [see also Eqs. (26)]. We also
define

D (Q)=(8M) ' gD (S)e
s

With these definitions, the Hartree energy term, eH(S) on
the S grid, is given by

eH(S)=(8M) '~ g [D+(Q)+D (Q)]U, (Q)e'~
Q

(D6)
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