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The degenerate-four-wave-mixing response of excitons in GaAs quantum wells is modeled using
the optical Bloch equations including exciton-exciton interactions. The results display a strong de-
pendence on the polarization of the excitation pulses. The model predicts intensity and polarization
dependences of the time-integrated signal and characteristic temporal features of the time-resolved
and time-integrated response in excellent agreement with observations.

I. INTRODUCTION

Transient four-wave-mixing (TFWM) experiments
have been extensively used to study excitation dynam-
ics in bulk GaAs and quantum wells (QW).! Recently,
it has been observed that the TFWM signal exhibits
unexpected dependences on the polarization of the in-
cident fields,2 ¢ which have been largely ignored in the
past. These observed changes for linearly cross-polarized
(CP) incident fields compared to parallel-polarized (PP)
fields include an increase of the apparent dephasing
rate,>47® phase shifting of quantum beats,® and a shift
of the emission time to ¢t = 7 from ¢ = 27 for inhomo-
geneously broadened transitions.?® Additionally, many
of these features are observed to be surprisingly den-
sity dependent.?* The theoretical treatment of TFWM
is often based on the optical Bloch equations (OBE),
which were developed to describe the nonlinear optical
response in atomic systems.” A similar treatment, known
as the semiconductor Bloch equations, was developed to
describe the nonlinear optical response of semiconduc-
tors and shown to be equivalent to the OBE in certain
limits.® This approach, including extensions, has been
very successful in describing many features of the TFWM
response.’ However, the previously mentioned polariza-
tion dependences are not reproduced, although the in-
troduction of disorder induced band mixing does provide
agreement with certain features.® In the theoretical treat-
ment presented here exciton-exciton interactions are in-
cluded, providing excellent agreement with many of the
experimentally observed polarization and density depen-
dences. The theory is only developed for the TFWM sig-
nal emitted in the direction 2ks — k; for incident pulses
with wave vectors k; and k,; extension to other geome-
tries is straightforward.

Several recent experimental studies have demon-
strated that exciton-exciton interactions are important
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and observable in TFWM experiments in GaAs QW’s.
The observations include dephasing due to exciton-
exciton and exciton—free-carrier collisions,'® coherent
interactions,® ™13 and the formation of biexcitons.41°
Despite these observations, exciton-exciton interactions
have in general not been included in theoretical mod-
els. In the theoretical treatment presented here the oppo-
sitely polarized excitons are combined into a single level
scheme which includes one or more two-exciton states.
The resulting level scheme then admits the inclusion
of exciton-exciton interactions in a relatively straight-
forward and intuitive manner. This phenomenological
model based on the optical Bloch equations represents
a considerable simplification compared to a fundamen-
tal theory starting from the semiconductor Bloch equa-
tions. Our approach yields largely analytical expressions
for the polarization dependence of the important param-
eters characterizing the TFWM-signal and provides a
vivid interpretation of the experiments. The enormous
potential of this simple model is demonstrated by the
impressive agreement of its predictions with many of the
features observed in previous experiments.? ¢ Earlier cal-
culations of circularly polarized pump-probe results using
this model have also provided good agreement with ob-
servations and shown in a much less general way that
the model is equivalent to two two-level systems if no
exciton-exciton interactions are present.2® While calcu-
lations have also been performed based on a four-level
“excitonic” picture, which was simply assumed to be the
appropriate scheme,®1%2! they emphasized the explana-
tion of certain experiments and did not include a de-
tailed investigation of polarization and excitation den-
sity dependences of the TFWM signal. A different but
related approach has been used in recent work which in-
cluded excitation induced dephasing in calculations for
the TFWM response in bulk GaAs, also providing good
agreement with observations.2? This approach appears to
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give quite similar results to that presented here, although
the formulations of the approaches themselves are differ-
ent. Further theoretical work on the models is necessary
to discover if there are clearly distinct predictions which
can be experimentally observed.

The theoretical treatment is most transparent if only a
single pair of transitions is considered, corresponding to
excitation of only the heavy-hole (hh) exciton, as is pre-
sented in the following section. This is followed by a brief
description of the experimental results, after which the
theory is extended to include both the hh and light-hole
(1h) excitons. This extension is in complexity only, not
in substance, and allows comparison with the observed
polarization dependences of the hh-lh beating.

II. TWO-EXCITON STATES
A. Theory

Near the band gap, the optical response of GaAs is
dominated by the exciton resonance. Optical excitation
of an exciton corresponds to promoting an electron from
one of the two effective angular momenta J = 3/2 va-
lence bands to the J = 1/2 conduction band. Due to
momentum conservation, only the exciton composed of
band states near k = 0 need be considered, hence the
conduction band can be accurately represented by a pair
of J, = £1/2 states, and the valence band by a pair of
J, = £3/2 (hh) and a pair of J, = +1/2 (lh) states. In
a quantum well, confinement lifts the k = 0 degeneracy
between the hh and lh excitons. Additionally it provides
a natural axis of quantization so that for incident fields
perpendicular to the plane of the quantum well only tran-
sitions with AJ, = +£1 are dipole allowed and are driven
by oppositely circularly polarized components of the in-
cident fields.

For simplicity we restrict the discussion in this section
to hh excitons (experimentally this requires the use of
incident fields of sufficiently narrow bandwidth to excite
only the hh exciton). Usually the optical properties of
the hh exciton are modeled in the frame of two indepen-
dent two-level systems belonging to the different electron
and hole spin states and excited by o and o~ polarized
light, respectively. We will designate the exciton excited
by ot (07) polarized light, consisting of a J, = —1/2
(+1/2) electron and J, = +3/2 (—3/2) hole, as a o+
(07 )-exciton. Quantum mechanically these independent
ot- and o -excitons are described in two-dimensional
single particle Hilbert spaces ’HE&) and 'H(_l) . The physical
behavior of the two noninteracting particles can also be
treated in a two-particle Hilbert space. Since the o and
o~ excitons are distinguishable, the two-particle Hilbert
space is given by the direct product of the one-particle
Hilbert spaces

HE = 1P ou® .
Operators A4 acting in ,ngl) and 7-{(_1) are extended by

A=(Ay®E_)+(E+®A_),
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where E4 are the unit operators in 7-[5:1).23 The Hilbert
space H(?) consists of four levels (see Fig. 1), the ground
state (no excitation), two single-exciton states (either the
ot or the o~ exciton is excited), and the two-exciton
state (the o+ and the o~ exciton are excited simultane-
ously but do not interact).

The two two-level systems and the four-level system
provide a completely equivalent description of two non-
interacting excitons if both the matrix elements y, v and
the dephasing rates +,, -, for the transitions from the
ground- to the single-exciton states and from the single-
exciton states to the two-exciton state are exactly equal
and if the energy of the two-exciton state is twice the en-
ergy of the single-exciton state. Experiments performed
with linearly polarized excitation pulses are better dis-
cussed in terms of the four-level scheme depicted in the
lower right part of Fig. 1, which can be shown to be
equivalent to the uncoupled two-level systems and is ob-
tained from the scheme in the upper right-hand part by
a simple basis transformation.

In the four-level system it is clear that exciton-exciton
interactions can now be easily included by breaking the
equivalence between the lower two and upper two tran-
sitions. This is due to the fact that the lower transitions
represent excitations out of the ground state by the ap-
plied field acting first in perturbation, whereas the upper
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FIG. 1. Level schemes for circularly polarized hh exciton
transitions in a GaAs/Al.Gai_.As quantum well. The up-
per left and right parts are equivalent to describe the o™
and o~ excitons in two one-particle Hilbert spaces or in one
two-particle Hilbert space. The lower part depicts the selec-
tion rules for linearly polarized light in the four-level scheme.
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transitions only contribute if there are already optically
induced excitations, so that their parameters will include
dynamics due to interaction with these excitations. Such
dynamics can include dephasing due to exciton-exciton
collisions, resulting in a higher dephasing rate for the
upper transitions, and biexcitonic effects, resulting in a
shifting of the energy of the two-exciton state. This mod-
ified system is depicted in Fig. 2, where A represents the
energy shift of the two-exciton state.

The TFWM signal is calculated for this modified sys-
tem by deriving the appropriate OBE from the master
equation for the density matrix and iterating to third or-
der within the rotating wave approximation. There are
two classes of terms which contribute to the signal emit-
ted in the correct direction for a self-diffracted two pulse
TFWDM experiment (i.e., 2ka—k;, where k; and k2 corre-
spond to the directions of the two excitation pulses). The
iteration path for terms in the first class goes through a
diagonal element of the density matrix to second order.
These terms only contribute when the pulse with wave
vector k; arrives first in time. The iteration path for
terms in the second class goes through an off-diagonal
element (i.e., coherence) to second order. These terms
only contribute when the pulse with wave vector ky ar-
rives first. Additionally the second set of terms cancels
for the unmodified four-level-system, as they must be-
cause they cannot exist in the two-level systems. The
coherence at second order decays at a rate ysex, which is
a free parameter in our calculation. A complete micro-
scopic theory must relate yzex to the rates v, and v,.

In the short pulse (d-function) limit the OBE can be
J

I(t) = ©O(—7) exp(4+27 Yzex) X 2utt l:'y;l + 'y;l —4

+ O(+7) exp(—27v,) x [2/1,41/47;1 + cos? 61 (8;18')/;1 — 16802

where 6,2 is the angle between the electric field vectors
of the incident linearly polarized fields and the other pa-
rameters are defined in Fig. 2. Terms which contribute
only for delays such that the pulses overlap in time are
ignored in this expression.

Examination of Eq. (2) reveals that the signal con-
sists of two terms, the first only contributes for 7 < 0,
while the second contributes for 7 > 0. These terms can
be associated with the two classes of iteration paths de-
scribed earlier. This suggests that the first, 7 < 0 term is
characteristic of exciton-exciton interactions, and indeed
it vanishes for A = 0 and v, = +,. Earlier observa-
tions of the presence of a signal for 7 < 0 in TFWM
experiments have also been attributed to exciton-exciton
interactions.®1!

The strength of the second term (7 > 0) exhibits a
cos? 6,5 dependence on 65, the angle between the polar-
ization vectors of the two optical fields. As this depen-
dence disappears for p = v, v, = 7v,, and A = 0; it is
also a consequence of exciton-exciton interaction.

Although there does exist an energy splitting (A) in
the model, corresponding to the biexciton binding en-
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FIG. 2. The renormalized four-level-system which may
describe exciton-exciton interactions by choosing u # v,
Yu # Yv, or A # 0. pu and v, denote the transition matrix
elements, v, and 7, dephasing rates, and A the biexciton
binding energy.

analytically solved for the induced third order polariza-
tion P(zi)z _x, (t,7) as a function of time, ¢, and delay be-
tween the pulses, 7 (positive for the pulse correspond-
ing to k; arriving first), which radiates in the direction
2ks — k;. The time-integrated signal intensity I(7) is
given by the formula

“+oo
I(r) = /_ P L (t,7)? dt (1)

oo

assuming that there is no polarization orientation anal-
ysis in the detection. Inserting the results of the OBE
yields

Vp + Vo
(v + )% + A2

) ©

T
ergy, this does not result in the appearance of any form
of beating for this experimental configuration. Earlier
observations have attributed the presence of beats!%:24
to biexcitonic effects, however the corresponding theo-
retical analysis required the introduction of asymmetric
pulses into a similar model.?!

The polarization dependence of the signal intensity
given by Eq. (2) becomes more transparent if we choose
the limit where 7 approaches 0 from the positive side
(r = 01). Experimentally this corresponds to a fixed
delay which is larger than the pulse width, but much
smaller than the relevant decay times. In this limit, and
defining some constants, we obtain the signal intensity
and polarization angle, 0s;g,

I(T = O+) X Fl + 'ZZOS2 912(2F2 — 2F3) 5 (3)
Osig = ——l arctan ( sin(2612)(I'1 — Ts) )
2 F3 —F2+COS(2912)(F3 -—Fz '“F]_)
(4)
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The dependence of these quantities on 612 is displayed
in Figs. 3(a), and 3(b) for several sets of parameters.
This dependence is very similar to the experimental data
described below.

The density dependence of the exciton-exciton inter-
actions will result in the parameters in Egs. (3) and (4)
being density dependent, and hence we can associate the
different curves in Fig. 3 with different densities. Assum-
ing that the density dependence of the exciton-exciton in-
teractions is primarily manifested in a change in the ratio
of the dephasing rates for the lower transitions to that for
the upper transitions :'Jf, and that increasing density cor-
responds to a decrease in the ratio, we associate the solid
curve with low density and dashed and dotted curves
with increasingly higher densities. An experimental de-
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FIG. 3. (a) Theoretical curves for the intensity of the

TFWM signal I(1 = 0%) vs 612 for the parameter set p = 1,
v=1,A=0.15meV,and v, ' = 12 ps, 7, ' = 6 ps (solid line);
v:' =6 ps, v, ' = 4.5 ps (dashed line); v, ' =4 ps, v, ' =4
ps (dotted line). (b) Maximum of the polarization angle of
the DFWM signal 6, at delay 7 = 0% vs 612 . Theoretical
curves with the same parameters as in (a).
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termination of these parameters is difficult and requires a
detailed study of dephasing rate dependence on density.
It is physically very reasonable that the ratio of dephasing
rates does display a density dependence as contributions
of various incoherent exciton-exciton interaction mecha-
nisms, such as screening and exciton-exciton collisions,
will change in importance with respect to each other and
with respect to other dephasing mechanisms (disorder,
phonons, etc.) as the density changes. The requirement
that the ratio of the dephasing rates 'Y—': decreases with
increasing density corresponds specifically to a decrease
in the slope of the dephasing rate as a function of density,
which has been predicted theoretically.?®

Making this association between the curves in Fig. 3
with increasing density agrees very well with the density
dependence of the experimental observations presented in
the following section. It is interesting to note that at high
density the signal intensity becomes less sensitive to the
polarization of the incident fields, and the signal’s polar-
ization angle approaches ;; = —60:2; both are the result
expected from the uncoupled two-level system model.

B. Experimental results

The excitation pulses were generated by a mode-locked
Ti:sapphire laser system operating at a repetition rate of
76 MHz and providing transform-limited pulses as short
as 150 fs. For many experiments the pulse duration was
increased to approximately 1 ps by external spectral fil-
tering of the output in order to suppress simultaneous ex-
citation of the continuum. This is necessary because free
electrons and holes rapidly dephase free excitons even at
modest excitation levels. For time-resolved experiments
an additional reference pulse was derived from the output
of the same laser system.

For these experiments, we used the two-pulse self-
diffraction backward (reflection) geometry. The polariza-
tion of the input pulses was adjusted by and the polariza-
tion of the time-integrated signal was analyzed by Glan-
Thompson polarizers and a A/2 plate providing polariza-
tion definition of better than 200:1. The time-integrated
signal was detected by a cooled GaAs photomultiplier or
a Si-photodiode. Time resolution of the diffracted sig-
nal (see Sec. III B) at a fixed delay 7 is accomplished
by up-conversion of the signal with a reference pulse in
a 2-mm-thick LilOj3 crystal. The up-converted signal is
monitored by a cooled GaAs-photomultiplier as a func-
tion of the time delay of the reference pulse.

The time-integrated experiments were performed on a
27 nm GaAs single QW which has a 0.2 meV hh exciton
linewidth and no measurable shift (< 0.02 meV) between
PL and PLE spectra. To avoid strain the sample is not
etched, necessitating the use of the reflected TFWM ge-
ometry. The samples were mounted in a continuous-flow
helium cryostat and maintained at temperatures between
5 and 8 K.

In Fig. 4(a) the measured intensity of the TFWM
signal at a fixed small delay is plotted as a function of 6;5
for various densities between 3.1 x 108 cm~* and 7.4 x 10°
cm~!. Spectrally narrow pulses are used so that only the
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hh exciton is resonantly excited. At low densities, the
functional form [see solid line in Fig. 4(a)] follows that
derived from the model and plotted in Fig. 3(a). The
density dependence is also qualitatively similar to the
theoretical predictions although the experimental data
show deviations from a cos ©®;, law at higher densities.
In Fig. 4(b) the measured 6, is plotted as a function
of 015 for densities of 4 x 108 cm~! and 4x10° cm™2.
Again the measurements closely match the theoretical
predictions in Fig. 3(b).

It should be noted that the phenomenological intro-
duction of the density dependence for the parameter u,
V, Yus Yv, and A in Egs. (3) and (4) discussed in the
previous section has tacitly assumed that the exciton-
exciton interaction strength or scattering rate remains

approximately constant during the experiment. This
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FIG. 4. Experimental data corresponding to Fig. 3 mea-

sured on a 27 nm GaAs/Alp.3Gao.7As single QW for different
excitation densities. (a) Normalized signal intensity at 7 = 07
vs 612; (b) Polarization angle of the signal vs 6;2. The solid
line depicts the relation G4y = —©12 expected for two uncou-
pled two-level systems, the dashed horizontal line represents
BOgig = 0, the oblique dashed line marks a region where the
signal is almost unpolarized.
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presumption corresponds to experiments which are per-
formed with low excitation pulses and where the scat-
tering rate is varied by injection of a prepulse with a
suitable intensity. This technique has been employed in
Refs. 10, 22, and 26. To the contrary, the exciton den-
sity in the experiments depicted in Fig. 4 was altered
by varying the intensity of the two pulses applied for the
TFWM experiment. A theoretically correct description
of such an experiment principally requires consideration
of higher order (>3) contributions to the nonlinear po-
larization. Instead we have confined our calculation of
the polarization to 3rd order terms and used an average
exciton density. This treatment contains an additional
approximation, but the model provides a qualitative ex-
planation of the experimentally observed variation of the
signal’s peak intensity and polarization as a function of
the angle 61, with excitation density.

III. EXTENSION TO THREE-LEVEL SYSTEMS
A. Theory

Incident fields of sufficient spectral bandwidth can ex-
cite both the hh and lh excitonic resonances resulting
in the observation of quantum beats in the TFWM sig-
nal. While quantum beats have been observed in many
semiconductor systems! including lh-hh quantum beats
in time-integrated TWFM (Refs. 27 and 28) and time-
resolved TFWM,2° most of these measurements have ig-
nored their polarization dependence. The basic feature of
a 180° phase shift of the beats between PP and CP polar-
ization has been successfully explained by a model which
consists essentially of two uncoupled three-level systems.3
By using the technique described above to convert these
two three-level systems into a single nine-level system,
exciton-exciton interaction can now be included.
Analytic calculations are performed on this nine-level
system, which is depicted in Fig. 5 and consists of one
ground-state, four exciton states (04 and o_, hh and lh
states), and four two-exciton states (one two-hh state,
one two-lh state, and two hh-lh states), in exactly the
same manner as described above for the four-level system.

FIG. 5. Nine-level-scheme for description of circularly po-
larized lh- and hh- exciton transitions in a QW consisting of
one ground state, four single-exciton, and four two-exciton
states. (For further details see text.)
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There exist 12 dipole allowed transitions of four distinct
types which correspond to the excitation of a o_ lh exci-
ton (solid arrows in Fig. 5), excitation of a o lh exciton
(dashed), excitation of a o hh exciton (dotted), and
excitation of a o_ hh exciton (dashed/dotted). Exciton-
exciton interactions are introduced in exactly the same
manner as above, by breaking the symmetry between the
ground-state to exciton transitions and the exciton to
two-exciton transitions. The analytic results of the cal-
culation are lengthy, and greater insight is obtained by
examining the results for a few typical cases.

The calculated time-integrated TFWM signal for this
nine-level system is shown in Fig. 6 as a function of
7 including exciton-exciton interactions. As expected,
the inclusion of both hh and lh states results in the ap-
pearance of quantum beats; however, a striking new fea-
ture is the appearance of quantum beats on the rising
edge of the signal, i.e., for negative delays. This is con-
sistent with previous experimental observations?”2® and
with the data presented in the following section. As for
the four-level system, a signal for negative delays only
occurs when exciton-exciton interactions are included in
the model. The slope of this rising edge is determined
by the dephasing rate of the coherence between the two-
exciton state and the ground state. While in general this
rate should be calculated microscopically, in the simplest
approximation it will be the sum of the dephasing rates
for the two single-exciton states which make up the two-
exciton states, resulting in a dephasing rate twice that
of the single-exciton states. As a consequence, the rising
edge exhibits a slope twice that of the decay for positive
delays, as the decay is determined by the dephasing of
the single-exciton states.

At zero delay the calculated signal exhibits features
which arise due to the distinct origins of the signals for
negative and positive delays. The PP and CP signals ex-
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FIG. 6. Theoretical calculation of the time-integrated

TFWM signal versus delay time in the nine-level scheme in-
cluding exciton-exciton interaction.
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hibit differing features: in the PP case there is an abrupt
rise at 7 = 0 (which is accentuated in the calculation by
the §-function pulse limit), while for the CP case a drop
at 7 = 0 occurs. These features also appear quite clearly
in the experimental observations.

Many experimental observations have also shown that
the beat amplitudes differ for the PP and CP cases. The
model presented here reproduces this if the dephasing
rates for the two-exciton states, which represent a com-
bination of a hh and lh exciton, are assumed higher than
those for the states which are purely hh or lh in nature.
A complete justification of such a distinction requires a
more complete understanding of the microscopic origin
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FIG. 7. Theoretical time-resolved TFWM signal generated
at 7 = 0 for parallel (a) and cross polarized excitation (b). In
(a) the solid and dashed curves are calculated for A = 0 and
1.5 meV, respectively. In (b) the signal shape is independent
of A.
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of the dephasing.

The observed difference in signal intensity for PP ver-
sus CP arises in a similar manner to that described above
for a four-level system, however there is a larger number
of parameters which contribute for the nine-level system.
As a consequence there is a range of physically reasonable
parameters for which the model provides a reasonable re-
production of the observations. In light of this Fig. 6 is
presented primarily for illustrative purposes, and deter-
mination of a complete set of unique parameters will re-
quire extensive experimental measurements to isolate as
many individual parameters as possible. The parameters
for Fig. 6 do include a nonzero shift of the upper states
and, as for the four-level system, no beating correspond-
ing to this energy shift is observable.

A beat which corresponds to the energetic shift, A, of
the upper states due to biexcitonic effects is not evident
in the time-integrated signal, and in general a close fit
to the experimental results can be achieved without the
introduction of such a shift. The opposite is true for the
time-resolved signal: Fig. 7 shows the time-resolved sig-
nals for A = 0 (solid line) and A = 1.5 meV (dashed line)
at 7 = 0 for the PP (a) and CP (b) configuration. It is
clear that the introduction of a nonzero A dramatically
modifies the PP signal. Although it is not immediately
obvious from these figures, this change is due to beating
with a frequency which corresponds to A. With A =0
the time-resolved signal consists of quantum beating cor-
responding to the hh- 1h splitting with a 180° phase shift
between PP and CP, as predicted using uncoupled three-
level systems.? Inclusion of a biexcitonic binding energy
shifts the maximum signal for the PP away from t=0, but
not for the CP case. This modification is consistent with
the experimental observations presented in the following
section.

The inclusion of self-interaction terms (called local-
field or polarization-wave interaction) has been shown
to result in similar modifications of the time-resolved
signal %1213 Because the emphasis of the model devel-
oped here is on exciton-exciton interaction between ex-
citons of opposite spin, which is most naturally incor-
porated in this model, such self-interactions are not cur-
rently included. This means that the experimental obser-
vations of such a shift in the signal maximum cannot be
taken as conclusive evidence that the model applies, but
should be only considered as consistent with the model.

B. Experimental results

For comparison with the predictions of the nine-level
model, we have performed time-integrated PP and CP
TFWDM experiments on a multiple QW with ten periods
of 25 nm GaAs and 30 nm Alg 3Gag 7As. For these ex-
periments, the substrate was removed by polishing and
etching, and the signal was measured in the forward
diffraction geometry. Figure 8 shows the time-integrated
TFWM signal measured for both PP and CP cases. Be-
sides a significantly faster dephasing rate for the CP ge-
ometry and a 180° phase shift of the quantum beats, the
curves exhibit an abrupt increase at zero delay for the PP

K. BOTT et al. 48

Intensity (arb. units)

Time Delay (ps)

FIG. 8. Experimental time-integrated results measured for
parallel and cross polarized beams on a MQW with ten peri-
ods of 25 nm GaAs and 30 nm Alg.3Gag.7As.

geometry, and in the CP geometry an additional dip is
apparent near zero delay. Besides the remarkable differ-
ences in the signal decay rate for the CP geometry, which
can be attributed to disorder-induced coupling between
the excitonic states in our inhomogeneously broadened
sample,® comparison of these experimental curves with

10 L T T T

Intensity (arb units)

Intensity (arb. units)

Real Time (ps)

FIG. 9. Experimental time-resolved TFWM signal ob-
served at 7=0 for parallel (upper part) and perpendicular
polarization (lower part) on the MQW used also in Fig. 8.
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the theoretical traces in Fig. 6 demonstrates impressive
agreement if one takes into account that the finite pulse
duration implies a smoothing of the experimental signal
structures in the pulse overlap region.

Figure 9 depicts time-resolved shapes of the TFWM
signal created for time-delay zero between the two excita-
tion fields. The PP signal shows a well resolved secondary
maximum on the rising edge, which is clearly not present
in the CP case. These data agree quite well with the the-
oretical results presented in Fig. 7, which include A # 0.
As noted above, this agreement cannot be taken as con-
clusive evidence that true bound biexcitons are necessary
to explain the observations as coherent self-interactions
may lead to similar results. However, in either case it
is clear that exciton-exciton interactions are necessary to
explain the polarization dependence of the time-resolved
signal.

IV. CONCLUSIONS

We have theoretically demonstrated that the two two-
level transitions, which are generally used to describe the
two opposite spin hh exciton transitions in a QW, can
be recast into an equivalent four-level system. Similarly
the three-level systems, which are generally employed to
include the lh transitions, can be recast into a nine-level
system. While calculations for the TFWM response with
the OBE derived from these transformed systems pro-
vide identical results to the original systems, they read-
ily allow the inclusion of exciton-exciton interactions.
Exciton-exciton interactions are included by modifying
the matrix elements, dephasing rates, or energies cor-
responding to transitions between one-exciton and two-
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exciton states with respect to those for the transitions
between the ground state and one-exciton states. Time-
integrated and time-resolved TFWM measurements for
excitation of the hh excitonic transitions alone and exci-
tation of both hh and lh transitions are also presented.
The dependence of the observations on the polariza-
tion of the incident fields is in excellent agreement with
model calculations which include exciton-exciton interac-
tions. As this model only includes interactions between
opposite spin excitons, and certain aspects of the data
may be explained by self-interactions alone, work is cur-
rently in progress to extend the model by including self-
interactions so that the relative contributions can be de-
termined. Additionally, extension of the model to include
inhomogeneous broadening of arbitrary correlation may
successfully describe not only all the polarization proper-
ties described herein, but also the observed dependence
of the dephasing rate on polarization.>3° Although these
developments are required to obtain a complete model
which can describe all the experimental observations, the
results presented in this paper clearly demonstrate that
the inclusion of two-exciton states and exciton-exciton
interactions is crucial to understanding the polarization
dependences of the TFWM signal from two-dimensional
excitons.
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