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We have developed a theory of the alternating-current (ac) relaxation-type conductivity due to small
bipolaron (SB) hopping in amorphous semiconductors and insulators that possess deep centers of the
dangling-bond type (D centers) with a negative two-electron correlation energy U.. Unlike small po-
larons, SB’s were treated as essentially three-level systems in the framework of a two-site approximation.
To calculate, both numerically and analytically, the real part o, < @°T" of the ac hopping conductivity
for different temperatures 7 in a wide range of audio and low radio frequencies w, the dynamic polariz-
ability, and the SB hopping rates for dangling bond pairs have been determined. When the electron tun-
neling integral corresponding to the smallest intersite separations is greater than the doubled polaron
shift, both the polarizability and the hopping rate strongly depend upon the shape and parameters of the
ground-state adiabatic potential of a small-size pair of strongly interacting D centers. This intimate pair
can be viewed as a stretched or weakened bond. A classification of possible regimes of relaxation-type
SB hopping (adiabatic and nonadiabatic, as well as tunnel and activation) has been proposed. Each of
these corresponds to a specific temperature dependence of the exponents s and n. A comparison to ex-
perimental data on ac losses in chalcogenide glasses and a-SiO, has been made. It demonstrates that, in
these materials, a tunneling adiabatic (TA) regime of SB hopping with s =1 and n <<1 has been observed
at low temperatures provided that there are (i) strong Coulombic correlations in the intersite occupa-
tions and (ii) strong scattering of one-electron energies. As the temperature is increased, the TA regime
seems to be replaced by the activation adiabatic regime with s <1 being a decreasing function and n > 1
being an increasing function of 7. It was found that in the negative-U. amorphous systems the
stretched bonds of size of 3.5-4.5 A can be responsible for ac losses within the wide frequency range
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from 102 to 10® Hz.

I. INTRODUCTION

It is well established that the electronic properties of
amorphous semiconductors such as chalcogenide glasses'
and amorphous dielectrics such as a-SiO, (Ref. 2),
a-SizN, (Ref. 3), and WO,_, glasses* are governed by
specific structural point defects. These defects, so called
D or U centers, ! have three charge states and are charac-
terized by a negative two-electron correlation energy U 4.
This means that the ground state of the system is diamag-
netic and can be described as a set of positively and nega-
tively charged D centers. In the absence of dopants, half
of these centers (D) do not possess nonbonding elec-
trons, whereas the other half corresponds to the two-
electron spinless states D _ which can be described as lo-
calized small bipolarons (SB’s).! The ground (diamagnet-
ic) state is separated by the energy gap |U.g| from the ex-
cited (paramagnetic) state corresponding to the neutral
one-electron states D, which can be considered as local-
ized small polarons (SP’s). (The value of |U | can be of
the order of 1 eV in chalcogenide glasses. ')

Effects caused by the intimate pairs of strongly in-
teracting D centers may appear, provided that their con-
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centrations are high.> These may be viewed as quite shal-
low stretched or weakened bonds.® They have one-
electron (more accurately, one-polaron) levels belonging
to the band tails, and provide the basis for some alterna-
tive explanation of electronic properties of amorphous
solids.” (The “holelike” bonding states with one electron
are close to the valence-band edge, while the antibonding
electronlike ones are adjacent to the conduction-band
edge. A typical depth A, of the tails is of the order of 0.2
eV [Ref. 1].

One might connect the high-frequency dynamic con-
ductivity o(w) with the D_-D,, D_-D,, and D, -D,
pairs possessing a nonzero dipole moment which is able
to change when a periodic electric field is applied.® The
dipole moment alternation of D_-D, and D, -D, pairs
involves phonon-stimulated jumps of SP’s, so that the
D _-D, pair transforms to the D,-D_ pair and/or the
Dy-D . pair transforms to the D, -D pair, and vice ver-
sa. However, due to the existence of the gap | U4, both
the SP concentration and, therefore, the one-polaron
hopping conductivity due to D centers are proportional
to exp(—|U.|/2T), and both are frozen out when
T=<|U.|/2. (In this paper the temperature T is mea-
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sured in the energy units kz=1.) In addition, the
(bi)polaron ac conductivity due to isolated D centers per
se is negligibly small because the unreduced potential bar-
riers involved in hopping are of the order of 0.3—-1.2 eV.
The discussion of properties of isolated D centers with
which we began should be considered as a preliminary
step toward describing the nature of the stretched bonds.
In particular, it will allow us to explain why stretched
bonds in negative-U 4 materials are unstable with respect
to an asymmetric distortion. In other words, such bonds
are usually occupied by localized bipolarons and possess
nonzero dipole moments. The concentration of occupied
one-polaron band-tail states is exp[(E,/2—A,)/T]
=exp[0:7 eV/T] times smaller than that of bipolaron.
Therefore, the former also do not participate in low-
temperature hopping.

Thus the low-temperature ac conductivity in the ma-
terials mentioned above might be connected with the bi-
polaron jumps within stretched bonds with nonzero di-
pole moments. So far, in the framework of the theory of
ac conductivity, these bipolarons have been treated as
particles with a charge 2e that overcome the Coulombic
barrier between centers in a classical manner.*!° Gen-
erally speaking, such an approach is contradictory to the
concept of SB localization at intimate pairs of D centers
(stretched bonds) of a characteristic dimension of several
A.

From our viewpoint, a more consistent approach
should incorporate a description of SB jumps in the
framework of a two-site model® according to which a SB,
unlike a SP, is essentially a three-level system (Fig. 1).
For such a system at low temperatures, a configuration
barrier separating the initial and the final states, both ion-
iclike, is overcome by tunneling, whereas at high temper-
atures activation plays a dominant role.!! However, in
both cases the intermediate (covalentlike) state, conse-
quently virtual'! or real, is involved. It should be noted

FIG. 1. Origin of multivalley potentials of a small bipolaron
localized on an intimate pair of D centers (a stretched bond).
The lower (upper) solid line describes the singlet ground (excit-
ed) state of the stretched bond. The dashed lines correpond to a
pair of isolated centers in different charge states. Note that the
ioniclike lateral minima derive mainly from the D ,-D_ and
D_-D states of the isolated-centers’ pair, while the covalent-
like central minimum resembles the D,-D, state.
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that both the shape and size of a potential barrier which
governs the characteristic time of the SB jumps, and the
polarizability of a stretched bond, may depend exponen-
tially upon its dimension r. It will be shown that it is pre-
cisely this fact which causes the main peculiarities of the
frequency and temperature dependencies of the ac con-
ductivity in disordered semiconductors and insulators,
provided there are no other substantial sources of
relaxation-time dispersion, with the exception of the hop-
ping distance r.

The aim of the present paper is to analyze the high-
frequency relaxation-type!? ac hopping conductivity in
disordered solids containing centers with a negative two-
electron correlation energy. Section II deals with the
two-site model of SB. In Sec. III the dynamic polarizabil-
ity of a three-level stretched bond will be treated. In Sec.
IV the general expression for the ac conductivity will be
obtained. In Sec. V it will be applied to the investigation
of a high-temperature case when the configuration barrier
is overcome by activation. This is distinct from the low-
temperature case considered in Sec. VI, when the relaxa-
tion time is governed by atomic tunneling. Finally, in
Sec. VII the temperature and frequency dependencies of
the bipolaron hopping conductivity will be discussed with
respect to some experimental data, mainly for chal-
cogenide glassy materials.

II. TWO-SITE MODEL OF SB

We shall consider an isolated pair of D centers separat-
ed by a distance r. Suppose that there are two electrons
localized at this pair, each of them coupled to a local vi-
brational mode u;, where i =1 or 2. Then, according to
Anderson!® and Holstein,!* it is convenient to write a
complete Hamiltonian of the pair of D centers in the
form

H=H+H+H,+H,, . o
Here, the operator

7w P
2u 30

H=- +30050°, @

where o, is the local-phonon frequency and u is the re-
duced mass of two centers. Note that the operator H,
which does not contain any electron operators, describes
the harmonic oscillator corresponding to a normal sym-
metric coordinate Q =u, +u,.

The operator H describes (i) the oscillator correspond-
ing to a normal asymmetric mode Q =u,;—u,; (ii) the
Coulombic interaction of the localized electrons between
themselves and with the mode Q; and (iii) the tunnel (ex-
change) interaction between the localized states |1) and
|2). In the representation of the operators of the
creation (a:r,,.) and annihilation (a,;) of an electron with
spin o ==+1/2 at sitei=1or 2,
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+J(r) 3 (ala;,+ala;,)
i>j,0o
+U X njpyn; +C(r) 3 nionjg, (3)
i i>j,o,0

where n,-U=a,-Tga,-a is the occupation number of a one-
electron state |i}, J(r) is the tunneling (hopping) in-
tegral, C(r) is the intercenter Coulomb integral, A is the
electron-phonon coupling constant (the deformation po-
tential), U is the Hubbard repulsion energy of two elec-
trons at the same site, and €; are single-electron energies
at the sites i =1 and 2.

The last two terms in Eq. (1) describe, respectively, the
subsystem of lattice phonons (thermostat) and their in-
teraction with the pair of D centers. This interaction, on
one hand, causes the localization of a bipolaron at one of
the sites!> 6 and, on the other hand, determines the inter-
site (intrabond) bipolaron jump which involves the ab-
sorption and the emission of lattice phonons. '-16

The adiabatic potential of the ground (singlet) state
which corresponds to the Hamiltonian H+H can be
written in the form®

E(Q,0)=E,(Q,0)—E(Q), 4)
where
E(Q,0)=¢€+6+C+Liund(Q?+0?%) (5)

is an adiabatic potential of the excited (triplet) state. A
singlet-triplet splitting energy E(Q) satisfies the equation

E3+2UE* +H(U*—4J*+ A>—A2QY)E —4J*U=0, (6)

where U=U—C and A=¢,—¢,. It is clear that both
E,(Q,0) and E(Q) depend parametrically upon the dis-
tance r separating the two centers.

It can be shown that for symmetric pairs with
A=€,—€,<<€,=¢€, there are three typical energies: (i)
the Coulombic energy U= U —C; (ii) the exchange ener-
gy

E.=(U%/44+4J)'\2-TU /2, @)
which is equal to the energy of the singlet-triplet splitting
E,—E =E(Q) at Q=0; and (iii) the polaron shift

)LZ

W,= . (8)
P 4uwd

Depending on the ratio between these values, the
ground-state adiabatic potential can have one, two, or
three minima (Fig. 2). It is convenient to analyze its
behavior in terms of the dimensionless control parame-
ters

E., %
=——41l g=—f 9)
7/ 2 U

U

The central minimum (at Q=0 =0) of the adiabatic
potential £, (Q,Q) in Figs. 1 and 2 corresponds to a co-
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FIG. 2. Phase diagram of the adiabatic potential E,(Q,0=0)
of the SB ground state. The phase curves are given by the fol-
lowing equations (Ref. 6):

k=y(2y+1)/2y—1) for y>1/2,
k=3+y/2+(1/2+y)",
and

k=1+3(y2—1/4)13/2 for 12<y<y.=1+V5/2.

valent state of the pair, whereas the lateral minima (at
Q70 and Q =0) represent ionic (bipolaron) states. The
region corresponding to the nonzero dipole moment
states that contribute to the ac conductivity is located
above the dashed phase line shown in the -y diagram
(Fig. 2). Moreover, to participate effectively in the ac
conductivity at audio and low-radio frequencies, the lo-
calized SBs should overcome very small potential barriers
not exceeding a tenth of an eV. It means that the corre-
sponding states are to be close to the dashed line (Fig. 2)
which separates the ioniclike stretched bonds, that are
likely to be observed in the negative-U 4 materials, ® from
the covalentlike ones.

The electron-tunneling (hopping) integral decreases ex-
ponentially with the distance r between the centers (see
Refs. 1 and 13):

J(r)=Jge /7, (10)

where a is the localization radius of an electron. The
Coulomb integral C(r) is of the order of e?/er, where € is
the dielectric permittivity and e is the electron charge.!
This means that for r>a the Coulomb energy
U=U—C(r)=~e’/ea—e?/er~e?/ea=U does not de-
pend exponentially on ». Therefore, as the distance r be-
tween the centers increases, the parameter y decreases
exponentially leaving the parameter k practically con-
stant [see Eq. (9)]. In other words, one can describe an al-
ternation of r as a shift along a line parallel to the y axis
in the k-y diagram. Note that the points on the « axis
correspond to isolated centers (# — o ). For those which
have k> 2, the effective two-electron correlation energy
Uer=U—2W, <0 (see Ref. 1).
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(a) (b)

FIG. 3. Bipolaron jumps in the case of (a) intermediate
(_{7 2<W,= U) and (b) large ( W, >> 0) polaron shifts W,. The
W probabilities describe the direct (elastic) transitions 1-—2
while the W rates correspond to the two-step (inelastic) transi-
tions 1—3—2 involving the central minima 3.

Depending on the value of «>2, two cases should be
considered: (i) kx>>«k,=(7+3V'5)/4, and (i) 2<x =<k,
(see Fig. 2). The first case corresponds to systems that
possess isolated D centers with a polaron shift W, much
greater than a Hubbard repulsion energy U. This means
that in this case intimate pairs of D centers (stretched
bonds) are characterized by the adiabatic potentials
E.(Q,0) with quite shallow central minima. The second
case describes systems with isolated centers having
U2<W,= U. It corresponds to intimate pairs charac-
terized by adiabatic potentials with much more profound
central minima than in case (i) (see Fig. 3). As a result,
for case (ii), a bipolaron executing an activation-type
jump from one lateral minimum to another via the cen-
tral minimum, as a rule, has enough time for thermaliza-
tion before escaping this intermediate position. There-
fore, in this case, the jump can be treated as inelastic
(noncoherent), contrary to case (i) when the jumps are
presumably elastic (coherent). !’

III. DYNAMIC POLARIZABILITY OF A PAIR

Let us consider a pair of D centers (a stretched bond)
with two localized electrons which can exist in one of
three states: ionic states (i =1 and 2) with approximately
equal energies, or a covalent metastable state (i =3). The
latter state is characterized by a quite profound central
minimum if 2 <k <k,. With the occupation probability
of the ith state h;, and the rates (inverse times) of the
i—k transition W [Fig. 3(a)], the corresponding rate
equations can be written as

};1=W31h3+W21h2_(W12+W13)h1 )
hy=Wyhy+Wihy—(Wy +Wayh, (11
1;3:_(}';1‘*'};2) .

It should be noted that W,, and W,, describe direct
(coherent) transitions, activation or tunnel, between the
ionic states 1 and 2 without the thermalization within the
intermediate covalent state 3 (see Ref. 11). Moreover, ac-
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cording to the detailed-balance principle, !® in equilibrium
W hP=Wh? (k#i) . (12)

An external electric field E=E exp(iwt) periodically
alters the transition rates W, (E) and, therefore, the oc-
cupation probabilities 4;:

Wi

Wy (t)=W§5 +
l() ik aE

iot
‘E e’

@
0

_ (13)
hi(t)=h2+he™",

with #; <E, and h;=—(h,+h;). Substituting (13) in
(11), collecting the terms proportional to E ,, and taking
into account (12), it is easy to find that

i{l :[(ia)+ A22 )BIZ—AIZBZI].EZD/S 5

h,=[(io+ A,,)By;— A,;B,]'E, /5 , 1
where
S=(iot+ A Niot+ Aypy)— A4y , (15)
Ap=WhH+Wh+Ws, Ap=WH+Wi+Ws,,
(16)
Ap=WH—W3, Ay=WhHL—Wwi, an

d
Blzzﬁ[thn"‘th%"(W12+W13)h?]1=.=o , (18)

)
Bz1zﬁ[th32+h?W12_(W21+W23)hg]12=0 - 19

Introducing dipole moments of the pair in states 1 and
2 measured with respect to the center of the pair'®

p,=Z;(rer; , T,=—1,=1/2, (20)
where Z;(r)e <2e is the effective transferred charge®

which will be calculated further, and taking into account
that

~E+A;
Wi3=W3,exp _P'T” ’
(21)
(Pl—pz)'E+A
Wi, =Wjexp|— T 2 ,
where Ay =E(Quini)—E;(Quinx) is the energy

difference (the energy disparity) between minima i and k,
it is possible to rewrite (18) and (19) in the following
form:

B, =er[hWS +nWS(Z,+2Z,)]/2T , (18")

B, =—er[hIW +hiW%(Z,+2Z,)]/2T . (19)

By using Eqgs. (12)—(19) one can calculate the dynamic di-
pole moment of the pair:
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d,=ph, +psh,
=er(Z,h—2Z,h,)/2

_ eXE-n)r ‘ N, N, 22)
AT(r{ =7 | 1+ior,  1+ier,
where
—1 At Ay (A, —Ayp) v
T2 = > * 2 tAp4y ,
(23)
N ,=*xFF7,¥, (24)
F=b,,+b,, , (25a)
V=b,(Z Ay +Z,A5)+by(Z, A, +Z;4,), (25b)
b =[(Z,+Z,)Z, W +ZiWS A7, (26)
by =[(Z,+Z,)Z W +Z3W91hJ .
The equilibrium occupation probabilities?
h,-°=—gZLexp ——————niF—E;mein’i) , (27)
where
Z= 3 gexp _niF—EST(Q"“""') ] (28)
i

is the grand partition function of the pair, F is the Fermi
level, g; is the degree of degeneracy, and n; is the occupa-
tion number of the ith state.

From Eq. (22) it follows that, unlike the two-site small
polaron model,® the two-site bipolaron model is charac-
terized by two different relaxation times 7, [see Eq.
(23)]. This is a direct consequence of the presence of a
profound third (central) minimum in the configuration
potential E,(Q). Let us omit all transition probabilities
W3 or W3 in Eq. (23) which involve the central
minimum, thus considering only the elastic transitions
[Fig. 3(b)]. (This is correct when k >>k_). Then one of
the relaxation times 7,— oo, while the second one

T T=Tg=(Wy+W,) . (29)
As a result, the dynamic dipole moment

4 :[Zb(r)e]z(Er)T hSn9 1
@ T hY+hg 1+ior

(30

is described by almost the same expression as in the SP
case.®? With the exception of the specific character of
the relaxation time 7, the only difference is that a one-
polaron (or one-electron) charge® is replaced in (30) with
the effective transferred bipolaron charge Z,(r)e
=Z,e~=Z,e =2e. The latter depends on the pair size r
and so decreases with it (see Sec. V).

General expression (22) for the dynamic dipole mo-
ment can be simplified significantly in the case of the
symmetric pair when E(Q)=E,(—Q). Then, setting
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Wh=W3=W, Woh=W3 =w, Wh=WH=W,
Z,=2Z, =Z,, and h9=h9=h, in Egs. (22)-(28), it is
easy to show that

(Z,e)XEr)-r  h,

= > 1

do 2T 1tioT (1)
where

r=r,=QW+w) 1. (32)

Here, some comments are in order. Though formally
there are two finite relaxation times in the symmetric SB
case, one of the coefficients N, or N, in Eq. (22) vanishes,
resulting in the appearance of only one relaxation time 7,
or 7y in Eq. (31). In addition, the relaxation time 7, [see
Eq. (32)] that “‘survives” does not depend on the proba-
bility w = W3, = W3, of escaping the central minimum at
all [Fig. 3(a)]. In this case, when the field is applied, the
increase in the population of the central minimum, in-
duced by the increased probability flow from one of the
lateral minima, is compensated for by a subsequent de-
crease induced by the increased probability flow from the
central minimum to the second lateral minimum.

Moreover, as can be seen from a comparison of Egs.
(29) and (32), the presence of the central minimum leads
to a decrease in the relaxation time due not only to an in-
crease of the probability W itself of the direct (elastic)
transitions 1—2 and 2—1 (D,+D_—D_+D,)
caused by the lowering of the barrier, but also to the ap-
pearance of an additional two-step (inelastic) transition
1—-3—2 or 2—3—1 involving the central minimum
(Fig. 3). The contribution of the inelastic channel (W) to
the total inverse time 7, ! [see Eq. (32)] contains the fac-
tor 1, as compared to the elastic channel (2W). The
reason is that in the symmetric case, a SB executing the
1—3—2 transition and having been trapped into the
central minimum (state 3) with probability + can come
back (3—1 transition) or move forward (3—2 transi-
tion), thus successfully completing the 1—2 transition
[Fig. 3(a)].

Finally, as the main contribution to the ac conductivity
comes from the slightly asymmetric intimate pairs
(stretched bonds) characterized by the energy difference
A,=T (see Refs. 1 and 9), instead of using the overcom-
plicated general formula (22) for the dynamic dipole mo-
ment, we will exploit the simple expression (30) together
with the following interpolation formula for the relaxa-
tion time:

QW+w) !, 2<k=k,

= Qw) !, K>>k, .

(33)

The approximate formula (30) allows for asymmetry and
obviously matches the correct expression (31) in the sym-
metric limit. Expression (33) takes into account both
elastic and inelastic transitions and seems to describe the
central minimum contribution to the SB hopping process
(Fig. 3) fairly well, provided that the energy disparity A
is small.
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IV. ac CONDUCTIVITY

Now we are in a position to write the expression for
the complex ac conductivity o(w)=0(@)+io,(®) by us-
ing the expression

ioP,=0c(w)E, (34)

for the integral dipole moment P, of a unit volume which
is simply equal to the sum of the dipole moments d, of
the pairs. Integrating the expression for P, over the an-
gles between r and E,, and using (30) and (34), one can
obtain (see also Refs. 8 and 21)

a(m)=i7mfdrfdelfdezpe(el)pe(ez)dw

~27T€2iw © 42
="ST fo drr*Zj(r)
h?hgpb(El)pb(EZ)
X | dE, | dE
JaE [ 2 (WO +hY)(1+iwr)
(35)

where the factor 1 was introduced to avoid double count-
ing of pairs. Here, p, is a one-electron density of states,
py(E) is a bipolaronic density of states, 1 [see Eq. (27)] is
the equilibrium occupation probability of the site i =1 or
2 having the bipolaron energy E; =E (Q, ), T [see Eq.
(33)] is the relaxation time, and Z,(r)e is the effective
charge of a bipolaron localized at the D-center pair of di-
mension r.

If the effective correlation energy | U,g| is much greater
than the characteristic width A of the one-electron ener-
gy band, then only the D, and D _ states with n; =0 or 2
effectively participate in the grand partition function (28).
Then, taking into account that the energy of the Coulom-
bic repulsion of two bipolarons localized at a typical pair,
which is of order of e?/er, is greater than T, one can per-
form the integration over E; and E, in Eq. (35) [see Refs.
9 and 21 for details],

ow)=Reo(w)

e*rw’p? (
— e © 352 T r)
6 J. e T T g2 B0

where € is the dielectric permittivity, p,=p.(F
—U/2)=~p, /2 is the one-electron density of states
measured in the center of the one-electron D-state band
(F is the Fermi level), and r,;, is the minimum size of the
pair for which the bipolaron (ionic) state is either a
ground state (for 2 <« <k,) or does not exist at all (for
k>>k,). (The dashed line in Fig. 2 corresponds to the
pairs with »=r_;,). Furthermore, as the relaxation time
7 [see Eq. (33)] increases exponentially with the size  of a
pair, the integrand in Eq. (36) reaches (at given » and T)
a sharp maximum at point 7, 7 such that

o1(r, 7)=1. (37)

Thus the value of 7, r 27, describes the optimum size
of pairs making the greatest contribution to the ac con-
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ductivity at given w and 7. It also allows us to perform
the integration over 7, giving

4_2 2
e‘mp or,
o1l == =240 r)ortr | ey
(rw,Tzrmin) . (38)

Here, the modulus reflects the fact that dr, /3 Inw <O0.
Formulas (36)—(38) are valid if the relaxation time 7 de-
pends substantially upon the intersite distance 7 only.
(We will discuss this assumption in Sec. V.)

The experimentally measured real part of the ac con-
ductivity is usually presented in the form of a power-law
function!’

o0, T)xo’T" . (39)
Expression (38) allows us to evaluate the power exponents
dlno olnZ,(r, 1)
_ 1_ 3 +2 o\ lo,T
dInw To,T or, 1
3%, r/3(Inw)* | or
- ol (40)
(dr,, r/3Inw)* | d1lnw
dlno olnZy(r, r)
n= 1_(_3 49 b\To,T
oInT ToT or, r
" 9%r,, 1/9InwdInT or,
(dr,, /3 Inw)(dr, r/3InT) | 3InT ’
41)

where the optimum-pair size 7, 7> 7, is a solution of
the transcendental equation (37).

It immediately follows from Eq. (37) that in the limit of
a broad one-electron band (Ay>>T), if Z,=1 and
7(r)=wq 'exp(2r /a), the value of r, r=(a /2)In(wy/w).
Then, in accordance with Ref. 21, expressions (40) and
(41) transform to

3

—m, n=0. (42)

s=1
These describe the low-temperature limit (T <e?/er,,) of
the ac conductivity due to the localized electrons in
disordered semiconductors in the presence of strong
Coulombic correlations in the level occupation.

V. HIGH TEMPERATURES,
ACTIVATION REGIME

To proceed further, both the spatial dependencies of
the relaxation time 7 and that of the transferred charge
Z, should be specified. These can be evaluated within
the framework of the two-site model of SB’s (Sec. II). Let
us first consider a high-temperature case when the height
V(r) of the barrier between ground (ionic) and excited
(covalent) states (which, obviously, is equal to the barrier
between two ionic states [see Fig. 3(a)]) is overcome by
activation. By using (6), it can be shown!4?? that, in the
standard semiclassical approximation, the probability
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(rate) of the 1—3 or 2—3 process may be written in the
form

% _y

w= . F(n)exp T R (43)

where
A —x1—exp(—mn/2x'7?)

F(n)=2 d. * . (44)

(m) fo xe 2—exp(—mn/2x1/?)
Here,

J2(r)
(rN=——rey (45)
M g VT2

is the so called nonadiabaticity parameter. Depending
upon the value of 7, two types of jumps can be accom-
plished:** adiabatic (n>1,F=1) or nonadiabatic
(F=m?pxJ?<<1). In Eq. (45), J(r) is the tunnel in-
tegral (10), and @, is the local-phonon frequency. The
probability W of direct activation hopping 1—2 or 2—1
between two ionic states is also described by an Eq. (43)-
type expression with 7 proportional to J*<<J2?« W (see
Ref. 11 for details). This means that, in the high-
temperature case, W > W, and the relaxation time is
governed mainly by the inelastic transitions 1—-3—2 and
2—3—-1:

=W+ wW) l=w ! (46)

provided 2 <k =<k, and n<<1. For 2<k=<k, and =1,
both elastic and inelastic transitions contribute to

r=3wW)"! 47)

because here W=W. Finally, for « >>k_, in accordance
with Eq. (33) (see also Ref. 11), the transitions are purely
elastic (W =0), so

T=QW) L. (48)

By using Egs. (4)—(6) one can show that the barrier for
the 1—3 or 1—2 transitions is

2 —(k—1) .
_— - 1_
Vi(r) Ve U sing(1—cosg) (49)
if k>y(2y+1)/(2y —1), and
— z?
V=0« 1= | = 1+V2+2 (50)

it y/2+3+H(y+)V2<k<yQy+1)/(2y—1), and
Y <7, [see Fig. 2]. This barrier governs the relaxation
time [see Eqgs. (46)—(48)] that, in any high-temperature
case, is proportional to exp[ V(r)/T]. The effective bipo-
laron charge (in units of the electron charge e)

2 172
Z,(r)=2|1—v+ | = | 2k—v—1)| (51)
2K
where
v=%4(k—1)|1—cos 3 , (52)
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cosdp=Za—1, (53)
and
| =1 20Jr)
alr)= o . (54)

2Ax—17  (4w,—D0)?

The values k and y(r) are given by formulas (7)-(9). By
analyzing the k-y diagram (Fig. 2) it is easy to show that
the bipolaron state exists if 0 <a <4/27 <<1. Thus, for
2<k=k,,

- (4w,—U0)
V(r)EV0(1—4a +3a), VO:T (55)
and

Z,(r)=2[1—2(k—1)a]'? . (56)
For k >>k,, corresponding to U —0,
2
J(r)
Vir)= —
(ry=2w, |1 2Wp} (57)
and
27172
- _ | J(r)

The latter expressions resemble those of the SP (Ref. 8)
case because the central minimum does not play any
significant role when x>>k.. It should be added here
that, in the adiabatic case, if J,> ZWP, both the barrier
height V [see (49) or (50)] and the transferred charge Z,
[see (51)] decrease with the distance r between centers,
thus causing a huge decrease in the relaxation time. Con-
trary to this, in the nonadiabatic case an exponential de-
crease in 7 with decreasing r is totally connected with an
increase in the tunnel integral (10), while ¥V and Z, are
constant and equal to their maximum values ¥V, and 2,
respectively.

So far, we ignored the influence of the intersite energy
disparity A upon the hopping rate 7~ !. In certain cases,
it may be justified as follows. According to Emin,? at
low temperatures the small (bi)polaron hopping rate 7!
is governed by the low-energy acoustic-phonon emission,
and, therefore, increases with A not faster than A3, This
power-law dependence definitely cannot compete in the
nonadiabatic regime, with the exponential dependence of
77! upon the hopping distance r [see Eqgs. (43) and (45)].
It is especially true for the adiabatic regime characterized
by the superexponential dependence of 7~ !(r) which
takes place when J,> W, (for SP hopping®) or k>>k,
and J,>2W, (for SB hopping). But if the above-
mentioned inequalities do not hold, the barrier ¥V and,
therefore, the relaxation time 7 do not depend substan-
tially upon r. Then the intersite energy disparity A be-
comes the principal source of the hopping-rate dispersion
in disordered systems.?3

Now the o ,(w, T) dependence can be calculated for the
high-temperature case by using formulas (38) or (39)-(41)
together with Eqgs. (37) and (43)-(53). Then we are in a
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position to discuss some simple cases that can be treated
analytically. Let us first consider a nonadiabatic limit

n<<1. Then, from Egs. (37), (46)-(48), (55), and (57), it
follows that for
Vo
T>T(0)=7—F—F—7, (59)
n( CO()/CL))

the optimum-pair size
_fa L)

2 | T
where £=1 and wy=J3# (V,T)'/? for 2<k =<k, £=1
and w(«J§ for k >>k, (see Ref. 11 for details), and V, is
given by Eq. (55). Therefore [see Egs. (56), (58), (40), and
41)],

’
g
)

» (60)

rw,T

v
3 Con=(1—s)—2 . 61)

V, T
T

s=1—
@y
In|—
0]

For low temperatures T < T, [see Eq. (59)] such that
the optimum-pair size is small enough (7, 7 —7;, <a),
the adiabatic hopping regime (7 = 1) should be considered
as long as the relaxation time is still governed by the ac-
tivation process. The cases of intermediate (2 <« =«,)
and large (k>>k,) polaron shifts should then be treated
separately. The reason for this might be explained as fol-
lows. By substituting F(n)=1 into Eq. (43), and using
Egs. (39) and (46) to (48), it is easy to calculate the
optimum-pair activation barrier

V(r, r)=TIn(oy/®) . (62)

For k >>«k_, this barrier decreases with temperature tend-
ing to zero as T—O0. (At the same time, 7, 7— 7y, )-
Meanwhile, for 2 <« =k, and/or J,<2W, the barrier
remains finite as 7, r— 7y, i-€., T—0. For this case,
this means that the characteristic relaxation time 7 in-
creases exponentially as 7T— 0, provided it depends only
on r. Thus for any small but finite 7, one can define

o (T) =7 rpin) =W (rmin; T) (63)
where 7, is obtained from the equation® (see Fig. 2)

=241y i) F [ 3+ 7 (i) 12 (64)
such that for w>w, the product wr(rg,) definitely
exceeds unity.?* This results in the cancellation of w? in
the numerator and denominator of formula (36) for
o(w). In this case, the dependence of the SB relaxation
time upon the intersite energy disparity A should be tak-
en into account. %3

Contrary to this, for k >>«, and J,>2W, the intersite
separation r plays the major role. Here, at low tempera-
tures, the value of s is close to 1:

172 J
0

2W,

S:l——l— r

- 1 1 -1
2W,In(wy/) +6ln

(65)

This expression is valid when V(r, ;) <<V =~2W,,
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i.e.,, T<<T,(w), and strongly resembles that of the SP
model.® Moreover, as 7, 7/3InT=—In(wy/®)dr, 1/
3 Inw, the universal relation® 1

n=m+(1—s)n(w,/o) , (66)

with m =0, 1, or 2 can be obtained for T < T(w). Such a
relation is common for all models of the correlated-
barrier-hopping (CBH) type.!® In particular, for the
broadband case (Ay>>T) considered above, m =1 (see
Ref. 9 for details).

VI. LOW TEMPERATURES, TUNNEL REGIME

At temperatures T lower than those corresponding to
approximately one-fourth of the energy 7w, of a local
phonon,!! the jumps of a SB are connected with tunnel-
ing under the potential barrier in the (Q, Q) configuration
space [see Fig. 3(b)]. The shape E,(Q) of the barrier
separating two ionic states of a symmetric pair can be
found from Egs. (4)—(6). In particular, setting U—0,
which corresponds to «>>k,, and taking into account
Eq. (58), one can obtain

W,

ZAr)
E,(q)ETp q b

4

provided E,(q)<<W, /2. Here, q=AQ /4W,=pw}Q /A
<Z,/2 is a dimensionless coordinate. The approximate
formula (67) describes low and narrow barriers corre-
sponding to pairs which participate in the ac conductivi-
ty at very low temperatures.

Then, the probability of the adiabatic 1—2 transition?’

2__

’ (67)

_ 25,(T)
W =wyexp , (68)
#
where
wnr| 2W, | dg
= e +
s(=J o |ar | TEA9)|d (69)

is the semiclassical action for a SB subbarrier transition.
The optimum trajectory g(7) involved can be found from
the least-action principle.?® After introducing x =2q /Z,
and 7' =Z,w,7/2, we have

_W,Z,
8(00

where y =fiwoZ, /4T, and

g(y), (70)

r

gy)=[" 2 +‘(x —1)?|d (71)
For T—0 we obtain
W, Z3r, )g(w) W,Z3r,)
S(T—0)=5,(0)= 220 w827 _ Fpfolal
8(00 3600
(72)

where the optimum-pair transferred charge can be found
from the condition w7(r,)=w/W(r,)=1. For very
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small temperatures, this gives [see Eqgs. (68) and
(70)-(72)]
Zytr)= | 2%, | 20 - (73)
U Y7

For the condition E,(Q)<<W,/2 to be valid for any
small Q, it follows that Z,(r,) should be much less than
unity. This means that to great accuracy
o, T—0=Tmin—0a In(Jo/2W,) if, of course, Jo>2W,.
Therefore, at temperatures less than the renormalized
phonon energy,

T<T2(Cl)):ha)0:%zb(rm)ﬁw0 ’ (74)

where tunneling plays a major role, the real part of the
conductivity [see (38)]

or(w)= | T o [ 370, 4/3P§"3ninf01nV3 o
12 € | 2W, 1)
(75)
As in the SP case,’ this leads to
s=1— S — n=0. (76)

3In(wy/w) ’

Equation (76) represents the (bi)polaron low-temperature
limit which is specific for the small (bi)polaron problem.
It differs significantly from the electron low-temperature
limits both in the presence?! [see Eq. (42)] and the ab-
sence' [when the Austin-Mott formula
4
=l-——, n=1 77
s In(wy/w) " an
holds] of Coulomb correlations in the occupation num-
bers.

For 2<k=«k, and/or Jy<2W,, the lowest possible
barrier, which at low temperatures, is overcome by tun-
neling, is finite. Therefore, as in the activation regime
[see Eq. (56)], the threshold frequency can be defined by

means of the condition w,7(r;,)=1, such that for all

a’>wt:woeXP( —Smin/ﬁ) H (78)

the real part of the ac conductivity is governed by the in-
tersite energy disparity.?> In (78), Smin=S,w,,min(T—>O)
is the action (69) corresponding to the minimum barrier
available with 7, as a solution of Eq. (64).

The approximate formula (67) for the potential barrier,
which we have exploited to analyze the low-temperature
adiabatic case, is valid if Z,(r,) <<1 [see Eq. (73)]. This
statement is equivalent to

2w,
3%(00

@ > 0= 0peXp , (79)

and actually coincides (see Ref. 8) with the applicability
of the adiabatic regime (n=1) [see Eq. (45)]. If w<w,
and T <#iw,/4, we have the case of nonadiabatic 1—2
tunneling [Fig. 3(b)] which has a probability (see also Ref.
11)
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_ 4mJ4(r)
M (B P WA +u )t

@9

W,
(1+u—ulnu) |, (80)

Xexp | — P
0

whereu=1—U /2 W,. This leads to expression (38) with

)
In— . (81)
[0)

=2
® 4
As a result, the power exponents s and »n are described by
means of the modified Efros?! formula (42) with parame-
ter w, interchanged with @, in accordance with Egs. (80)
and (10). [The value of @, can be calculated easily from
Egs. (80), (10), (46), and (37)].

Finally, general expression (35) makes it possible to cal-
culate the imaginary part o,(w) of the ac conductivity
and, therefore, to determine the tangent of dielectric
losses®

tan¥V=o0,/0,=Imo /Reo . (82)

This can be shown to be nearly the same as in the SP
8
case.

VII. DISCUSSION

Formulas (40) and (41) together with Egs. (37), (33),
and (43)-(54) have been used to calculate numerically the
exponents s and n describing the real part (39) of the ac
bipolaron hopping conductivity in wide temperature and
frequency ranges. Several reasonable values of the po-
laron shift W,, the Hubbard repulsion energy U, the
preexponential factor J, in expression (10) for the
electron-tunneling integral, and the local-phonon energy
fiw, have also been treated. The typical results obtained
are presented in Figs. 4-6.

It is convenient to summarize them by means of a w-T
phase diagram shown in Figs. 7(a) and 7(b) for the cases
of large (k>>k.) and intermediate (2 <k =<k,) polaron
shifts W),, respectively. 27 The w-T space in the diagrams
is divided into several regions, each of which corresponds
to specific temperature and frequency dependencies of the
power exponents describing the real part o; < »°T" of the
complex conductivity. The vertical line [see Figs. 7(a)
and 7(b)], which is described by the equation T=T,(w)
[see expression (59)], separates the regions of high-
frequency adiabatic regimes of SB hopping from those of
the low-frequency nonadiabatic ones. The horizontal
line, which corresponds to the equation T=T,(w) [see
expression (74)], separates the region of the low-
temperature tunnel regimes from those of the high-
temperature activation ones. 28

The main qualitative difference between the two pic-
tures shown in Fig. 7 is the presence of a A region in the
left part of Fig. 7(b) which represents the case of inter-
mediate polaron shifts U/2< W, < U, ie, 2<k<k,,
and/or J, <2W,. This region corresponds to Emin’s?
energy-disparity-governed A regime of SB hopping which
dominates at rather high frequencies exceeding some
threshold value w,(T) [see Egs. (63) and (78)]. In the case
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FIG. 4. The temperature dependence of the exponent s in the
case of large polaron shift (W,=0.3 eV >> U=0.01 eV) calcu-
lated for two different frequencies: (1) ®=w;=10° Hz and (2)
o=w,=10% Hz with parameters J,=2 eV and w,=10"* Hz.
The dashed and dash-and-dotted curves are described by the
low- (adiabatic) and high-temperature (nonadiabatic) asymptot-
ics (65) and (61), respectively. Note that the approximate ex-
pression (59) for the temperature T, of the minimum of s(7)
gives T)(w;)=390 K and T,(w,)=620 K, in fair agreement
with the results of the numerical calculations.

of intermediate polaron shifts and/or rather small
nearest-neighbor hopping integrals, a transition to the A
regime is found to be connected to the presence of finite
potential barriers separating the ionic (bipolaron) states
of the smallest possible pairs that have these states as
ground states. This is not a case when polaron shifts are
large enough (W, >>T, i.e., k>>k,), and, therefore, the
barriers mentioned are negligibly small (or do not exist)
for the intimate pairs of D centers.

A shaded region in Figs. 7(a) and 7(b) corresponds to
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FIG. 5. The same as in Fig. 4 for ®=10° Hz, but for two
different values of the polaronic shift: (1) W,=0.3 eV and (2)
W,=0.8 eV. The dashed curve (3) corresponds to the low-
temperature tunneling adiabatic (TA) regime described by Eq.
(76).
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FIG. 6. A comparison of the s(T) dependencies in the case of
(1) large polaron shift W, =0.3 eV >> U=0.01 eV, with that of
(2) intermediate polaron shift U/2=0.2 eV <W,=0.3 eV
<U=0.4 eV for ©=10° Hz, 0,=10" Hz, and J,=2 eV. At
T=180 K, curve (2) reveals a transition to the high-frequency
energy-disparity-governed A regime (Ref. 23) that is marked by
an arrow. The same transition also can be seen in curve (3),
which corresponds to W, =0.3 eV >> U=0.01eV, but J,=0.01
eV <<2W,. At lower temperatures, one can expect the increase
of s as temperature is decreased, thus causing s to approach 1,
which is typical for the A regime (Ref. 23).
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FIG. 7. Temperature-frequency diagram describing different
hopping regimes of a SB [AA, activation adiabatic; AN, activa-
tion nonadiabatic; TA, tunnel adiabatic; TN, tunnel nonadiabat-
ic; and A, energy-disparity-governed adiabatic (Ref. 23)], in the
cases of (a) large polaron shifts (k >>«k,) and large hopping in-
tegrals (Jo>2W,); and (b) intermediate polaron shifts
(2<Kk=k.) and/or small hopping integrals (J, <2W,). The
shaded regions correspond to the low-frequency dispersionless
multihopping conductivity.
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an extremely weak frequency dependence of the real part
of the complex conductivity. This appears in the low-
frequency limit

_EA(T) AotV
a T

® < ©;=weexp (83)

A drastic reduction of s <<1 occurs because of the contri-
bution of multiple hopping that plays a significant role
insofar as the optimal-pair size 7, r [see (60) or (81)] be-
gins to compare with the mean distance 7 between D
centers, or the Mott’s variable-range hopping?® distance
F(T)o< T~ 174 whichever is longer. (In the last formula,
A, is the width of the one-electron band, ¥V, [see Eq. (55)]
is the height of a configuration barrier, £ is a dimension-
less coefficient of order of unity that could be calculated
in the framework of percolation theory,29 and w; has
been given in the description of Eq. (60).) For such low
frequencies, the pair approximation that has been exploit-
ed in this paper is no longer valid.

In the case of intermediate polaron shifts and/or small
hopping integrals J, at sufficiently high frequencies
o> w; [see Eq. (83)] [though lower than o, given by Eq.
(79)] and sufficiently low temperatures T'<T, [see Eq.
(67)], tunnel adiabatic (TA) SB hopping makes the main
contribution to the ac conductivity described by Eq. (75).
This means that o, is almost temperature independent
(n << 1), while parameter s given by Eq. (76) is extremely
close to 1. It is also true for the A regime?® (o > w,) if the
intersite Coulomb correlations?! are taken into account.

When temperature is increased within the range
T, <T < T,, we have an adiabatic activation (AA) regime
[see Egs. (65) and (66)]. Here, as for any other
correlated-barrier hopping mechanism, parameter s, be-
ing less than 1, decreases, while n, being greater than 1,
rises with temperature.

When temperature T exceeds the value T'|(w) given by
Eq. (59), a transition to an activation-nonadiabatic
(ANA) regime of SB hopping occurs. The reason for
such behavior might be explained as follows. As temper-
ature increases, at given w, the optimum-pair size r,, r,
which is a solution of Eq. (37), decreases because of the
decrease in the relaxation time 7. As a result, at a certain
temperature T such that 'q(rw,Tl )=1, the nonadiabatici-

ty parameter (45) exceeds 1, thus causing the transition to
the ANA regime which is described by formulas (38),
(60), and (61). Contrary to the AA (activation-adiabatic)
regime, s increases with temperature tending to 1 as
T — . Meanwhile, n decreases approaching zero at
high temperatures.

Thus parameter s reaches its minimum value (Figs. 4
and 5), whereas parameter n has a maximum at the same
temperature approximately equal to 7' (®). According to
Eq. (59), for both values the point of an extremum shifts
toward the higher temperatures as frequency @ increases
(Fig. 4).

At low frequencies w <w, [see Eq. (74)], such that the
optimum-pair size r, [see Eq. (81)] is small enough to en-
sure the validity of the condition 1(r,) <1, the nonadia-
batic regime of hopping begins from very low tempera-
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tures. First, at T <#iw,/4, this regime possesses a tunnel
nonadiabatic (TNA) character which is described by for-
mulas (30) and (43). These lead to expressions (42) for s
and n with renormalized parameter w,— @, [see Eq. (80)].
Then, as the temperature exceeds #iw,/4, a transition to
the ANA regime occurs. This has been described by Eq.
(61). Thus at low frequencies (w <w;) the exponent n
reaches its maximum at T ==#w,/4, while, contrary to the
high-frequency case, s monotonically increases with tem-
perature.

Almost all the above-mentioned characteristics of the
SB ac conductivity for «k>>k, qualitatively resemble
those of the SP type.® This is due to the two-well nature
of adiabatic potentials describing a two-site SB in the
case of large polaron shifts (W, >> U). Of course, rela-

- tively deeper polaronic wells produced by two electrons

localized on a center lead to much higher characteristic
temperatures T'; and T,, when compared to the SP case.
This means that the ANA regime of SB hopping would
hardly have been observed in reality. The same is true
for the dispersionless SB multihopping regime. Both of
them will not be observed because of the SP contribution
to ac and dc conductivity that usually becomes dominant
at lower temperatures. !

The ac hopping conductivity due to SB’s seems to have
been observed in some chalcogenide glasses at sufficiently
low temperatures 7<= 100 K (see Refs. 1 and 9, and refer-
ences therein). For those materials, typical energies of
the polaron shift Wp are of the order of 0.25-0.6 eV,
while typical values of the effective two-electron correla-
tion energy Us=U—2W,=—(0.5-1.0) eV <O (see Ref.
1). This allows us to evaluate the Hubbard repulsive en-
ergy U to be much smaller than the polaron shift. There-
fore, in our classification, chalcogenide glasses should be
considered materials with strong polaron shifts («>>«,).
Moreover, the electron-tunneling integral corresponding
to the smallest intersite separations, according to Har-
rison®® (¥, in his notations) is

ﬁ2
Jo 2.16md2 , (84)

where m is the free-electron mass, and d is the nearest-
neighbor distance that for chalcogenides is of the order of
2.4 A. For As,Se; this gives J;=2.8 eV>2W,=1 eV,
and U=0.2eV <W,=0.5¢V (see Refs. 1 and 9).

A characteristic feature of the ac conductivity in chal-
cogenide glasses, measured within the frequency range
from 10% to 10® Hz, is that the power exponent s is very
close to unity (1—s <0.05) up to 50-100 K, then tends
to drop a little.! At the same time, the second power ex-
ponent n is much less than unity. It begins to increase as
the temperature approaches 100 K (see Refs. 1 and 8).
This behavior strongly agrees with that deduced from the
SB model, provided that the TA hopping regime dom-
inates at low temperatures.

For ©=10° Hz and w,~10'* Hz,° from Eq. (76) it
follows that 1—s=0.02 or s =0.98 (Fig. 5), and n =0 is
in good agreement with the experimental data.
Meanwhile, for the low-temperature electron limit?! [see
Eq. (42)] it is easy to obtain 1—s=0.18 and n =0. [The
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Austin-Mott formula (77) gives 1 —s=0.24 and n =1.]

As r, 7, is close to ry,~aln(J,/2W,), one can
evaluate the typical size of stretched bonds to be respon-
sible for the low-temperature ac losses within the wide
frequency range from 10° to 10® Hz. For instance, in
As;,Se; it is close to several localization radii a =d =2.4
A, and is of the order of (4+0.5) A (see also Refs. 1, 9,
and 10). Equation (74) allows us to make a rough estima-
tion of the characteristic temperature 7', of the transition
from the TA to AA hopping regimes,>! in accordance
with experimental data,® to be several times smaller than
#iw,~ 300 K.

Due to large polaron shifts, the characteristic frequen-
cy [Eq. (71)] of the transition from activation adiabatic
(AA) to activation-nonadiabatic (ANA) regimes is very
small (<1 Hz). For the same reason, the characteristic
temperature T, [Eq. (59)] that corresponds to the AA-
ANA transition and, therefore, to the minimum in the
s(T) dependence, is very high (> 200 K) in chalcogenide
glasses. This explains why, to the best of our
knowledge,m’10 neither the ANA mechanism nor the
above-mentioned minimum have been observed there.

However, both the minimum in the s(7) dependence
and the maximum in the n(7T) dependence that are
specific for small (bi)polaron hopping seem to be observed
in amorphous germanium.®® This material is character-
ized by smaller polaron shifts, compared to chalcogenide
glasses, and by the positive effective correlation energy
U.¢ that prevents electron coupling.

By means of formula (75) we evaluated the density of
localized electronic states p, participating in the low-
temperature ac conductivity of a-As,Se;. Setting the lo-
calization radius a =d =2.4 A, and J 0=2.8 eV (see Ref.
30), as well as W, =0.5 eV €=12, 0,=10" Hz, 0=10*
Hz, and 0,=10" f12 O 'cm™! (see Ref. 1), we obtained
Pe=2X 1020 cm™3eV ™!, Since a typical depth A, of the
band-edge tails in chalcogenides is of the order of 0.2 eV
(Ref. 1), the above-mentioned value of p, can be used to
show that the concentration of stretched bonds is of the
order of 4X10¥ cm™3, which is only 0.01% of the
overall bond concentration. We believe that this is not
unreasonable for amorphous solids.

A comprehensive quantitative comparison of the re-
sults obtained in this paper to the experimental data on
ac conductivity in As,Se; will be published elsewhere.
It allows us to conclude that small bipolaron hopping
definitely manifests itself in chalcogenide glasses at quite
low temperatures.

As in the case of the SP model,® the presence of a high
configuration barrier V strongly reduces the probability
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(43) of SB hopping, thus reducing the characteristic size
of the pairs participating in the ac conductivity up to
several A. This means that the typical energy of the
Coulombic repulsion of two SB’s, localized at a pair, is
much greater than 7. Therefore, the intersite Coulombic
correlation effects,?! in contrast to the ac hopping con-
ductivity involving shallow centers in crystalline semicon-
ductors, "33 play a crucial role in SB hopping at all tem-
peratures, as has been assumed above.

A similar analysis might be made with respect to
a-Si0, and a-Si3;N,, although the detailed comparison
needs much more elaborate experimental data. [For in-
stance, in a-Si0O,, in qualitative accordance with the SB
model, s also is very close to unity, while n <<1 (see Refs.
1,2,and 9).]

Another extremely interesting application of the
theory presented in this paper is likely to be connected to
the recent experiments on the hopping transport of
charged carriers both in molecularly doped polymers
(MDP’s) (Ref. 34) and crystalline La,CuO,,, (see Ref.
35). (The latter might be viewed as a high-T, supercon-
ducting material below the point of an insulator-to-metal
transition.) It is very important that the transition from
AA to ANA regimes of SP (or SB) hopping is first direct-
ly observed®* in MDP simply by changing the concentra-
tion of dopants, which there is equivalent to changing the
characteristic hopping length r. These experiments®* also
reveal a strong dependence of the (bi)polaron hopping ac-
tivation energy ¥V upon r that is typical for the AA re-
gime in the case when J,>2W, or W,.

If so, then the ac conductivity measurements might
also reveal the AA-ANA transition in MDP’s by means
of the minimum in the s (7) dependence. To observe this
minimum, a material with the concentration of dopants
slightly lower than that corresponding to the AA-ANA
transition observed in the dc experiments3* should be
used. For such a material, one could expect to find the
intimate pairs with the barriers V strongly dependent
upon the ac hopping distance 7, 1, as well as the distant
pairs with the constant V effectively participating in hop-
ping at low and high temperatures, respectively.

ACKNOWLEDGMENTS

The authors wish to thank Dr. T. Ashworth, Dr. R. D.
Redin, M. Westphal, and J. Wood for critical reading of
the manuscript. The valuable discussions with Dr. D.
Emin are greatly appreciated. This work was supported
in part by the SDSM&T Foundation.

IN. F. Mott and E. A. Davis, Electronic Processes in Non-
Crystalline Materials, 2nd ed. (Clarendon, Oxford, 1979); S.
R. Elliott, Adv. Phys. 36, 135 (1987).

2M. Meaudre and R. Meaudre, Phys. Rev. B 29, 7014 (1984); K
Shimakawa and A. Kondo, ibid. 29, 7020 (1984).

3C. T. Kirk, Jr., J. Appl. Phys. 50, 4140 (1979).

40. F. Schirmer and E. Salje, J. Phys. C 13, L1067 (1980); T. M.
Rice and L. Sheddon, Phys. Rev. Lett. 47, 689 (1981).

SR. A. Street, Phys. Rev. B 17, 3984 (1978).

6A. G. Petukhov and M. G. Foygel, Fiz. Tekh. Polopruvodn.



17 030

21, 118 (1987) [Sov. Phys. Semicond. 21, 71 (1987)]; A. G.
Petukhov, ibid. 22, 527 (1988) [ibid. 22, 323 (1988)].

"D. Emin, in Polycrystalline and Amorphous Thin Films and De-
vices, edited by L. L. Kazmerski (Academic, New York,
1980), p. 17.

8A. G. Petukhov and M. G. Foygel, Zh. Eksp. Teor. Fiz. 95,
1037 (1989) [Sov. Phys. JETP 68, 597 (1989)].

9R. A. Long, Adv. Phys. 31, 553 (1982).

103, R. Elliott, Philos. Mag. B 36, 1297 (1977).

HA. G. Petukhov, Fiz. Tverd. Tela (Leningrad) 32, 168 (1990)
[Sov. Phys. Solid State 32, 94 (1990)].

12Hereafter, the relaxation conductivity (see Refs. 1 and 9) will
be considered when an external field alternates the pair
configuration potential, and when the energy, released as a re-
sult of the phonon-assisted carrier jump, is absorbed by the
lattice. Unlike these, during the resonant jump the elec-
tromagnetic quantum is directly absorbed by a two- or three-
level system.

13p. W. Anderson, Phys. Rev. Lett. 34, 953 (1975).

14T, Holstein, Philos. Mag. B 37, 49 (1978).

15T. Holstein, Philos. Mag. B 37, 499 (1978).

16A. 1. Larkin and Yu. N. Ovchinnikov, Zh. Eksp. Teor. Fiz. 86,
719 (1984) [Sov. Phys. JETP 59, 420 (1984)].

7The tunnel jumps (see Ref. 11) that occur at low temperatures
for both cases (Fig. 3) should be considered as elastic.

131, D. Landau and E. M. Lifshitz, Physical Kinetics (Pergamon
Press, 1980).

19The dipole moment of a symmetric pair in state 3 is close to
zero and, therefore, is not taken into consideration.

201.. D. Landau and E. M. Lifshitz, Statistical Physics, 3rd ed.
Pergamon, Oxford, 1980), Part. I.

21A. L. Efros, Philos. Mag. 43, 829 (1981).

22polarons (in Russian), edited by Yu. A. Firsov (Nauka, Mos-

M. FOYGEL, A. G. PETUKHOV, AND A. S. ANDREYEV 48

cow, 1975); V. G. Karpov, Fiz. Tekh. Polopruvodn. 19, 123
(1985) [Sov. Phys. Semicond. 19, 74 (1985)]; V. V. Bryksin
and A. N. Samukhin, Fiz. Tverd. Tela (Leningrad) 29, 178
(1987) [Sov. Phys. Solid State 29, 98 (1987)]; D. Emin, Phys.
Rev. B 43, 11720 (1991).

23D. Emin, Phys. Rev. B 46, 9419 (1992).

24This means, formally, that Eq. (37) does not possess any real
solution.

23S. V. Meshkov, Zh. Eksp. Teor. Fiz. 89, 1734 (1985) [Sov.
Phys. JETP 62, 1000 (1985)].

268. Coleman, in The Whys of Subnuclear Physics, Proceedings of
the Fifteenth International School of Subnuclear Physics, Er-
ice, Italy, 1977, edited by A. Zichichi (Plenum, New York,
1979), p. 805.

271t has been mentioned before that the case of small polaron
shifts (W, < U /2), which corresponds to k <2, is not a subject
of present consideration because, under this condition, the bi-
polaron state is not a ground one.

281n reality, the phase curve represent some bands within which
a smooth transition from one regime of SB hopping to anoth-
er occurs.

29B. I Shklovsky and A. L. Efros, Electronic Properties of Doped
Semiconductors, Springer Series in Solid State Sciences Vol.
45 (Springer-Verlag, Berlin, 1984).

30W. A. Harrison, Phys. Rev. B 27, 3592 (1983).

31To be described by s decreasing and » increasing with the in-
crease of T [see Eq. (58)].

32M. Foygel, K. Kambour, and A. G. Petukhov (unpublished).

33M. Pollak and T. H. Geballe, Phys. Rev. 122, 1742 (1981).

341.. B. Schein, D. Glatz, and J. C. Scott, Phys. Rev. Lett. 65,
472 (1990).

35C. Y. Chen, R. J. Birgeneau, M. A. Kastner, N. W. Preyer,
and T. Thio, Phys. Rev. 43, 392 (1991).



