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We report the simulation of the optical absorption and emission spectra of the Eu®" ion doped in a
sodium disilicate glass. A model of this glass was previously simulated by the molecular-dynamics tech-
nique. We employ a full treatment, including J mixing, of the point-charge crystal-field method
developed for doped crystalline materials in order to simulate (1) the °L¢,’D; , o« 'F,; absorption spec-
trum and (2) the >Dy— "F,_g emission spectrum of the Eu’* ion. This produces simulated spectra with
correct energies and relative intensities. A comparsion to experimental room-temperature absorption
and fluorescence spectra of the corresponding laboratory glass is presented. By combining the simulated
structural model with the calculated optical spectra, we are able to investigate spectra-structure correla-

tions of doped inorganic glasses.

I. INTRODUCTION

It is well known that optical spectra of rare-earth ions
doped in glasses consist of a superposition of contribu-
tions from individual ions distributed amongst the entire
ensemble of local environments. As such, the spectra ex-
hibit inhomogeneous broadening and information about
the local environment of the rare-earth ions is exceeding-
ly difficult to obtain. Energy-selective spectroscopic tech-
niques, such as laser-induced fluorescence line narrowing
(FLN),!™* have been used to overcome the difficulty
presented by the inhomogeneous broadening of the
fluorescence peaks. In this technique, energy subsets of
the whole ensemble of doped ions are resonantly excited
by a narrow band source, such as a tunable dye laser.
Thus, fluorescence observed from the sample originates
from this subset. Two different approaches have been
taken to extract structural information from FLN spec-
tra: (1) Brecher and Riseberg!® have compared FLN
spectra of Eu™ in silicate and fluoroberyllate glasses
with energy levels derived from a simple point-charge
model of ligands surrounding a Eu®* ion in a distorted
polyhedra, (2) Brawer and Weber®™!° simulated Eu®*-
doped fluoroberyllate glasses using Monte Carlo and
molecular-dynamics (MD) techniques. Under a point-
charge model, Brawer and Weber examined the range
and distribution of energy-level splittings of the ground-
state manifold of the Eu®t ion. Certain simplifications
were introduced in their calculations: (1) only the "F,
and ’F, manifolds were treated, (2) Do J mixing was as-
sumed, (3) only ligands within 2.75 A were considered in
the point-charge calculation, (4) only the second-order
crystal-field parameters were included in the calculation,
and (5) only relative energy-level splittings of the elec-
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tronic manifolds were inferred. Qualitative observations
were made which agreed with the results of the experi-
ment. Firstly, the range and distribution of crystal-field
energy levels agreed with observations of both broadband
and FLN spectra. Secondly, the high-energy asymmetry
of the °D,—"F, emission profile together with the mag-
nitude of the inhomogeneous broadening of the
SDy,—F, band were both successfully predicted. Final-
ly, the overall linewidths and average energy-level split-
tings were predicted to be smaller in the modified glasses
than in the BeF, glass.

In retrospect, Weber!! felt that although a qualitative
agreement was obtained by the simple electrostatic mod-
el, accurate calculations, and simulations of both the lo-
cal structure and electronic energy levels would be re-
quired to quantitatively predict and interpret optical
spectra of glasses.

In a previous article,!? we analyzed the local structure
of Eu’™ ions doped in simulated amorphous
silica  (SiO,:Eu") and sodium disilicate glass
(Na,0-28i0,:Eu*"). These glasses were simulated by the
MD technique.!> We showed that the Eu®* ions are
found as quasimolecular complexes'* and have average
coordination numbers of 4 and 6 in SiO, and Na,0-2Si0O,
glasses, respectively. We also showed that the local
structure of the europium ions is influenced to a greater
degree by bonding and energetic requirements than by
the topology of the silicate framework.

In this paper, we examine the relevancy of making
correlations between the local environment and the cal-
culated spectral features of the Eu®" ions doped in simu-
lated Na,0-28i0, glass. We shall employ a full treat-
ment, including J mixing, of the point-charge crystal-field

method developed for doped crystalline materials!>~!8 in
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order to simulate (1) the °Lg,’D; , 1 o< 'F,; absorption
spectrum and (2) the °Dy—"F; (J =0-6) emission spec-
trum of the Eu** ion. The method employed is related to
the “lattice-summation” technique,'>?® where crystal-
field parameters are derived from the interaction between
the impurity ion and the electrostatic potential of the sur-
rounding lattice. Knowing the position and charge of
each atom, we can calculate the electrostatic potential at
the rare-earth site by summing each individual atomic
contribution. The calculated crystal-field parameters are
used (1) in the calculation of the splitting of each J mani-
fold and (2) in the calculation of the transition probabili-
ties between all individual components of each J mani-
fold. In effect, this gives us a simulated emission or ab-
sorption spectrum with correct energies and relative in-
tensities. Experimental data obtained from absorption
and fluorescence spectroscopy of the corresponding labo-
ratory glass are presented.

II. THE SIMULATED GLASS

The molecular-dynamics (MD) method used to per-
form the simulation of the atomic structure of the doped
glass is based on the numerical integration of the classical
Newtonian equations of motion. The force law used in
the calculation is derived from a pairwise (two-body) ion-
ic potential which includes a Pauling repulsive term. It is
of the same form as that described by Mitra and Hock-
ney?"?? and is found to be

q9:49;

2
ij

F(r;)= 1+sign(q,~qj) , (D

o;to; ]"

ij
where g; and g; are the ionic charges, o; and o; are the
ionic radii of the atoms i and j, n is a measure of the
hardness of the repulsion, and 7y is the distance between
atoms [ and j. Charges, radii, and n were determined
empirically such that they reproduce the observed short-
range structure of the corresponding laboratory glass.?>2*
The composition of the simulated glass is given in Table
1, with other relevant parameters. A cubic cell was used
in these calculations with periodic boundary conditions
to eliminate the possibility of surface effects. The simula-
tion was performed on an IRIS 4D/25G workstation
from Silicon Graphics. To insure a statistical distribu-
tion of Eu?™ environments, we have simulated a total of

TABLE 1. Simulation parameters for the Na,0-2SiO,:Eu’*”*
glass.

N2a,0-28i0,:Eu’ ™"

Molar fract. of Na,O (x) 0.33

Number of O ions 337

Number of Si ions 134

Number of Na ions 132

Number of Eu ions 2

Simulated density 2.507
(g/cm?)

Oxygen molar volume 14.499
(cm®/mol 0*7)

Length of box side (A) 20.085
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75 glass configurations, each containing two Eu®" ions.
Details concerning the simulation procedure and the
potential parameters are found in a previous paper.!2

III. THE LABORATORY GLASS

Two samples of Eu3"-doped sodium disilicate glasses
were prepared. Sample “A” has a Eu3" concentration of
0.94 wt. % (8.79% 10" jons/cm?3), and sample “B” has a
Eu®* concentration of 5.0 wt. % (4.52X 10% ions/cm?).
The preparation procedure was the following: (1) ground-
ing appropriate quantities (see Table II) of analytical
reagent grade oxides and carbonate (SiO,, Na,CO;,
Eu,0;), (2) melting the powders at 1200°C for 1h in a
platinum-rhodium crucible in an electrically heated fur-
nace, (3) fritting in deionized water then drying, crushing,
and remelting at 1200°C for 1 h, and (4) annealing for a
period of 1 h at 500 °C and then slowly air cooling.

Practical considerations dictated the use of two
different samples. The 5% sample was studied in absorp-
tion in order to obtain a better signal-to-noise ratio,
whereas the 1% sample was studied in emission in order
to minimize possible energy transfer between the Eu®*
ions.

IV. SPECTROSCOPY OF THE LABORATORY GLASS

A room-temperature absorption spectrum of sample B
was recorded between 350 and 600 nm using a Perkin-
Elmer Lambda 5 spectrophotometer (resolution, 1 nm).

Room- and nitrogen-temperature broadband emission
spectra were taken by exciting sample A with the 514.5-
nm line of a Coherent CR-18 argon-ion laser. The
fluorescence line narrowed (FLN) spectra were excited
using a Spectra Physics 375 dye laser operating with rho-
damine 6G (Exciton) pumped by the 514.5-nm line of the
argon-ion laser. The concentration of the dye was 1073
mol/dm? in ethylene glycol (Aldrich, spectrophotometric,
99+ %). The dye laser has a typical linewidth of 2 cm™!
full width at half maximum (FWHM) over the tuning
range of 573—-581 nm used in this study. The emission
spectra were recorded by using a Jarrell-Ash 1-m
Czerny-Turner double monochromator. The emission
signal was monitored by an RCA-C31034-02 photomulti-
plier. The photomultiplier was thermoelectrically cooled
so that its background dark rate was below 2 counts/s.
The photomultiplier signal was processed by a
preamplifier, model SR-440 (Stanford Research Systems).

TABLE IIL Composition of the  experimental
Na,0-28i0,:Eu®* glasses.
Sample “A” Sample “B”
Mass (g) % molar Mass (g) % molar
SiO, 5.25093 65.99 5.0000 66.05
Na,CO; 4.750 84 33.85% 4.4100 33.02¢
Eu,0, 0.077 6 0.17 0.3989 0.93

2The molar percentage reported is for the oxide Na,O, which re-
sults from the high-temperature decomposition of the carbonate
Na,CO;.
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A two-channel gated photon counter, Model SR-400
(Stanford Research Systems) was used as the data acquisi-
tion system. The signal was recorded under computer
control using the Stanford Research Systems’ SR-465
software data acquisition/analysis system. The low-
temperature spectra were acquired at 77 K using a Janis
Research ST-VP-4 continuous flow cryostat.

V. CRYSTAL-FIELD ANALYSIS

The crystal-field Hamiltonian that describes the in-
teraction of the Eu®' ion with the host lattice can be
written as

Fcpr= 2 Apm 2 1Com (P1) (2)

where the first sum covers those values of » and m al-
lowed by the symmetry of the site of the rare earth. With
n even, Eq. (2) is used to calculate the crystal-field split-
tings; for n odd, it is used to calculate transition probabil-
ities. The second sum is over i =6 electrons of the 4f°
configuration of the Eu®" ion. The simplest description
of the crystal field uses the point-charge model, in which
the atoms of the lattice surrounding the rare-earth ion
are described by point charges. This model neglects both
the finite spatial extent of the ligand charge density and
the wave function overlap of the optically active 4f elec-
trons with the ligands.?® For point charges, eq ; located at
R,, the crystal-field components, 4,,, of Eq. (2) are given
by

e? Com(R))
29 .
n J Rj +1

nm 47750

In Egs. (2) and (3), the irreducible spherical tensors
C,.(r) are related to the spherical harmonics
Y, (0,¢).2

Using the atomic positions obtained from the
molecular-dynamics simulation and by choosing ap-
propriate ionic charges for each atom type, it is possible
to calculate the crystal-field components, 4,,,. Using the
three-parameter theory of crystal fields proposed by
Leavitt, Morrison, and Wortman,'> the crystal-field pa-
rameters, B,,,, can be calculated.

The B,,, crystal-field parameters are directly related to
the point symmetry of the local environment of the Eu®™
ion. For reasons which will be discussed in Sec. VIII, we
have chosen to analyze the simulated structure using a
C, point-group symmetry. From the crystal-field param-
eters B,,, it is possible to calculate the crystal-field
strength. A quantitative measure of the strength, S¢g, of
the interaction between the rare-earth ion and the sur-
rounding lattice can be obtained from the equation de-
rived by Leavitt.”’

The crystal-field strength is directly related to the split-
ting of the J manifolds due to the crystal field; in general,
the larger the value of Scg, the larger the splitting will
be.
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VI. INTENSITY CALCULATIONS AND
BRANCHING RATIOS

Following Condon and Shortley,?® the line strength S,
of a radiative transition between individual components a
and b, of J states 4 and B, is given by the square of the
matrix element

S, =(b|Pla)|?, @)

where P is the appropriate operator (electric or magnetic
dipole).

Electric dipole intensity calculations were performed
using the “full” Judd-Ofelt theory of induced electric di-
pole transitions.?>® This theory involves the calculation
of the squared matrix elements of the electric dipole
operator between crystal-field split eigenstates including J
mixing. The effective electric dipole moment operator,
used in the present calculations, is identical to Eq. (1) in
Ref. 31. We can compute the necessary parameters
found in this equation and subsequently calculate the line
strength SEP using the methods proposed by Krupke??
and by Morrison ef al.3® Within the electronic
configuration 4", magnetic dipole transitions are parity
allowed. Thus, the calculation of the line strength is
more straightforward than for the electric dipole case.
With the proper dipole moment operator, Eq. (4) can be
directly used to give the magnetic dipole line strength
SMD 31 Finally, one must note that J mixing of eigen-
states is included in the calculation of the magnetic di-
pole and electric dipole line strengths.

In order to calculate the intensity of line-to-line transi-
tions in the simulated emission and absorption spectra,
we will use (1) the oscillator strength between the indivi-
dual components a and b, f,,, for the absorption process:

(n2+2)?
On

2
_ 87'mcoy,

fab— 3h

SED 4+ psMD (5a)

“and (2) the transition probability between the individual

components a and b, A5, for the emission process is

given by

n(n?+2)?
9

Sa>+n3SyP

(5b)

VII. SIMULATED SPECTRA

The following procedure was used to calculate elec-
tronic spectra of the Eu®" ions doped in the simulated
silicate glass. The bulk of the procedure is the same for
the calculation of both emission and absorption spectra.
Differences arise during discussions of line intensities.

A principal axis transformation of each of the 150
Eu®" configurations!? was performed to correlate the en-
ergy levels with the structure and charge distribution at
each rare-earth site. Starting with a Eu3" ion at the
center of a Cartesian coordinate system representing the
glass configuration, we can define the components of the
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quadrupole moment tensor at the rare-earth site as a
(3 X 3) matrix such that its quadratic form is

2 , (6)

———rr

R} M

where a summation over the entire ensemble of L ligands
is carried out. The parameters of the quadratic form are
qr, the electronic charge of ligand L, R;, the distance
separating ligand L from the Eu®" ion, and it the x, y,
or z components of the position of ligand L. This sym-
metric matrix M;; is diagonalized and yields eigenvalues
A, Ay, A5 and eigenvectors A, A,, A;. The eigenvectors
represent the principal axes of an ellipsoid. The magni-
tude of the major and minor axes are given by the eigen-
values. Sorting the eigenvalues such that A;>A,>A; and
rearranging the eigenvectors correspondingly permits us
to carry out an alignment of each quadrupolar moment
ellipsoid. By a similarity transformation,** we can apply
the same rotation obtained through the alignment of the
ellipsoids to each of the 150 glass configurations.

Once each of the glass configurations is aligned, we cal-
culate the crystal-field parameters by a program which
takes as input (1) the positions of all atoms with respect
to the central Eu’* ion and (2) the charges assigned to
each atom type. It proceeds to determine the spherical
tensors C,,, using a recursive method which calculates
the associated Legendre polynomials. The C,,, parame-
ters are used in the calculation of the crystal-field com-
ponents A,, using Eq. (3). The even-n A,, are
transformed into crystal-field parameters B, using the
p, parameters previously reported for Eu®*."

In order to generate a graphic representation of the
simulated emission and absorption spectra, the calculated
energies are collated and sorted. A Gaussian band shape
is assigned to each of the energies. The spectral envelope,
Z(E), is given by

1 No
S S I exp

V2mw-No =155

(E_Ek,ab )?
2w? ’
(7)

where the first sum is over the N,=150 Eu®"
configurations and the second sum is over the 49 possible
line-to-line Dy —"F; (J =0-6) transitions for the emis-
sion spectrum or is over the (4X29) possible line-to-line
L, °D3, °D,, °Dy, °Dy«"F | transitions for the absorp-
tion spectrum. The E, ,, are the line-to-line transition
energies for each of the Eu®' ions, such that
E; s =|E,—E,|;. The width w of each individual
Gaussian has been chosen to be ~75 cm ™! for the emis-
sion spectrum and =100 cm™! for the absorption spec-
trum. These widths were chosen such that the 150 Eu®™"
ions of the simulated glass effectively represent the mac-
roscopic ensemble of doped ions found in the experimen-
tal glass. The difference in these widths stems from the
fact that two different types of experimental spectra (ab-
sorption and emission) were taken at different resolutions.
The intensity parameters I'%; are defined as the follow-
ing:

16 293

I =Fap*l(Brap ) (Agap)] (8a)
with 4.7} given in Eq. (5b), and

I =F8 fia » (8b)

where the f; ,, are given by Eq. (5a). The FjP° are scal-
ing factors. The B, are radiative branching ratios for
line-to-line fluorescence transitions. These branching ra-
tios are defined as the ratio of a specific radiative transi-
tion from the a emitting state to a specific b state divided
by the sum of all the radiative transitions initiated from
the a state of the kth Eu** configuration:

ems
A kb

B
foab 3 A

, 9)

where a represents a given emitting state and b represents
lower energy states. The A4;7; are the line-to-line radia-
tive transition probabilities for the kth configuration as
defined in Eq. (5b), and the sum is over all the possible
lower states. The sum of all B, is necessarily equal to 1.

VIII. RESULTS AND DISCUSSION

A. Type of calculations and assumptions

Several choices had to be made before we calculated
the optical spectra of Eu>" ions doped in the simulated
glass. These choices pertain to the type of calculation
and to certain assumptions made in order to solve the
crystal-field Hamiltonian of each Eu" configuration.
Specifically, the following points had to be considered.

1. Point-charge crystal-field model

Several ab initio models for predicting the energy-level
schemes of rare-earth ions doped in solid matrices have
been successfully proposed: the electrostatic model,* the
method of operator equivalents,> the superposition mod-
el, 3¢ the angular overlap model,>’ and molecular-orbitals
calculations.®® The choice of the point-charge crystal-
field model based on the three-parameter theory
developed by Leavitt, Morrison, and Wortman!® is
justified with regards to the type of molecular modeling
we have performed. In effect, the MD technique, using a
two-body potential, considered only electrostatic (ionic)
interactions; no bond directionality is introduced with
this type of potential to simulate covalent interactions or
orbital overlap. Therefore, the use of ligand-field theory
or molecular-orbital theory would not be justifiable in
this context.

2. Point symmetry of the Eu’" ion

As we have reported in a previous article,'? none of the
150 glass configurations present a high degree of symme-
try. This is normally expected due to the disordered na-
ture of the glass matrix, which dictates that the lowest
symmetry possible must prevail. As such, the point sym-
metry of the ‘‘sites” occupied by the rare-earth ions
should be regarded as C,. Brecher and Riseberg! used a



16 294

C,, symmetry in their treatment of FLN spectra. The
reasons they invoked were that (1) this was the highest
symmetry in which the full splitting of the ’F; and ’F,
levels is accounted for, (2) it is a subgroup of almost all
the higher point symmetries and therefore allowed the
application of the descending symmetries technique, and
(3) it was, at that time, the lowest symmetry for which
simple CF calculations could be performed. In the case
at hand, the choice of a C, point symmetry for the rare-
earth environment was dictated by similar considera-
tions.

3. Free-ion parameters

When a rare-earth ion is placed into a solid-state lat-
tice, the ion becomes influenced by the inhomogeneous
electric fields arising from the presence of the atoms of
the lattice (the so-called crystal-field). This causes the
lifting of the degeneracy of the J levels of the free ion.
The crystal-field Hamiltonian can actually be considered
a perturbation of the free-ion Hamiltonian. Although the
true energies of the free-ion are exceedingly difficult to
obtain experimentally, the free-ion parameters in the
Hamiltonian of the Eu®" ion have been given based on an
analysis of the spectrum of Eu®' in aqueous solutions.
Table III presents (1) values computed using the free-ion
parameters found in Ref. 39 for the energy-level
barycenters of Eu3", (2) the experimental barycenters of
the J manifolds found for the absorption and emission
spectra of the Na,0-2Si0,:Eu’" laboratory glass, and the
(3) barycenters of the J manifolds used, in the present
simulation, adjusted in order to obtain a proper fit with
experimental results.

4. Lattice-summation technique

In their original contribution on the simulation of
rare-earth optical spectra, Brawer and Weber’ only con-
sidered the ligands of the first coordination shell, i.e., F~
ligands that were found inside a sphere of 2.75 A of ra-

TABLE III. Energy-level barycenters for various Eu®" ions.

J manifold E_. (cm™1) E.. (cm™1)® Eg, (cm™!)
Fo 0.0 0 0
F, 381.0 380 350
F, 1049.5 961 925
F, 1911.9 1980 1939
F, 2897.9 3055 3000
Fs 3958.7 3842 3886
"F 5060.2 4922 4882
SDq 17316.6 17275 17228
D, 19057.3 19 008 19 000
°D, 21529.8 21523 21500
D, 24420.7 24440 24390
5L 25406.3 25450 25375

*Fitted parameters for Eu®* (ag) found in Ref. 39.
"Experimental barycenters of the Na,0-2SiO,:Eu*" experimen-
tal glass.

°Best-fit parameters used for the Na,0-2Si0,:Eu** simulated
glass.
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dius with the Eu®" lying at its center. They limited their
calculations to the second-order parameters in the
crystal-field expansion, which simplified the relationship
between energy levels and glass structure. After verifying
the behavior of the B,,, parameters with respect to dis-
tance from the rare-earth ion, we noticed that the
crystal-field parameters converged to a given value only
after a distance of =12 A. This prompted us to take into
account all the atoms in our simulated ensemble. This is
closely related to the crystalline lattice-summation tech-
nique, where the electrostatic crystal field at an impurity
site is determined by summing the contributions of all
atoms in a given volume of crystallographic space. Such
a calculation is feasible for a crystal because of the in-
herent translational symmetry of the unit cell. For an ex-
perimental glass this is impossible, since the unit cell is
infinite. However, in the case of a computer-simulated
glass, where atomic positions are known, such a calcula-
tion is possible.

5. Stimulating the effects of covalency

The last point of concern was the use of partial charges
in the crystal-field calculation. While performing the cal-
culations using Eq. (3) for rare-earth ions doped in
several crystalline materials, Karayianis and Morrison®®
investigated the effects of varying the charges from their
purely ionic values to partial charges. They found that
the introduction of partial charges had a significant effect
on the fitting of experimentally obtained energy levels.
Effectively, the inclusion of partial charges used in a
reanalysis of the optical spectra of a number of rare-earth
ions in CaWQ,, resulting in a different interpretation of
experimental data.*® The inclusion of partial charges in
the crystal-field calculation reduces the magnitude of the
electrostatic interaction between atoms which leads to a
simulation of the effects of covalency. This does not in
any way constitute the introduction of a covalency term
in the crystal-field calculation. In Fig. 1, we show the
effect of the variation of the oxygen and silicon charges
upon the simulated Dy« ’F, transition. We chose a
value between —2.0 and — 1.0 for the charge on the oxy-
gen ions and kept the full charge value on the europium
and sodium ions, so that the charges on the silicon were
varied to maintain the electroneutrality of the whole en-
semble of atoms. We observed the following trends with
decreasing charge on the O?~ and the Si** ions: (1) a red
shift of the maxima, (2) a narrowing of the peaks, (3) a de-
crease in the intensity of the peaks, and (4) the disappear-
ance of the high-energy asymmetry. All of these observa-
tions are consistent with what one would observe from an
increase in the covalency of the silicate framework. Thus
the choice of ionic charges was dictated by how well we
could reproduce the various spectral features. Firstly, we
considered the position, width, and shape of the
SDy<F, transition. The europium-doped sodium disili-
cate glass shows, for this transition (room-temperature
absorption), the following features: (1) a maximum situ-
ated at 578.9 nm, (2) a pronounced asymmetry on the
high-energy side of the band, and (3) an FWHM of 88
cm™!, all of which are confirmed by the results of
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FIG. 1. Effect of variation of oxygen and silicon charges
upon the simulated *Dy,—F,, transition.

Kurkjian et al.*' Secondly, we considered the width and
shape of the °D,—'F, transition with the specific inten-
tion of reproducing the noticeable splitting due to the
triplet nature of the 'F, state. These considerations lead
us to simulate the spectra with the following ionic charge
values: (1) oxygen; — 1.000, (2) silicon; +1.485, (3) sodi-
um; +1.000, and (4) europium; +3.000. These values are
in good agreement with the partial ionic charges for the
SiO% ™~ tetrahedron reported by Pauling;*? (+1.06 for the
silicon atom and — 1.27 for the oxygen atoms).

B. Simulated and experimental spectra

1. Absorption

Figure 2 shows a comparison between the absorption
spectrum of the laboratory glass and that for the

0.18
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FIG. 2. Comparison between room-temperature absorption
spectra of experimental and simulated Eu**-doped sodium disil-
icate glasses. The right-hand vertical axis represents the rela-
tive intensity (in arbitrary units) of the simulated absorption
spectrum.
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computer-generated Na,0-28i0,:Eu’" glass described in
a previous article,'? in the region between 350 and 600
nm. The simulated absorption spectrum shows only the
L, °D3, °Dy, °Dy, *Do<"F,; transitions. These levels
possess energies below 25000 cm ™!, this being the limit
where energy levels are still uncomplicated by extraneous
mixing. The relative population of the "F, and "F, mani-
folds was taken into account in the simulated absorption
spectrum by calculating the Boltzmann distribution at a
temperature of 300 K. The simulated absorption line
shape is seen to reproduce well the features of the experi-
mental spectrum. Table IV presents a comparison be-
tween (1) the position of the barycenters, (2) widths, and
(3) oscillator strengths of the simulated and experimental
absorption spectra. One basis of comparison between the
experimentally obtained absorption spectrum and the
simulated spectrum is oscillator strengths. In order to
compare the experimental values to simulated values cal-
culated with Eq. (5a), we need to sum individual line-to-
line simulated oscillator strengths (Eq. Sa) over all a and
b components of J states 4 and B. The scaling factors of
Eq. (8a) are also found in Table IV. These factors were
chosen such that (1) the relative intensities of the simulat-
ed manifolds approximate those of the experimental man-
ifolds and (2) the simulated oscillator strength of the
’D,<"F, transition is equal to that of the experimental
transition. The °D,<'F, transition was specifically
chosen because of its relatively high optical density and
because it is situated in a region free from interfering
transitions. The scaling factors for transitions to the
three lowest excited states are close to unity, whereas fac-
tors for the two highest excited states are approximately
4.5. The higher scaling factors in the latter case might be
due to the presence of several transitions, in the
24000-27000 cm ™! region, which were not taken into
account in the calculation. Because of broadening and
overlap these unaccounted for transitions lend some in-
tensity to the experimental transitions, forcing us to over-
compensate the intensities of the calculated transitions
for the sake of comparison.

—— experimental spectrum
simulated spectrum

Intensity (arbitrary units)

vt boccbeos b Lo i o

0 AT T AR T TR e e
580 600 620 640 660 680 700 720
Wavelength (nm)

FIG. 3. Comparison between room-temperature emission
spectra of experimental and simulated Eu®*-doped sodium disil-
icate glasses.
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TABLE IV. Absorption barycenters, linewidths, and oscillator strengths of the experimental and
simulated Na,0-2Si0,:Eu’" glasses. (Only the electronic transitions which have been simulated are re-

ported.)
NazO-ZSiOZ:Eu3+ Nazo'ZSiOZIEu3+
Experimental glass Simulated glass
Barycenter FWHM Barycenter FWHM Scaling
Assignment (cm™1) (em™)  f(Xx1077) (cm™!) (em™!) £ (X1077) factors®
SDy<—'F, 16978 321 0.105 16901 328 0.064 1.32
SDy<'F, 17275 88 0.030 17282 102 0.028 1.32
SD,<'F, 18758 260 0.459 18 704 236 0.253 1.32
SD,<'F, 19008 94 0.148 19 008 150 0.209 1.32
SD,<'F, 21189 b 0.030 21144 b 0.029 1.32
SD,«F, 21523 230 1.207 21528 120 1.212 1.32
SD,<'F, 24 143 280 0.285 24128 372 0.227 4.42
SD;<'F, 24436 b 0.067 4.42
SLe¢<'F, c c c 25076 b 0.233 4.62
SLe<—'F, 25450 191 3.494 25444 212 5.624 4.62

?Factors defined in Eq. (8b).
*Indicates a shoulder.

“The presence of other transitions interferes with the identification of this band.

2. Emission

Figure 3 shows a comparison of the experimental and
simulated emission spectrum of the D, —'F; (J =0 to 4)
transitions for the same glasses. Although they have
been calculated, the >D,—"F ¢ transitions are not shown
in this figure for reasons of clarity.

We find in Table V a comparison of band positions,
widths, and relative intensities for the simulated and ex-
perimental room-temperature emission spectra for the
Na,0-28i0,:Eu®* glasses. The scaling factors of Eq. (8b)
are also found in Table V.

Overall, a good qualitative agreement has been ob-
tained for the positions and energy splittings of the simu-
lated emission transitions. It is evident that discrepancies
arise between the laboratory and simulated emission

spectra. The most probable reason is due to the fact that
we are simulating a ‘‘static” spectrum. We have con-
sidered the amorphous environment as merely supplying
a static average electrostatic field. Any dynamic process
which occurs in the laboratory sample, such as ion-lattice
coupling (vibronic coupling) or ion-ion coupling (energy
transfer), which affect specific aspects of the laboratory
spectrum will necessarily be missing from the simulated
spectrum. For example, Tables IV and V show the pres-
ence of a Stokes shift between the experimental D y«'F,,
absorption and *D,—"F, emission transitions. Since we
have not included a vibronic coupling term in the pertur-
bation Hamiltonian, we are evidently not able to simulate
such effects as Stokes shifts or vibronic sidebands.
Nevertheless, the model we present here fails in repro-
ducing accurately the °D,—'F, transition. As seen in
Fig. 3, the overall intensity of the simulated *D,—F,
transition is adequate, but we were not able to reproduce

TABLE V. Emission barycenters and linewidths of the experimental and simulated
Na,0-28i0,:Eu’" glasses.
Na,0-2Si0,:Eu®™ Na,0-28i0,:Eu®*
Experimental glass Simulated glass
Barycenter FWHM Barycenter FWHM Scaling
Assignment (em™h) (cm™1) (cm™!) (cm™!) factors®
SDy—'F, 17288 75 17282 102 5.5
SDo—'F,; 16 901 375 16901 328 2.0
’Dy—'F, 16314 355 16328 272 1.0
’Do—'F, 15306 285 15289 114 1.1
’Dy—F, 14215X 155 ’ 114233 254 1.0
( 14524 l 100
’Do—"F5 (b) (b) 13352 224 5.0
SDo—"Fg 12 344 215 12349 148 0.07

*Factors defined in Eq. (8a).
®Barely observable transition.
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the observed intensity distribution of the five Stark com-
ponents of this transition. The five components of the ex-
perimental D,—F, transition are situated at 15982,
16107, 16255, 16385, and 16410 cm™~'. These have
been determined by a least-squares minimization routine
using Gaussian band shapes. It is clear that these five
components have very different transition probabilities
and thus contribute to the appreciable asymmetry of the
’D,—F, transition. The simulated >Dy— 'F, transition
only shows three distinct components with unexpected
relative intensities. The first, found at 16 088 cm ™!, cor-
responds to the 16107 cm™! component of the experi-
mental transition. The second, found at 16256 cm™!,
corresponds to the 16255 cm ™! component of the experi-
mental transition. The third component, found at 16 388
cm™l, corresponds to the 16385 and 16410 cm ™! com-
ponents of the experimental transition. One possible ex-
planation for the apparent absence of certain energy com-
ponents is the likelihood of other radiative transitions ap-
pearing in the same energy range of the experimental
spectrum. The presence of °D;—'F, transition com-
ponents within the same energy range as the Dy —'F,
manifold has been observed in various solid-state hosts.**
Nevertheless, it is very unlikely that radiative D, —"F,
transitions appear in the experimental emission spectrum
because of the presence of very efficient multiphonon pro-
cesses in silicate glasses,“4 which induce nonradiative
’D,—3D, transitions. Disregarding this disparity in
transition energies, the main problem still lies in
the relative intensities of the various components of
this simulated transition. In their theoretical
treatment of the FEu’" emission spectrum in
Na;[Eu(oxydiacetate);]-2NaClO,-6H,0, Morely, Saxe,
and Richardson*® observed that their calculations failed
to account for the intensity distribution observed for the
SD,—F, transition. They stated that the most likely ex-
planation was found in an analysis of the dynamic cou-
pling model reported by Kuroda, Mason, and Ros-
sini.***’ This model was also previously shown to be
identical to a mechanism based on an inhomogeneous
dielectric medium surrounding the rare-earth ion.** Elec-
trostatic interactions between the trivalent lanthanide ion
and its surrounding environment can be divided into two
categories. The first, static coupling, represents electro-
static interactions between the metal ion multipoles and
the net charges of the ligand atoms. Only the ligand
charges and atomic coordinates are used in this scheme.
The second, dynamic coupling, represents electrostatic
interactions between the metal ion multipoles and the
multipoles of the ligand charge distribution. Isotropic
ligand polarizabilities and atomic coordinates are nor-
mally used in this second scheme. Kuroda, Mason, and
Rossini concluded that the presence of dynamic coupling
and in particular the inclusion of ligand polarizability an-
isotropy was essential in the proper calculation of the
electric dipole intensity distribution of transitions which
exhibit quadrupole (Eu** )-dipole (ligand) coupling mech-
anisms, such as the >D,—’F, transition. In this study,
only the static coupling scheme has been implemented in
the calculation of the electric dipole strengths. It is evi-
dent that the inclusion of the dynamic coupling scheme,
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including ligand polarizability anisotropy, will resolve
any discrepancies for transitions with an important elec-
tric quadrupole character.

C. Spectra-structure correlations

The ability to infer structural features from spectra has
been, over the past few decades, one of the main goals of
optical spectroscopy. Some success has been borne out of
the study of doped crystals, nevertheless, any attempt to
do so with glasses was seen to fail. Since we are not re-
stricted by the direct study of an experimental spectrum,
it is possible for us to establish an indirect link between a
structural model of europium-doped sodium disilicate
glass and the experimental spectra of the corresponding
laboratory glass.

Using the simulated structural model of the Eu3*-
doped sodium disilicate glass, spectra-structure correla-
tions will be investigated. Each will stem from the
knowledge of the exact local atomic configurations sur-
rounding each of the doped ions and by the possibility to
identify and isolate individual structural contributions to
the simulated spectra. This is exemplified in the follow-
ing two figures. Figure 4 presents a graphic representa-
tion of a typical Eu*' local environment. , The ions
displayed are those found in a sphere of 4.0 A of radius
centered at the position of the Eu>" ion. The four atomic
types of the simulated glass are represented in this figure,
i.e., the central ion is the europium which is bonded to
seven oxygens which are themselves attached to silicon
atoms (the four smallest spheres), while the three sodium
atoms are represented with no bonds. In this
configuration, the average Eu-O bond length is 2.7 A, cal-
culated with a cutoff of 3.2 A. Figure 5 shows the
5D0<—7F0,1 region of the simulated spectrum, with the ex-
act energies of the Eu3" configuration represented in Fig.
4 indicated by the four arrows.

In optical spectroscopy of glasses, it is common prac-
tice to examine the evolution of various spectroscopic
features as a function of the excitation energy of an ab-
sorption band. As an example, features such as crystal-
field parameters and their ratios, energy barycenters, ra-
diative decay times of an emitting level, and Judd-Ofelt

O

FIG. 4. Schematic representation of local environment of
one of the 150 simulated Eu*" ions.
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FIG. 5. °Dy<F,, region of the absorption spectrum of the
simulated Eu**-doped Na,0-2Si0, glass. Arrows indicate loca-
tion of transition energies for the Eu** configuration represent-
ed in Fig. 3.

parameters, have been examined through fluorescence
line narrowing. This was interpreted as indirectly exam-
ining structural/spectral relationships in order to infer
details of the local environment of the doped luminescent
probe ions. We shall take the same approach and try to
recreate some of these experimentally derived relation-
ships.

1. Influence of the crystal field

The first relationship to be investigated is the possible
influence of the crystal field on the barycenter energy of
the Eu®" J manifolds. To a first approximation (point-
charge crystal-field model, no J mixing, no covalency
terms or other correction terms to the perturbation Ham-
iltonian), the only effect the crystal field will have is to lift
the degeneracy of the J manifold. Under this approxima-
tion, the barycenters of the J manifolds will be identical
to the corresponding free-ion barycenters. Therefore, the
only difference between two Eu®' configurations will be
in the amount of splitting of the respective J manifolds.
The width observed, for transitions of rare-earth ions
doped in a glass, could be interpreted as follows.
Configurations having high-field strengths will show a
large splitting and they will be sitting on either side of
the inhomogeneously broadened band. Conversely,
configurations having low-field strengths will have a
small splitting and will be sitting in the middle of the in-
homogeneously broadened band. Keeping with this ap-
proximation, a J =0<«>J'=0 transition, because the mani-
folds involved cannot be split, should show a width that
corresponds to homogeneous broadening and should not
show any inhomogeneous broadening. This is not the
case for the Dy<«>'F,, transitions of the trivalent europi-
um ion doped in sodium disilicate (Figs. 2 and 3), nor is it
true for any other Eu®*-doped inorganic glass. This first
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approximation is thus inadequate to explain the width of
such transitions and it is reasonable to assume that it is
also inadequate for transitions where J and/or J' are
different from 0. The question then remains. How does
the crystal field affect the position of the individual mani-
fold barycenters which make up the inhomogeneously
broadened bands of doped glasses?

In order to investigate this point, the crystal-field
strength Scp [Eq. (7)] has been plotted versus the excita-
tion wavelength (the position of the °D, manifold
representing the 3Dy« 'F transition) for each of the 150
Eu®" configurations. This plot is shown in Fig. 6. In this
figure, we observe a linear decrease, between 574.5 and
579 nm, of the crystal-field strength followed by a sharp
fall. The general trend for this transition, could then be
interpreted as a blue shift of the transitional energy with
crystal-field strength. This blue shift could be construed
as an indication of the overall covalency effect which was
introduced in the crystal-field model by the inclusion of
partial charges. This could be likened to the observation
of a red shift of the transitional barycenter with a de-
crease in the oxygen partial charge, as observed in Fig. 1.
Since the crystal-field strength is a representation of the
electrostatic interaction between the rare-earth ion and
its local environment, it could be expected that a decrease
of the crystal-field strength is a representation of an in-
crease in covalent interactions. However, since we have
not formally introduced a covalent interaction term in
the crystal-field Hamiltonian, it could be deemed improp-
er to make such a statement.

In order to investigate further this indication of co-
valency, we have plotted the energy barycenters of the
simulated D, —F, (J=0-6) transitions as a function of
the crystal-field strength. These plots are shown in Figs.
7(a) and 7(b). Two horizontal lines are seen to cross each
of the graphs. The dotted lines represent the energy of
the free-ion barycenters (second column of Table III).

600

500

400

300

Crystal-Field Strength (cm’)

200

100

oo b bvo bt bt b b b s

0 e e T
574 576 578 580
Wavelength (nm)

FIG. 6. Plot of crystal-field strength Scr as a function of
simulated *Dy<«—"F, transition wavelength.
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The full lines represent the energy of the simulated tran-
sitional barycenters (fourth column of Table V). Several
general observations can be made of these figures. First-
ly, the transitions do not present the same behavior to-
wards crystal-field strength. The D, —>7F0,1,2,3,4 transi-
tions present a blue shift of the barycenter energy with
increasing crystal-field strength, whereas the D, —'F 5.6
transitions present a red shift of the barycenter energy
with increasing crystal-field strength. Secondly, except
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FIG. 7. (a) Energy barycenters for the Dy —"F, , , ; transi-
tions versus crystal-field strength. (b) Energy barycenters for
the °Dy—F 4,5,6 transitions versus crystal-field strength.
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for the Dy, —F transition, all the transitions present a
decrease in the energy of the overall simulated barycenter
when compared with the free-ion barycenter. This is
likened to the experimental observation of the nephelaux-
etic effect seen in rare-earth doped crystals.* We must
note that, since no covalency term has been included in
the perturbation Hamiltonian, the nephelauxetic effect
cannot be calculated by the present crystal-field model.
However, this effect is observed because of the use of par-
tial charges which red shift the position of the overall
barycenters of each transition (Fig. 1). Thirdly, the mag-
nitude of the energy shifts of the overall transitional
barycenters are different from one level to another. The
magnitude of the effect of the overall covalency should be
different for each level.’®>! Finally, it is observed that
the magnitude and the shape of the crystal-field
strength-dependent energy shift is different from one level
to another.

2. J mixing

The only factor included in the crystal-field model,
which could explain all of the above-mentioned observa-
tions, is J mixing. J mixing is defined as the interaction
(or mixing) of states belonging to different free-ion levels
(which ordinarily have different J values). The influence
of J mixing is usually considered small when the free-ion
levels are relatively isolated as is the case for rare-earth
doped crystals. Caro, Beaury, and Antic,’® have shown
that the effect of J mixing in Eu®*-doped crystals is weak
and is practically null for the >D, level. In the present
case, although the D, and ’F, states are well separated
from one another, the individual J manifolds of the 'F 'y
states are only separated by approximately 1000 cm™!,
from one to the next. As for the *D, state, it is close to
the °D, , ; and 5L levels. All these manifolds show sub-
stantial overlap due to the disordered nature of the glass
which also contributes significantly to the presence of J
mixing. Since the crystal-field strength is directly respon-
sible for any variation of the splitting of a J manifold, in-
dividual Stark levels will be at different energies from one
Eu’" configuration to another. Because of this, J mixing
will also be different from one Eu®' configuration to
another, causing the observed shift in the energies of
transitional barycenters. Also, since each J manifold
presents a different amount of J mixing, each of the
>D,—>"F; transitions will present a variation in the mag-
nitude of the energy shift and a variation in overall
behavior. In all probability, this is the reason for the ob-
served blue shift of the D,—"F, | ,;, transitions and
the red shift of the Dy—’ F; ¢ transitions. Since the
’Fs ¢ states are much closer to the °D,, state, this reversal
could be explained by J mixing with the lower "F, states
and the higher >D, state.

This is an observation of the influence of the crystal-
field strength on J mixing. To verify this experimentally,
one would need to separate the individual contributions
of electrostatic interaction, covalency, J mixing, and a
multitude of other effects.>? This is complicated enough
for rare-earth ions doped in crystals, it is deemed impos-
sible for rare-earth ions doped in glasses. To investigate



16 300

the effect of J mixing theoretically, is also an insurmount-
able task. Specifically, to be able to predict the behavior
of the energy of the barycenters of individual J states, due
to a variation of J mixing with crystal-field strength,
would require an enormous amount of computational
time. When J mixing is taken into consideration in a
crystal-field calculation, the matrix elements of all the
possible aJM,a'J'’M' combinations must be calculated.
In the present crystal-field calculation, where we have
dealt only with the lowest 12 [SL] J states (which
represent a total of 78 individual Stark levels) of the Eu**
ion, the matrix of the perturbation Hamiltonian will have
78 X78 elements, with 78 diagonal matrix elements and
6006 off-diagonal matrix elements. These off-diagonal
matrix elements are responsible for the effect of J mixing.

Absorption and emission spectra of ions doped in
glasses consist of bands which are broadened due to the
superposition of contributions from individual ions distri-
buted among the entire ensemble of local environments.
This is the classical textbook definition of inhomogeneous
broadening. Yet, very little is known about the micro-
scopic origins of inhomogeneous broadening. To this
definition, we might add that one of the main contribu-
tions to inhomogeneous broadening is due to the varia-
tion of J mixing amongst the entire ensemble of local en-
vironments.

D. Model for the rare-earth environment

As we can see in Figs. 8 and 9, there are no distinguish-
able correlations between the excitation energy and the
numbers and average distances of the oxygen ligands sur-
rounding the subsets of Eu®* ions excited at a given ener-
gy. This leads us to believe that the presence of a limited
number of distorted “‘sites” as discussed by various au-
thors*»33760 is fallacious and that the rare-earth environ-
ments are rather composed of a continuous distribution
of local-fields which satisfy energetic bonding require-

7 - . . « et meme

Average coordination number

0 T e
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FIG. 8. Europium coordination number (oxygen ligands) as a
function of the simulated *Dy<«"F, transition wavelength.
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FIG. 9. Average ligand distance as a function of the simulat-
ed *Dy<«"F, transition wavelength.

ments of the Eu®* ions, while disregarding structural
bonding requirements normally attributed to complexes
or crystalline compounds. In this context, it is perfectly
understandable that a Eu®" ion surrounded by four oxy-
gen ligands could experience the same crystal field as an
eight-coordinated one; this has been previously referred
to as ‘“accidental degeneracies”® and must be more
widespread than was thought of before. Another indica-
tion of the wide presence of these degeneracies is found in
Fig. 6, where a vertical spread in CF strength values can
be found for any given wavelength of excitation. That is
to say that two or several Eu®* configurations can have
the same energy for the Dy« 'F, transition but still
show drastic differences in their CF strength.

One possible exception to the previous discussion, is
the likely presence of two limited distributions of “high-
symmetry sites” found in Eu®*-doped fluorozirconate
glass.5! Although the evidence presented is somewhat
sketchy, the authors argue that they observe two major
types of sites using site selection spectroscopy techniques.
These sites, surprisingly, are thought to present high-
symmetry elements, such as an inversion center. The ex-
planation as to the difference in behavior of rare-earth
ions doped in this type of glass, when compared to oxide
glasses, was that the Eu’" ions are acting as network
formers rather than network modifiers. In the present
context, we suggest that the two different distribution of
sites present in this type of glass, arise from the Eu’*
ions present as two entirely different “species”, i.e., net-
work former and network modifier, and therefore found
in two different types of local environments. This may
lead to two different spectral responses which could be
subsequently isolated.

In addition to coordination number and the spatial dis-
tribution of ligands, other factors will definitely influence
the local field of a Eu* ion. Amongst them, we can cite
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the following. Firstly, each oxygen ligand which is in the
first coordination shell of the Eu®" jon, will bring about
various numbers of ‘free’” negative charges. This is due
to the fact that in an oxide glass, three possible types of
oxygens can exist, namely, bridging, nonbridging or free.
Secondly, the presence of network-modifying cations in
close vicinity with the Eu" ion will affect the density of
charge of the surrounding oxygens. Thirdly, the Eu"
ion should be influenced by the magnitude of covalent in-
teractions of the surrounding atoms (oxygen ligands, net-
work modifiers, and the silicate framework). Figures 6
and 7 have shown that the crystal field varies with the ex-
citation wavelength and we postulated that this was due
to a variation of J mixing and indirectly to covalency.
Individual structural factors such as local point-group
symmetry, coordination number and average bond dis-
tances are known to have an important effect on the elec-
tronic spectra of rare-earth ions doped in crystals. As
seen in Figs. 8 and 9, the Eu’" coordination number and
the Eu-O average bond distance have slight individual
influences on the energy of the individual *Dy<"F, tran-
sitions. Since there is no symmetry involved in the make-
up of the individual sites, this would tend to prove a con-
trario that no one individual structural factor greatly
influences the electronic spectra of doped ions in inorgan-
ic glasses. Rather, we present evidence that it is the
overall electrostatic and covalent energy of the individual
sites together with the site-to-site variation of this energy
which hold the greatest influence. To pursue this matter
further, an extension of the structural and crystal-field
models, i.e., the inclusion of a three-body potential in the
MD simulation and the use of ligand-field theory or
molecular-orbital calculations, would be dictated.

E. FLN vs dilution narrowed laser spectroscopy

FLN spectra of the Na,0-2Si0,:Eu®" glass are essen-
tially identical with those reported in various other oxide
systems.! "# Qualitatively, the FLN spectra show resolv-
able Stark components for both the *D,—’F, and
’D,—F, transitions. The energies of the Stark com-
ponents of the 'F, and ’F, multiplets are shown in Fig.
10 as a function of the >D, excitation energy. An attempt
to recreate the FLN spectra from the simulated glass
structure was unsuccessful due to the extremely small
number of Eu®" configurations which we have examined
in this simulation. In the laboratory glass, the 0.94 wt. %
Eu,0; concentration is equivalent to 8.79X10"
ions/cm?. Since in the FLN experiment we are using a
narrowband excitation of approximately 2 cm ™!, and the
inhomogeneously broadened *D,—’F, absorption band
has a linewidth of ~90 cm™!, we are in effect averaging
out the spectral contributions of =~1.5X 10'® emitters at
the maximum of the band and of roughly 5X10'® em-
itters at its tail (positioned at 10% of the maximal intensi-
ty of the Gaussian). For the simulated glass, the sample
size which corresponds to the 2-cm ! bandwidth of the
exciting laser, is typically 1 or 2 Eu®* configurations. Al-
though there is a definite selectivity in FLN spectra of ex-
perimental glasses, the experiment still corresponds to
the investigation of a ‘““macroscopic’ behavior of a doped
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FIG. 10. Energy of Stark components of 'F 1,2 emissions as a
function of excitation wavelength as determined by fluorescence
line narrowing on the laboratory Eu’*-doped Na,0-2SiO, glass.

glass. The use of extremely narrow excitation sources,
such as the FLN experiments performed by Selzer
et al.,%? with a spectral resolution of 20 MHz, confirms
these points. In this experiment, no discontinuities were
found in the FLN spectra, confirming the presence of a
continuous distribution of local fields which could not be
resolved into the contributions of individual “sites.” Due
to this, any attempts to infer structural information from
these experiments is bound to be complicated by the fact
that one is looking at an overwhelming amount of ac-
cidental degeneracies. Seeking “uniqueness” in a
structural model for doped inorganic glasses might well
be futile.

Although we have not been able to simulate FLN spec-
tra for the Na,0-2Si0,:Eu®* glass, we are still able to
derive various features normally associated with FLN
spectroscopy. Shown in Fig. 11(a) are the positions of the
three 'F; and five 'F, Stark levels for each of the 150
Eu’" configurations as a function of the excitation ener-
gy. In Fig. 11(b), we show the same plot with data points
which were averaged out from Stark levels of
configurations having approximately the same excitation
energy. These results present Stark splittings for the 'F,
and 'F, manifolds which are equivalent in magnitude and
position to those presented in Fig. 10.

The “macroscopic” behavior discussed above for FLN
spectroscopy is to be distinguished from the “microscop-
ic” behavior resulting from the extremely small sample
size which is found for doped simulated glass. The latter
behavior results in spectra very much akin to those ob-
tained from the dilution narrowed laser spectroscopy
(DNLS) technique developed by Yen and co-workers.%
With the present technique of spectral simulation, it is
possible to generate DNLS spectra by reducing consider-
ably the associated linewidths [the w factor of Eq. (7)] of
the simulated transitions. Investigations into the simula-
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FIG. 11. Energy of Stark components of 'F 1,2 emissions as a
function of the simulated excitation wavelength. (a) Represen-
tation of 150 Eu" configurations, (b) averaged energies of Eu’™"
configurations.

tion of DNLS results will be the subject of a future arti-
cle.

IX. CONCLUSIONS

The molecular-dynamics technique has allowed us to
simulate a model of Eu®* ions doped in a sodium disili-
cate glass. Using crystal-field theory, we have calculated
the electronic energy levels and transition probabilities of
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the simulated Eu®" ions, resulting in the simulation of
absorption and emission spectra. By comparing the
simulated spectra with experimental spectra, we were
able to validate the proposed simulated structural model,
allowing us in turn to investigate spectra-structure corre-
lations of doped inorganic glasses.

We have found no distinguishable correlations between
the excitation energy and the numbers and average dis-
tances of the oxygen ligands surrounding the simulated
Eu®? ions. This leads us to conclude that the presence of
a limited number of distorted sites for rare-earth ions
doped in oxide glasses is now thought to be fallacious.
The rare-earth environments are rather composed of a
continuous distribution of local-fields which satisfy ener-
getic bonding requirements of the Eu>" ions, while disre-
garding structural bonding requirements normally attri-
buted to complexes or crystalline compounds.
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