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A Monte Carlo study of a quite realistic model of Fe„Mgl „C12 (a diluted anisotropic antiferromagnet
in a field) has been performed in the strong concentration limit (x=0.9, 0.8, and 0.7). Simulations of
field cooling (FC) and heating (FH) processes as well as isothermal field cycles are presented. A
modification to the standard Metropolis algorithm to deal with layered systems has been introduced in
the spirit of cluster-Aip algorithms. Our results show that dilution does not destroy the tricritical point
at least until @=0.7. We also show that the equilibrium temperature loops are reversible and the antifer-
romagnetic long-range order is established in a FC process for values of the applied field lower than the
threshold field for the metamagnetic transition at zero temperature. On the other hand, irreversibilities
found when performing rapid FH+ FC loops in the same region of the phase diagram are studied.

I. INTRODUCTION

Critical behavior of diluted anisotropic antiferromag-
nets in a field (DAFF) which is a physical realization of
the random-field Ising model (RFIM), ' is still a subject of
discussion. Some mean-field works exist for the simplest
models as the complexity of the system makes it ex-
tremely dificult to find analytical solutions for more real-
istic ones. Monte Carlo simulations then become a useful
tool for the understanding of these systems. Until now
this technique has been applied to the simplest models.
For instance, Soukoulis et al. and Grest, Soukoulis, and
Levin have tested the equivalence between DAFFs and
RFIM in 2D and 3D (Refs. 3 and 5) considering simple
square and simple cubic lattices with isotropic nearest-
neighbor(NN) interactions. Diep, Galam, and Azaria
and Galam, Azaria, and Diep have analyzed the ex-
istence of a tricritical point (TCP) in a DAFF consisting
of a simple cubic lattice with isotropic interactions be-
tween nearest and next-nearest neighbors (NNN). Re-
cently, a simulation on a highly diluted (50%) simple cu-
bic lattice with isotropic nearest-neighbor antiferromag-
netic interactions was performed by Nowak and Usadel,
paying special attention to the high-field region.

In spite of all this effort, many questions remain still
open. For instance, the existence of a long-range order
(LRO) is admitted for a 3D RFIM, '' but it is under dis-
cussion for some DAFF's because of the long relaxation
times involved. ""

Experimental studies show, in general, that the state of
the system at a particular point of the temperature-field
(T,H) space depends on the process used to take the sys-

tern to that point. It seems reasonable to suppose that
some of the unclear aspects found when comparing
theoretical with experimental results may depend on the
particularities of the real system. For instance, the ex-
pected LRO as well as the shape of the magnetic domains
(if any) formed while this LRO is being established, must
be related to the kind of lattice considered, its spatial an-
isotropy, the existence of frustrated or competing interac-
tions, its percolation threshold, etc.

In a previous work, ' we have presented a Monte Car-
lo study of phase transitions on an FeC12 model. This
model, though quite simple, kept the outstanding features
of the system: highly spatial anisotropy (triangular lattice
planes stacked along c axis), superexchange paths for the
interplane interaction, competition and frustration in the
plane. The results we have obtained with such a model
are in excellent qualitative and quantitative agreement
with experimental ones. Based on such a good descrip-
tion of the pure system, this work aims to reproduce
some of the experimental results on the diluted system
that are still unclear. In particular, we addressed our at-
tention to the existence of a TCP and its behavior with
dilution. We also studied the character of equilibrium
temperature loops in constant field (whether they are re-
versible or not) and the existence of a LRO for a field
cooling (FC) process. As mentioned above, irreversibili-
ties in temperature loops have been experimentally re-
ported. We have analyzed this fact by performing short
simulations on our finite systems, showing that such ir-
reversibilities correspond to a nonequilibrium effect. We
have also investigated the experimental result stating that
the magnetization issued from a FC process (m„c) is
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greater than that issued from a field heating (FH) one
(m„H). "' We have determined the irreversibility line
frojm the first temperature where m„c )mFH in a FC pro-
cess and we tried to elucidate the kind of magnetic
domains formed in this irreversibility region that are re-
sponsible for that result.

The paper is organized as follows. In Sec. II we de-
scribe the system and the studied quantities. In Sec. III
we give some technical details of the simulated processes
along with a description of a modification of the Glauber
dynamics to adapt the algorithm to the study of layered
systems. In Sec. IV we analyze our results and compare
them with experimental ones. Finally, in Sec. V we
present our conclusions and discuss possible future work.

II. DESCRIPTION OF THE SYSTEM

The Hamiltonian of the system may be written as fol-
lows

X '6i rIj ~pj Jz X r)i'9k~8k

J g gi gisisi g p'BH g gi si
( NN') I

where s; =+1 is an Ising spin, (XX ) and ( XXX ) denote
the sum over the nearest and next-nearest neighbors in
the plane, respectively, and ( XN' ) indicates the sum
over the interacting spins belonging to adjacent planes.
As the last interaction is a superexchange one, we have
taken into account all the equivalent magnetic paths for
the coupling of iron planes via the chlorine ones. Follow-
ing Anderson's rule, this leads to 12 neighbors in each
one of the neighboring planes. '

In order to simulate a given quenched disorder, we
chose the sites at random and assigned to each site i one
of the values of the corresponding occupation variable
g; =0, 1, with a probability P(g; =0)=p, until we got
K~ =p XX "vacancies" (N being the total number of sites
and p = 1 —x, the desired amount of dilution).

The values of the interaction constants have been tak-
en, as in (Ref. 13), from Vettier's work. ' As we have dis-
cussed in (Ref. 13), those values have been obtained
fitting experimental data to a Hamiltonian which is
diff'erent from Eq. (1). Thus, the relevant quantities are
the ratios of the interaction constants and not their abso-
lute values. To simplify comparison with experimental
results, we have normalized these constants in the follow-
ing way. We have performed simulations on the pure
system varying the values of the interaction constants but
keeping their ratios fixed, until we reproduced the value
of T& given by Vettier. ' Hence, we have a ferromagnetic
(NN) interaction Ji /kz =6.74 K, in competition with a
frustrated antiferromagnetic (NNN) one J2/k~ = —1.01
K and a superexchange antiferromagnetic interplane in-
teraction J'/kz = —0.07 K.

In the following we will use the notation,

h= gpgH
k~

The studied quantities are global magnetization per site

m, staggered magnetization along the c axis m„, energy
per site E, specific heat c, susceptibility y, staggered sus-
ceptibility y„, and the Edwards-Anderson order parame-
ter q. We also keep the last configuration of the lattice
obtained at each point of the (T,h, x) space for further
analysis.

III. TECHNICAL DETAII.S

According to the FeC12 structure, ' we have studied a
system consisting of Xk triangular lattice planes of
X, XX. sites each, stacked along the c axis, with full
periodic boundary conditions. We have taken, in general,
X, =X.= 18 and we have increased Xk with dilution; 12,
18, and 24 planes were considered for x =0.9, 0.8, and
0.7, respectively. For the diluted system, the threshold
field value of the antiferromagnetic to saturated paramag-
netic phase transition at zero temperature cannot be cal-
culated exactly, but it may be estimated in a mean-field
approach by ho(x ) =xho(x =1).

To study the irreversibilities that have been experimen-
tally found we have simulated different kinds of process-
es. To simulate a FH (FC) process, for low fields com-
pared to ho(x), we start the simulation with antiferro-
magnetic (random) initial conditions and we raise (lower)
temperature T, always taking the output at T as the input
for T+hT (T hT). Fo—r values of the applied field
comparable to or higher than ho(x ), it is not obvious that
the right initial condition is the antiferromagnetic one.
In those cases, a zero-field-cooled (ZFC) process was
simulated, to obtain the initial condition for the FH pro-
cess at such a field.

From previous results on the pure system, ' ' we
know that FH and FC processes are not suitable to study
critical phenomena in the low-T region, as the critical
line Ii, (T) is expected to be more or less parallel to the T
axis. We have verified that large Auctuations prevent a
correct determination of the critical line. Hence, to study
this region, we have performed isothermal processes, rais-
ing (h t') and lowering (h J, ) the applied field.

To study equilibrium properties we have used, in gen-
eral, 5000 Monte Carlo steps per site (MCS/s) to compute
averages after equilibrating over 5000 MCS/s. To test
equilibration, some longer runs have been made for the
biggest system in the critical region.

On the other hand, when investigating nonequilibrium
effects, shorter runs to avoid rapid equilibration due to
finite size, have been made.

A. The "plane-Hip" algorithm

We have observed that, while performing simulations
of FC or h 1 processes, the system may get trapped in a
spurious state. The open and solid circle curves of Fig. 1

show the staggered magnetization obtained in a FC+FH
cycle, for a value of field comparable to ho(x =0.9). It is
clear that the system cannot reach the antiferromagnetic
state in FC, but gets frozen in a state having

~
I„~W 1.

On the other hand, during the FH process (solid circles),
as soon as the thermal energy is high enough, the system
goes into the antiferromagnetic state before the transition
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IV. ANALYSIS QF RESULTS
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We start discussing the results obtained for the lowest
studied concentration of magnetic ions, x =0.7. Then,
we will analyze the changes observed as the concentra-
tion varies from the pure system to x =0.7. In general,
the lines shown in the figures are only a guide to the eye.

A. Concentration x =0.7
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FIG. 1. x=0.9; m„vs T curves in a constant field near

ho(x =0.9). (o) FC and () FH curves obtained with standard

Glauber dynamics. ( ) FC curve obtained with plan-Aip algo-

rithm. In this case the antiferromagnetic state is reached.

to the paramagnetic state occurs.
Looking at the configurations corresponding to the FC

frozen state, we observed that the low absolute value of
m„does not correspond to a domain state. On the con-
trary, ferromagnetic ordering was established in the plane
but a stacking fault effect in the magnetic ordering along
the c axis was observed.

The explanation of such a phenomenon is quite simple.
As a FC process starts from high temperatures, we start
the simulation from random initial conditions. Due to
the high anisotropy of the system, the ferromagnetic in-
plane order is the first to develop and so the system must
choose which plane is going to be ordered parallel (+
plane) and which one antiparallel (

—plane) to the ap-
plied field. Provided that during the Monte Carlo pro-
cess a statistical mistake occurs, giving two neighboring
planes parallel to the field, it will be very diFicult to over-
come in the following run (note that it costs a lot of ener-

gy to turn a single spin belonging to a ferromagnetically
ordered + plane). This fact becomes enhanced as the
temperature is lowered.

This kind of effect had also been observed in the pure
system during a Ii J, process, ' but in that case it could be
avoided by taking smaller Ah steps. This is not the case
for the diluted system. We have then modified the stan-
dard Glauber dynamics in the spirit of cluster algo-
rithms. ' As we are concerned with a layered system, we
took the whole plane as the cluster to Aip. Thus, during
the equilibration process the flipping of a whole plane is
proposed as a local change every t MCS/s (t being a pa-
rameter to determine in each case) and it is accepted or
not according to standard Monte Carlo rules. The
squares curve of Fig. 1 corresponds to a FC process ob-
tained with the plan-Aip algorithm. It is clear that the
antiferromagnetic state is reached, even though the AT
step is bigger than the one considered for standard
Glauber dynamics. Notice that the plan-Hip algorithm
allows for changes of a plane as a whole; then the intra-
plane exchange energy need not be raised to overcome an
eventual statistical mistake.

For this system we have studied three samples with a
different distribution of quenched disorder so as to be
sure that our results are not affected by a particular
anomalous distribution of vacancies. Averaging over a
number n, of samples has been intentionally avoided so
as not to wash out fluctuations that might be revealing, as
we will see later, of the behavior of the system.

The approximated threshold magnetic field for the an-
tiferromagnetic to saturated paramagnetic transition at
T=O K is ho(x =0.7) =1.17 K and, Neel temperature,
determined by a FH process in zero field, is T& = 14 K.

Compared to these values we have divided the ( T, h)
plane into two regions: low fields and high temperatures
and high fields and low temperatures. As explained
above, to avoid large critical fIuctuations, different pro-
cesses were used in each region.

High-temperature region

To determine the critical line in this region we per-
formed equilibrated FH+FC cycles. Figure 2 shows the
cycle of the staggered magnetization as a function of T,
for two values of the applied field. We can clearly see
that the transition is continuous and that the critical tem-
perature obtained in FH is equal to that determined by a
FC process. It is also interesting to note that for very low
fields [Fig. 2(a)] the system chooses the antiferromagnetic
state with a staggered magnetization of opposite sign to
the one we have chosen as the initial condition of the FH
process. The reason for this is that the coupling between
the global magnetization (due to a possible statistical un-

balance of vacancies in each sublattice) and the applied
field is too weak to break the symmetry of the antiferro-
magnetic state. This is not the case for higher fields [Fig.
2(b)] where the system chooses, in this case, the same sign
of m„we have chosen as the initial antiferromagnetic
condition. We confirmed this behavior while studying
other samples: the system always chooses (except for the
lowest fields) to establish an antiferromagnetic ordering
in FC with the sublattice having the smallest number of
vacancies parallel to the field.

We have found that the energy of the FC state is equal
to the energy of the FH state, confirming that antiferro-
magnetic state is the LRO issued from a FC process.

As the applied field approaches ho(x =0.7), large Auc-
tuations are observed while cycling at constant field.
Then, to study this region of the phase diagram we have
performed isothermal field cycles.

2. I.om-temperature region

One of the topics still under discussion is the existence
of a tricritical point once dilution has been considered.
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Our results show that in this region the transition stays
first order down to at least x =0.7.

Figure 3 shows the evolution of the hysteresis cycle
with temperature. For low T IFig. 3(a)] we can observe
that, while the h t' curve has a continuous aspect with
some plateaus, the h l one is clearly discontinuous. This
continuous aspect is a clear consequence of dilution. In
the h $ process, the spins in the —planes that are sur-
rounded by vacancies may easily follow the applied field,
giving rise to a soft rearrangement of the system. On the
other hand, in a h $ process we start with a ferromagnetic
initial condition and though dilution is always present,
there is no random-field efFect. ' The transition takes
place by inversion of the whole plane as was the case for
the pure system.

As the cycle is performed at higher T, saturation in h f
processes is obtained as expected, for lower fields. For
T=7 II the curves corresponding to h t and h J, processes
start crossing, showing the disappearance of hysteresis.

Figure 4 shows the cycle of energy corresponding to
the isothermal loop at T=5 K of Fig. 3(a). It is clear
that the parts of the h T magnetization curves showing a
continuous aspect at low T correspond to unstable states;
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Flax. 4. x=0.7. Elh)jr loop for T=5 K corresponding to
the magnetization loop of Fig. 3. It is clearly seen that the h f
branch of the hysteresis loop is unstable for h & 1.35 K.
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entering the transition; some planes are arranged antifer-
romagnetically and others in the saturated paramagnetic
phase.

Figure 5 shows the phase diagram corresponding to
x =0.7; the squares correspond to the irreversibility line
that is discussed in the following paragraph.

3. Study ofirreversibilities in FH+FC cycles

0.5

0

15

FIG. 5. Phase diagram for x =0.7, AF: antiferromagnetic

phase, PS: saturated paramagnetic phase, P: paramagnetic

phase, M: mixed region. () FH, ( ) irreversibility line T;„(h)
found in FC, ( + ) h $, (0 ) h $. The arrow indicates that satura-
tion is found at higher fields.

the curve corresponding to the h t' process at T=5 K be-
comes unstable for h ) 1.35 K.

As for the pure case, we have determined the TCP as
the point where hysteresis fades away. We obtain T, =7
K and a ratio T, /T+=0. 5.

We have also examined some of the configurations ob-
tained in this region. We have found, as expected for a
first-order transition, a coexistence of the two phases

To search for the irreversibilities experimentally ob-
served in FH+ FC cycles on a finite system, we have per-
formed shorter runs; 100 MCS/s for averaging after
equilibrating over other 100 MCS/s.

Our results show that the cycle is completely reversible
for low fields [Fig. 6(a)], but as it approaches the corre-
sponding ho(x) value, irreversible phenomena appear [see
Figs. 6(b) and 6(c)]. Calling T;„ the temperature where

m„c becomes dift'erent from IFH, we obtain a line of ir-
reversibilities that lies on the critical line T, (h) for low
values of the applied field, but lies above it as the field in-
creases. This result is in excellent agreement with experi-
ments. ' A similar T;„(h) line had been obtained by
Monte Carlo simulation on a completely spatially isotro-
pic model containing only NN interactions, but in this
case there was no coincidence of both lines at low fields.

We have studied the shape of the magnetic domains
formed in the irreversibility region. As expected, the
domains here are antiferromagnetic along the c axis but
are ferromagnetically ordered in the plane. These
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V. C{ONCLUSIQNS

We have performed a Monte Carlo study of critical
behavior of a quite realistic model of Fe„Mg, C12.

We have determined the phase diagram of the system
in the space (T,h, x) with x=0.9,0.8,0.7. Our results
show the existence of a TCP that is shifted to 1ow temper-
atures as dilution increases. The values obtained for T,
as well as those obtained for T& compare quite well with
experimental ones. ' The width of the hysteresis cycle
is also found to decrease with dilution.

We have found that the stable I.RO at low T and
h (ho(x) is the antiferromagnetic phase and that the
equilibrium cycles FH+FC are reversible for all values of
h (ho(x). For h )ho(x), LRO is not reached in a FC
process.

On the other hand, while studying fast FH+FC cycles
to simulate, on a finite system, the long relaxation times
observed experimentally, we have found that for low
fields, the cycle is still reversible, while for h -ho(x), ir-
reversibilities appear giving rise to m„c )m„H, in agree-
ment with experimental results. ' The irreversibility line
T;„, deAned as the lowest temperature where
m„c=m„H, is coincident with T, (h) for low fields, lies
above it as the field approaches ho(x), in agreement again

with experimental measurements.
We have also investigated the shape of the magnetic

domains formed in the irreversible region. The micro-
scopic description obtained seems consistent with results
issued from Faraday microscopy.

Recent Faraday rotation measurements on
Fe Mg& C12, have shown diFerent domain patterns at a
given point of the phase diagram, according to the pro-
cess used to carry the system to that point. Simulation of
this experiment would prove very interesting as it would
allow us to study, simultaneously, the 2D Faraday rota-
tion pattern along with the 3D structure of such
domains. This simulation wi11 need an increase in the
system size in the directions perpendicular to the c axis,
as it is necessary to change to a mesoscopic scale to ob-
serve such patterns.
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