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We present calculated average multiplet energies for spin-dependent strong-field e”t5 configurations
of d¥ ions in T, or O, point symmetry in terms of the Griffith parameters a,b,. . .,j. The calculations
have analogies with the effective-crystal-field approach of Fazzio, Caldas, and Zunger for the spin-
independent case [Phys. Rev. B 30, 3430 (1984)]. By using empirically determined parameters from the
observed multiplet splittings the total-energy separations of the spin-dependent configurations can be de-
rived. The expressions for the average energies are compared with those from a mean-field spin-
polarized model, similar to the way in which Slater compared spin-dependent average multiplet energies
of the free ion with spin-polarized hyper-Hartree-Fock values [Phys. Rev. 165, 655 (1968); 165, 658
(1968)]. Hence the relation of the single-electron and total energies derived in the mean-field model to
the strong-field multiplet average energies is found. The results are also compared with other models
found in the literature. As an example we discuss ZnS:Co and the chemical trends in the exchange split-
tings of the 3d orbitals in ZnS doped with transition metals. We also show how a consistent spin-
dependent modification of the crystal-field multiplet theory can be introduced. However, the large num-
ber of disposable parameters to be determined in a semiempirical approach is a limitation of the pro-
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cedure.

I. INTRODUCTION

Transition-metal impurities in semiconductors have
been the subject of manifold investigations, both experi-
mental and theoretical. These impurities occur either as
unwanted dopants in semiconductors, sometimes with
deleterious effects, or as deliberately added dopants so use
can be made of their special properties. Examples of the
latter are ZnS:Mn in electroluminescent flat-panel
displays, where the emission is due to an internal 3d tran-
sition, or InP:Fe, where a mid-band-gap charge state al-
lows the material to be semi-insulating and hence usable
as a substrate for electronic or optoelectronic devices.
Effects caused by sp-d exchange, for example giant exci-
ton spin splittings or large Faraday rotations observed in
dilute magnetic semiconductors are likely to be the basis
of applications in the medium-term future.!

A central property of the d electrons is that, in the
solid, they retain much of their atomic character as far as
internal excitations are concerned. The multiplet struc-
ture of the internal excitations is clearly linked to the lo-
calization of the wave function. On the other hand,
charge-state transitions require the long-range parts of
the wave function, extending outside the atomic d-shell
radius, to be taken into account. There have been many
studies aimed at obtaining information on the d wave
function: these have been extensively reviewed by
Zunger.? The ground-state properties are understood
best as some of the experimental [e.g., electron paramag-
netic resonance (EPR)] and theoretical (e.g., density-
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functional) methods are mainly restricted to the descrip-
tion of the ground state. It is worth noting that as far as
the excited states are concerned usually only a few transi-
tions within the multiplet manifold are known from ex-
periment, these being mainly the spin-allowed ones. This
should be borne in mind when any theoretical model for
excited states is compared with experimental data.

There is as yet no theory which can claim to describe
all the experimental observations in detail. Many ap-
proaches use an effective single-electron Hamiltonian. It
is then assumed that the resultant eigenenergies have
some relation to observable energies: in fact it is often as-
sumed, without justification, that Koopmans’ theorem
can be extended to these schemes. A rather different ap-
proach is that of density-functional theory. Again the to-
tal Hamiltonian is split into single-particle Hamiltonians,
but no physical significance is attributed to the individual
eigenenergies: only the calculated total energy is to be
compared with actual total energies. Strictly it only gives
ground-state properties, which in principle are given ex-
actly. The single-particle approaches do not describe
multiplet excitations. Usually multiplet theory is em-
ployed in a semiempirical manner in various
modifications. Several proposals have been made to link
single-particle calculations with multiplet theory.’”!°
These have in common the concept that a mean-field
single-particle approach already includes an average
effect of the multiplet structure. This is not always exact-
ly correct. It was shown that the free-electron p'/3 ex-
change approximation as employed in the MSXa (where
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MS denotes multiple scattering) method!! or in the local-
density approximation of the Hohenberg-Kohn-Sham
theory'? is only consistent with calculating the energy of
single-determinantal wave functions.!>~'®  Multiplet
splittings are often described by sums of determinantal
wave functions, and one has to take this into account
when the common average multiplet effect is defined.

The wave functions of the single-particle methods are
molecular orbitals, and it is their interaction which has to
be considered in calculating multiplet structure. A
different approach is that of configuration interaction
(CI), which Hubbard, Rimmer, and Hopgood!” extended
to the case of ions in crystals. Though the method was
overlooked for many years, it has been used recently by a
number of authors for transition-metal compounds'®~2°
and doped semiconductors.!®??2 It is not yet clear
whether this approach is quantitatively superior to con-
ventional crystal-field theory and its modifications, at
least as far as internal transitions are concerned. On the
other hand, the theory has been successful in describing
photoionization phenomena.'® 1821

A possible way to include electron exchange and corre-
lation more explicitly and to maintain the computational
simplicity of single-particle calculations is to use spin-
polarized wave functions.?* 2> One still has the problem
that the single-particle eigenenergies are not the same
quantities as the differences in total energies which are
obtained by experiment, so some method has to be found
to link them. Less attention has been paid to this as-
pect.>26728 Tt is the aim of the present paper to provide
this link for spin-polarized strong-field e™t}
configurations of crystal-field split d” configurations
(m+n=N). This is of special significance as spin-
polarized calculations are carried out in order to improve
the accuracy of first-principles approaches to 3d centers
in semiconductors. Their interpretation compared with
the complete multiplet manifold is nontrivial, however.
In spin-unpolarized calculations the strong-field e™t)
configurations can always be taken to represent an ex-
treme limit of the physical situation: when the Coulomb
intracenter interaction can be neglected compared with
the crystal-field strength, the form of the wave functions
approaches that of pure e™¢; configurations. For spin-
polarized calculations there is no such limiting case for
isolated, strongly correlated systems such as the d elec-
trons of 3d impurities in semiconductors or in any other
solid. The possibility of spin polarization arises from the
existence of multiplets caused by the Coulomb interac-
tion: in the limit of no Coulomb interaction there is no
spin polarization. Spin-polarized calculations can only be
interpreted in terms of average energies in this case. This
paper shows how these averages can be defined from
crystal-field multiplet perturbation theory in analogy to
the results of Fazzio, Caldas, and Zunger6 for the spin-
independent case. Next we discuss the relation of these
averages to results of a simple spin-polarized model Ham-
iltonian and to other spin-polarized calculations. Hence
it is possible to decide to what extent spin-polarized cal-
culations include average multiplet effects.

To pursue our aim we follow Slater’s work on the com-
parison of spin-polarized calculations of free ions with
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their multiplet manifold.?®3° As an example of the pro-
cedure we consider a free ion with a d? conﬁguratlon
(Fig. 1). The average energy E(N), with N=2, is defined
as the average of all multiplet energies E(*S +1L) arising
from the configuration. This is extended to the spln-
dependent case by defining average energies E(S), i.e.,
averaging singlets and triplets separately. Whenever we
refer to averages with respect to the total spin of shells or
subshells, we shall use the terminology ‘“‘spin-dependent”
average energies, in contrast to the term “spin polariza-
tion,” which we use in context with single-electron Ham-
iltonians. For clarity purposes we introduce the nomen-
clature E(N1,N1)=E(S), with NT+N|=N, and the
total spin quantum number is derived by
S=XNT—Nl). Nt and N| refer to the occupation
numbers of relative spin. They must not be mixed up
with the occupation numbers with respect to a quantiza-
tion axis. Whereas the wave functions with the quantum
numbers M¢=0 and 1 of a triplet, i.e., S=1, contain
different contributions from single-electron orbitals with
either spin orientation, the total wave function still has
the total spin quantum number S =1. In a triplet one has
two parallel spins, no matter how the actual quantization
axis is defined. The Hamiltonian commutes with the
squared total spin operator but not with the single-
electron-spin operators. The differences of the energies
E(N1,N\), here the difference of the average singlet en-
ergy E( 1,1) and the average triplet energy E( 2,0),
represent average spin-flip energies which can now serve
to interpret the results of spin-polarized single-electron
calculations. Intuitively one tends to assume that the
spin-flip energies which are derived from averages of mul-
tiplet energies will be represented by total-energy
differences of single-electron calculations or even
differences of single-electron energies. The comparison of
the results of the two methods is by no means obvious,
however, and in the present paper we shall look at this
for the case of 3d impurities in semiconductors.

For the spin-dependent configurations we use a similar

d2 (free ion)

(a) (b) (c)

energy

d2

FIG. 1. Average energy levels of a free ion d? configuration:
(a) spin-independent average E(N); (b) spin-dependent averages
E(N1T,N)), ie., for d?° and d'' defined as averages of triplets
and singlets, respectively; (c) multiplet levels E(>S*1L).
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notation to that for spin-polarized calculations: d™'V!, d? (ZnS:Ti)
in our example d%° and d!!. Slater has given analytical 35
expressions for E(N) and E(N? ,N1).2° He also showed (a) (b) (c) 1
how these energies are related to single-electron parame- 30 - B
ters such as the exchange splitting A'' between the 25| ]
single-electron energies of spin-up and spin-down elec- - ]
trons (Fig. 2) as derived from the spin-polarized hyper- 2 20} 00,1t .
Hartree-Fock method.* sl =
Next, if the 3d”" ion occupies a site of T; or O, point I L .
symmetry in a crystal, the d orbitals split into orbitals of g 1ot Lt emzw é% .
e(g) and 1y, symmetries. [We shall drop the index (g) ap- ¢ 05 |- ez,zo — e
propriate to O, symmetry since the correspondence with | ! o T2
T, symmetry concerns only the sign of the crystal-field 00 | > n,
splitting.] Spin-polarized single-electron calculations e’ ]

now yield energy levels specified by the crystal-field split-
ting parameter A and the exchange splittings AlY and
Athl (Fig. 2). If a d? impurity system like ZnS:Ti is con-
sidered one may ask again how the multiplet energies
E(**II") as shown in Fig. 3(c) can be averaged for
strong-field configurations. Fazzio, Caldas, and Zunger
showed how the average energies E(m,n) for a spin-
independent e™t} [Fig. 3(a)] configuration can be calcu-
lated.® We generalize this to the spin-dependent case.

In Sec. II of this paper we show how the corresponding
average energies £(S,,S,,,S), with S, =1(m1T—ml), and
Sp=4+(nt—nl),mT+ml=m,and nT+nl|=n, are de-
rived. The more general parameter scheme of Griffith is
used to describe electron-electron interactions.’! Since
for almost all configurations the spins S, and S;, are ei-
ther parallel or antiparallel to each other, we can use the
nomenclature E(m1,ml;nt,nl)=E(S,,S,,S). Thus
the averaging is over states of particular spin, just as in
the free ion case for d? the averaging was over singlets
and triplets separately. The corresponding configurations
are denoted as in spin-polarized single-electron ap-
proaches: e™ 421" Numerical results for ZnS:Ti are
shown in Fig. 3(b). In Sec. III we set up a model similar
to Slater’s spin-polarized hyper-Hartree-Fock model in
order to obtain relations between the average energies
Em1t,m l;nt,nl), the total energies of the single-
particle Hamiltonian and the single-particle quantities as
illustrated in Fig. 2. A comparison with other calcula-
tions is given in Sec. IV, together with some examples for
ZnS doped with transition-metal impurities. Finally we

freeion

Tgq-symmetry

dt

FIG. 2. Single-electron picture of d electrons in the free ion
case and for a site of tetrahedral symmetry. The introduced pa-
rameters are the exchange splittings A™, Al and AlY, and the
crystal-field splitting A.

FIG. 3. Average energy levels of a Ti(d? impurity in ZnS
(parameters from Ref. 57): (a) spin-independent averages
E(m,n) of strong-field e™t} configurations; (b) spin-dependent
averages E(mT,ml;nT,nl) of strong-field e”‘T"’th""l
configurations (also see text for definition of notation); (c) multi-
plet levels E(3S*1T).

report in Sec. V on the possibility of introducing a spin-
polarized modification of crystal-field theory which is
consistent with multiplet perturbation theory. This work
has been motivated by our observation that, in describing
internal excitation energies of 3d” impurities, and com-
pared with the simple Tanabe-Sugano approach®? where e
and t, orbitals have the same radial form, attempts to in-
clude hybridization in some manner®®3373% do not give
any improvement for low-spin levels. This may have its
reason in the approaches themselves or in the nature of
spin polarization. We compare our procedure to a
scheme introduced by Biernacki,? and discuss its merits
in view of its applicability.

II. SPIN-DEPENDENT AVERAGES
OF d-MULTIPLET ENERGIES

Slater pointed out that significant exchange splittings
occur in single-electron approaches even if the spatial or-
bitals for the two spin directions of an electron are taken
to be the same.>® We also make this approximation using
the same spatial orbital for both spins. In fact there is at
present no straightforward method available for perform-
ing perturbation calculations of multiplet structure using
spin-polarized orbitals with different spatial wave func-
tions. An attempt was made by Biernacki*® but we feel it
is inadequate, as discussed below. Dropping this approxi-
mation would require the introduction of further parame-
ters, which would not improve our basic insight into the
problem.

We restrict ourselves to the case of two open shells:
the doubly degenerate e and the triply degenerate ¢, or-
bitals (space degeneracy). It is common to denote these
as €, O (e) and 7, &, § (t,). To maintain generality the cal-
culation is performed in terms of the Griffith parameters
a, b, c,...,i,j,>! for which only a constraint exists on
the angular part of the orbitals which are restricted to the
spherical harmonics Y7 (0O,¢). The same wave functions
are used for all configurations (i.e., there is no electronic
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relaxation with change of state). The ten independent
Griffith parameters are given in Table I in terms of the
Coulomb matrix elements. When the e and ?, radial
functions are the same, the Griffith parameters reduce to
linear combinations of the Racah parameters 4, B, and
C.3132 To allow for a certain degree of difference in the e
and t, radial wave functions several authors®®33%3%3738
took up a proposal by Koide and Pryce® to scale the
different repulsion integrals by a factor £ for those in-
volving only e orbitals, a factor 7* for those involving
only ¢, orbitals, and to make the approximation of scal-
ing the mixed integrals by the factors shown in Table I.
The integrals are then expressed in terms of €, 7, and the
Racah parameters A4, B, and C. (Equal radial wave func-
tions corresponds with e=7=1). Richardson et al. in-
troduced a different set of independent parameters’
which are also listed in Table I.

The diagonal elements of the Coulomb interaction in
the strong-field scheme in terms of Griffith parameters
were derived by Richardson et al.,® Bird et al.,*® and
Sharma, DeViccaro, and Sundermann®® (the latter two
references also gave the nondiagonal matrix elements).
Because of the diagonal sum rule, only the diagonal ma-
trix elements are needed for the determination of the

25, +1 25,+1
+ —
|ZS IF,MS,7/>“ 2 Iem( ¢ re,MSe,’)/e) ,25( N
2
Mg, b
YerVi2
25,41 25,+1 .

where "¢ I, and ~? T,, are the multiplets of e™ and

t% to be coupled to give 2SI, (ME, MP, Mg, v., V12
and y label the spin and orbital components of a multi-
plet level.) The spin coupling and hence the correspond-
ing occupation numbers m 1, ml, n1, and n | may be de-
duced from S,, S;,, and S.

However, there are two special cases which have to be
treated separately because the spin coupling of the ine-
quivalent e and ¢, spins is not necessarily parallel and an-
tiparallel. For one case in d* and another in d° it is thus
not possible to maintain the similarity to spin-polarized
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average energies of multiplets in terms of strong-field
configurations. The average energy Emt,ml;nt,nl)
of an e"’T’”lt;'T”l configuration averaged over the
different multiplets 25 +!T is thus given by

Emt,ml;nt,nl)

25% (2S+1)gr<em1mlt£ﬁnl”ernTmltslTnl)
r
= , 1
S (28 +1)gr (1)

25+1p

where I' is the irreducible representation of the point
group [in our calculations: T, (for O, the sign of the
crystal-field splitting is reversed)], and g is the orbital
degeneracy. The sum runs over the different multiplets
2S*IP, To determine the occupation numbers m 1, m |,
nt, nl it is useful to set up correlation diagrams of the
kind shown in Fig. 3 for a d? configuration. Because of
the nature of spin coupling it is straightforward in most
cases to find the parental e” " ¢21"! configuration. The
strong-field starting wave functions for a multiplet calcu-
lation are suitable combinations of coupled e™ and t}
wave functions:

FtZ’Mg‘Z’ 7/12) ><SeM§St2M.St‘2|SMs )< FeYeFt27t2|r7/ > ’ (2)

[

strong-field configurations of single-electron approaches
as defined in Sec. I, since this implies parallel or antipar-
allel coupling. These are [suppressing the sum in Eq. (2)]:

d* ’T,)=|e*(}A4,),:2°T,)) ,

(3)

d’ [*4,)=1e?(34,),13(*4,)) .
These cases are listed separately in Table II, where the
resultant average energies Emt,ml;nt,nl) are given
in a reduced notation. As in the spin-independent case
for E(m,n) (Ref. 6) the expressions for

TABLE I. Independent Coulomb repulsion parameters.

Griffith Integral Richardson Koide/Pryce approximation
a (EE|E86) 3K (1t)—2K(t&,t8) (A+4B+3C)
b (En||En> 3[J(et)—K ()] +K(28,18) ™ A—2B+0)
c (OE||ct) %[i(et)—](e@,tg)] 222V3B

d (e&||e&) L[ J(et)+J(eO,18)] e272(A —2B+C)
e (e06]60) K(ee)+1J(ee) e A4+4B+3C)
f (O0||ee) K(ee)—1J(ee) e 4B+C)

g (e06|nm) 1[3K(et)—K(e6,18)] e2*(B+C)

h (O¢|nm) iz;’—[K(ee,té‘)—I?(et)] e2r*V3B

i (o)) i er’V'3B

j CEE|lmm? K(t&,t&) *(3B+0)
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TABLE II. Average strong-field multiplet energies £(m 1,m {;n1,nl) in terms of Griffith parame-
ters a, b, ¢, ..., h, j. The energy differences AE are defined relative to the spin-dependent emimly 5‘1’”
configuration having the highest total spin quantum number S for a given spin-independent e™t;
configuration, m=mt+ml|, n=ntl+nl. AE=x(a—b+3j)—|—y[g+(l/\/3)h] +zf.
S,=1(m1t—ml), Sp,=2%(nT—nl). For one case of d* and one case of d’ there is no single-electron
analog, i.e., the occupation numbers m 1,m |,n1,n | cannot be given as S, and S, couple neither paral-
lel nor antiparallel to one another.

AE
an emelthnl S Se Szz E(mT,ml;nT,nl) X y z
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TABLE I1. (Continued).

ay emeltazTnl

)
&
L2
(]

Emt,mlnt,nl) x

<
N

ellt%l
eOZt%O

—_ - O

e20t52

—_ N W N W

e 1ot%1
eOItgl
e lOt%Z
e%0¢32

N R[= N[= DW= D= D= N|w
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S =
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a + 3

S
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N|—

2a+8b—4j+4A

Emt,m l;nt,nl) turn out to have a systematic form.
In Table II, for simplicity, only the average energy for
the maximum total spin for each e™t} configuration is
given explicitly. The energies are linear combinations of
nine Griffith parameters, since the parameter i only ap-
pears in off-diagonal elements. For the other
configurations which result from the maximum spin ones
by spin-flip transitions in the single-electron picture only
the differences AE from the maximum spin states are
given in Table II. These differences are expressed in
terms of three parameters x, y, and z as follows:
AE=x(a—b+3j)+y

+zf . 4)

1
4+
g \/§h

The reason for this simplification is obvious when the
corresponding occupation numbers m1, ml, n1,and nl
are examined. Two of the terms on the right-hand side of
Eq. (4) cover the influence of a spin flip in one subshell on
itself. A flip of an e spin changes Emt,ml;ntnl) by
3f. For t, electrons two cases have to be distinguished:
a flip starting from e™ " 4¢3° (or ™1™ '¢3!) gives a change
of energy 4(a —b +3) while a flip from ei”“" 1430 gives a
change 3(a —b+3j). The term g+(1 /V'3)h arises from
the influence of a spin flip in one subshell on the electrons
in the other subshell, the factor y being dependent on the
set (S,,S,,,5) before and after the transition. For exam-
ple, a flip of an e electron giving a transition from (3,1,2)
to (4,1,1), or that of a ¢, electron giving a transition from
(1,4,3) to (1,1,4), gives a change of Emt,mi;nt,nl)
of3[g+(1/\/§)h].

The values for d'°~" configurations are easily obtained
from Table II by reversing the sign of the crystal-field
splitting and adding a shift which depends only on
m=mt+mlandn=nt+nl:

(g et~ meg ™) — (emeglems)

—(a_ _ 4y — L
=(3—n)a+(12—3n)b+(24—4n—6m) ‘/36+d]
+(6—3m)e+(5m—10)f

1 .
+(3m+2n—12) g+‘/§h (6—2n)j . (5

As a check on our results, by going to the spin-
independent case we reproduce the results of Fazzio, Cal-
das, and Zunger.%*! Additionally, we evaluated the aver-
age energy for states of a total spin .S for a given number
of electrons N =m +n, thereby reproducing Slater’s re-
sult for the free ion:?’

ES—1)—ES)=E(NT—1,NI+1)—E(N1,N!)

=1S(5B+2C). (6)

The crystal-field parameter A appearing in Table II is the
difference in energy of single-particle ¢, and e states. In
the many-electron system the difference in total energy of
e™? and e™ t7*! depends on the particular
configuration. Elementary treatments ignore this depen-
dence and use the value A for all the differences in ener-
gy. The approximation may be too crude. De Leo, Wat-
kins, and Fowler calculated the total-energy separations
of e™!? and e™ 't *! configurations of interstitial 3d
impurities in silicon within the MSXa mean-field ap-
proach,’ clearly demonstrating inequivalent spacings be-
tween adjacent strong-field configurations. Fazzio, Cal-
das, and Zunger® approached the problem using multiplet
theory. They took weighted averages over the multiplets
to find an average energy E(m,n) for the e™t} states and
then defined effective crystal-field parameters as
differences in these averaged energies, and they even al-
lowed for some configurational dependence of the in-
teraction parameters. Their calculations were for the
spin-independent case. With the expressions given in
Table II one could do the same for the spin-dependent
case. A practical difficulty arises with the number of
available parameters. Fazzio, Caldas, and Zunger ob-
tained their effective-crystal-field splittings by fitting to
experimental energy spectra but already had too many
disposable parameters and had to replace various values
by a single averaged one. The spin-dependent calculation
gives even more disposable parameters when parameters
dependent on the values of m1t, m!, nt, and nl (or
better S, S,, and S,,) are introduced. One would like to
calculate the multiplet energies and hence the effective-
crystal-field values by using single-electron wave func-
tions obtained by mean-field theory to evaluate the ma-
trix elements, but this has hardly been done.? Therefore,
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d’ (ZnS:Co) only a rough approximation of the actual energies, al-
6 though they are much better than the spin-independent
average energies. It should be noted, however, that for
5| e, | the following high-spin ground states E(m t,m l;n1,nl)
nges the correct energy: >4, of d? (e?°,tY), 5T2 of
4l - d*(e®129), 04, of d° (2130, 5Eofd6( 21 30) and 4, of
> ae LR 2n 21 d’ (e22 9. For the spin-independent values E(m,n)
-3 ’e ] there is no case for which this holds (not considering the
~ e2,5 21 271, .. 1 9 .
[ €817 trivial cases of d ' and d~ configurations).
] o 2T
5.0 e
:12 III. COMPARISON WITH SINGLE-ELECTRON
0 o221, “a, E MEAN-FIELD ENERGIES
(a) (b) (c) .
In order to compare our results for the weighted aver-

FIG. 4. Average energy levels of a Co(d”) impurity in ZnS
(parameters from Ref. 42): (a) spin-independent averages
E(m,n) of strong-field e™t} configurations; (b) spin-dependent
averages E(mtT,ml;nt,nl) of strongfield e™'mteptn!
configurations (see also text for definition of notation); (¢c) mul-
tiplet levels E(> *1T).

we do not consider configurational dependent parameters
in this part of the present work (the treatment of this
problem is postponed to Sec. V). Here we want to derive
average spin-flip energies from multiplet theory so that
we can compare this with single-electron approaches.
For numerical examples we therefore take parameters ob-
tained by fitting crystal-field spectra to a Tanabe-Sugano
scheme, e.g., the e and ¢, radial functions are the same
and the angular functions are Y3'(O,d), so the Griffith
parameters reduce to the Racah parameters. Our pro-
cedure could always be applied to the more general case
of different radial e and ¢, orbitals if these are known
from mean-field theory.

As an illustration, Fig. 4 is an energy-level scheme for
ZnS:Co d’, similar to Fig. 3 for ZnS:Ti d?. Weakliem
measured the optical-absorption spectrum and fitted the
peak positions to a Tanabe-Sugano scheme, thereby ob-
taining values for the empirical parameters B, C, and A. %
The multiplet energies in Fig. 4(c) were calculated using
these values, and because Weakliem obtained a good fit
these energies are close to the experimental ones. Using
the same values of B, C, and A the average energies
E(mt,ml;nt,nl) and E(m,n) were calculated and are
shown in Figs. 4(b) and 4(a), respectively. It is clear from
Figs. 3 and 4 that the spin-dependent average energies are

|

age multiplet energies with energies obtained from
mean-field calculations, we follow Slater’s hyper-
Hartree-Fock model of the free ion.>** First we consid-
er the spin-unpolarized case: Taking into account explic-
itly only the electron-electron interaction among the e
and ¢, electrons and summarizing all other contributions
in single-electron energies €,, and €, the total energy of
a transition-metal impurity may be written as combina-
tions of average Coulomb and exchange integrals for the
relevant shells:

E, (m,n)=(V|H|V)

=g,,m+e,n+im(im—1)J,, —K

ee )aV

+inn—1J,—K, ),y tmn(J,—K,),, ,
(Ve Kehw=e—3f , ™
(Jy— Ky ) ="1(a+4b—2j)
(=K, )= ——ctd—1 [g+—n |,
V3 V3

where we have deduced the average integrals in terms of
Griffith parameters from all possible combinations of
wave functions. Since Eq. (7) is equivalent to evaluating
the average energy of all single determinantal wave func-
tions arising from an e™t} configuration, E, ,(m,n) is
equivalent to Fazzio, Caldas, and Zunger’s average multi-
plet energies,’ i.e., E,,(m,n)=E(m,n).

For the spin-polarized case one requires spin-polarized
parameters. Hence Eq. (7) now reads

E,(mtmbntnl)=elmt+eemltelnt+egnltmimiiyi+imtmt—DJL =KL
+imlm = DTN =R +ntn TN +int(nt =TT =R

+inlnl =T =R +m i lT ) +min 13 +min 1 G —RI

+min L (T =KL .

(8)

As in Sec. 11, the approximation is made that the space orbitals for spin-up and spin-down are the same. (In fact it is
only necessary to require that the corresponding integrals are the same.) Then one is left with eight average Coulomb

and exchange integrals and two single-electron energies:
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We emphasize at this stage that from the point of view of
strong-field configurations one should use different aver-
age integrals for e and ¢, orbitals simply because the
shells do not have spherical symmetry. (By an extension
to Unsold’s theorem a fully occupied e or ¢, shell has 4,
symmetry, i.e., the total symmetry of the site rather than
spherical symmetry.) This has to be taken into account if
different calculations are compared. Instead of the set of
parameters in (9), spherical averages are usually tak-
en.>2644746 In particular, spherical averages are as-
sumed in MSXa calculations where a muffin-tin potential
is employed.

In Table III we give the eight parameters of (9) ex-
pressed in terms of the nine Griffith parameters a, b,
¢,...,h, j. They are easily determined by evaluating the
average values of all possible orbital combinations for a
given integral. Similar parameter sets were used by other
authors which are equivalent to our scheme. The rela-
tions of the parameter set in (9) to the independent e —¢,
parameters of Richardson et al.’ and to the Kanimori
parameters”**” are also given in Table III.

It is useful to recall the different definitions of
Emt,ml;nt,nl) and E,(mt,ml;nt,nl), ie Egs. (1)
and (8). Whereas the first energy is obtained by averaging
multiplet energies of particular total spin quantum num-
bers S, S,, and S,,, the latter represents a model of taking
the electrons as belonging to four different subshells
where all electrons in one shell share the same interaction
with each other, and where all electrons in one subshell
interact with the electrons in another subshell by a con-
stant interaction independent of the actual occupation
numbers. The interaction integrals are obtained by
averaging the interaction of all possible combinations of
wave functions which are possible with respect to the
considered subshells. These two averaging procedures
are not equivalent, as will be discussed below.

TABLE III. Average integrals for d-d Coulomb and ex-
change integrals.

Integral  Griffith Richardson Kanimori
7 e—2f 3J(ee)—K(ee) U.,

ee f E(ee)_%j(ee) Jee
A e—f  Tlee) H(U, +UL)
3! b 3[T(t)—K (1) +K(t&,tE) U,
kﬁ j K(1§,18) Ju
iy La+2p) J(1r) Lo, +2u;)
Al ATl 1 = B
Jo=Ja 730"‘(1 J(et) U,

1 —

K., g+=h Kien T,
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Single-electron energies are defined from Eq. (8) by tak-
ing the occupation numbers as continuous variables and
taking partial derivatives with respect to these variables,
as in the Xa method (see also Ref. 48):

dE,, .
EJ= amaT = oe ee (mT % J” kee)
+n P +n1(JV =R, , (10a)
dE
P g —1yJ —
8= G o T 1Tl Hm L= )Tl —Ke)
+nt7} +n LT —R,,), (10b)
oE,,
83=m=50,+nu +(nt—1J—-R,)
+mlIN+m 1T —R,,), (10c)
dE,, . .
g} = an————sot-i-nTJ,11+(nl—%)(J,”,—f,,)
+m I +m LT —R,) . (10d)

In Slater’s original work on the spin-polarized hyper-
Hartree-Fock approach, the single-electron equations are
derived by the variational principle.’® When being solved
self-consistently, the calculated single-electron orbitals
enable one to calculate the average interaction integrals
and thus the total energy of the system. Here the situa-
tion is different: we already assume that the interaction
integrals are known from experiment. In this case we are
only interested in the way the total energies and the
single-electron energies are mathematically connected.
As the reader may readily verify from Ref. 30, the partial
derivatives in Egs. (10a)-(10d) simply give this connec-
tion. From Egs. (10a)-(10d) the exchange splittings be-
tween spin-up and spin-down states for e and ¢, electrons
are (AJV=Al})

Agl=ej—sg

=mt—mW\)IN=TV+R, )+(nt—nl)K,

_ _ _ 1
=(mt—ml2f+(nt—nl) g+\/§h , (11a)

Alt=¢}—¢]

=(nt—n)IN=Tl+R,)+(m1t—ml)R,,

—(nt—n)a—b+3j)+(mt—ml) g+—‘/l—§hy .
(11b)

Slater showed that for free d ions one has*
SAN=E(s—1)—E(S)=E(NT—1,N\+1)—E(N1,Nl) ,
(12)

where now N1+ N |=N. If one combines Egs. (11a) and
(11b) with the results given in Table II, it is possible to
obtain similar relations, though the situation is more
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complicated as here one deals with two open shells. We
may divide the splittings of Egs. (11a) and (11b) into two
parts:

Agl:eAeN+tAgl , (13a)

INAE L NAELNA (13b)

The first term on each right-hand-side of Egs. (13a) and
(13b) corresponds with interactions within a subshell, the
second term represents the influence of one subshell on
the other subshell. Similarly the average energies
E(m t,ml;n1,nl)in Table II are linear combinations of
a term in x which involves only interactions within the ¢,
shell and which we call EXm1,m !;n1,nl), a term in z
involying only interactions within the e shell which we
call E(m1,m{;nt,nl) and a term in y which involves
interactions between subshells. Those quantities involv-
ing only one subshell fulfill conditions similar to that for
the free atom in Eq. (12), namely

2AN=Emt—1L,ml+L;nt,nl)—E“mt,m ;nt,nl),

(14a)
|

AE(mt,mi;nt,nl)=

Jmrt—=1lml+Lnt,nl)—
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SAN=E(mt,mi;nt—Lnl+1)—E'mt,mi;nt,nl) .

(14b)

It is not possible to give similar expressions for those
quantities representing the influence of a spin flip in one
subshell on the other subshell. The terms 'A” and eA”
are clearly linked to the term y[g+( 1/\/3)h] in Table
I1, but too many cases have to be distinguished so that we
cannot give simple expressions as in Egs. (14a) and (14b).
Nevertheless we conclude that the exchange splittings of
Egs. (11a) and (11b), obtained from the single-electron en-
ergies defined in Egs. (10a)—(10d), resemble average ener-
gy differences corresponding with a spin flip in analogy
with Slater’s result for the free ion.

Taking single-electron energies as partial derivatives of
the total energy with respect to the occupation number,
as in Egs. (10a)—(10d) is a useful approximation. A better
expression for the spin-flip energies is given by differences
of total energies. Since we neglect relaxation, these
differences are exactly equal to the energies found by
Slater’s transition state method. The spin-reversal ener-
gies AE o' (mt,m l;n1t,nl) are then

E,(mt,ml;nt,nl)

=(mT—ml—l)(JeLl—JgL,+kee>+(nT—nl)ke,

=(mt—ml—12f+nt—nl)

AEVtmt,mlnt,n H)=E,(mt,ml;nt—

L,nl+1)

(15a)

1
+—=
1/3h

—E, (mt,ml;nt,nl)

=(nt—nl—1DITN =T +R,)+(m1—ml)R,

=(nt—nl—1)§

Equations (15a) and (15b) differ from Egs. (11a) and (11b)
in the factors involving occupation numbers. This is be-
cause the differentiation with respect to the occupation
number is performed in Egs. (10a)-(10d) at the occupa-
tion numbers m 1, ml, n1, and n |, whereas in effect it is
performed in Egs. (15a) and (15b) at the half-integral
values of Slater’s transition state.

Once the multiplet parameters were deduced from ex-
periment, the results of this and Sec. II enable us to deter-
mine an energy-level diagram for the total energies of
spin-polarized strong-field configurations accordlng to
Eq. (8) or the values of Emt,mi;nt,nl) as glven in
Table II. In Fig. 5 we show an example for Co in ZnS,
again making the approximation of equal radial functions
of e and t, orbitals and using Weakliem’s values*? of the
Racah parameters B, C, and the crystal-field splitting A.
Figure 5(a) gives E(m1,ml;nt,nl), thus the level
scheme is the same as in Fig. 4(b). The levels in Fig. 5(b)
were calculated according to Eq. (8). The following
points should be noted: for the high-spin configuration of
each e”1™21"! configuration the two approaches yield
exactly the same values. This can be shown to hold for

(@a—b+3j)+t(mT—ml) |g

il

V3 (15b)

d’ (ZnS:Co)

11y 32
e101,33 etlt,

3} 21y 22 -

2
ezo( 23

el2y 31

22y 21
9(2

o204 32 ——
1} 571\ 31 _ 1

energy (eV)

224 30
0+ e?2t, N

(a) (b) (c)

FIG. 5. Total energies of strong-field spin-polarized/spin-
dependent e™ 131"} configurations of a Co(d”) impurity in
ZnS (parameters from Ref. 42): (a) averages E(m1,m{;n1,n!)
of multiplet levels [i.e., Fig. 4(b)]; (b) E,,(mt,ml;nt,nl) as
calculated from the single-electron Hamiltonian Eq. (8); and (c)
ES"P(m 1, ml;n1,nl), where the Coulomb and exchange in-
tegrals are taken to be the same for e and ¢, electrons.
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all dV configurations. The low-spin configurations are
shifted to lower energies for Fig. 5(b) compared with Fig.
5(a). The reason for  this property of
E, . (m?T,ml;nt,nl) is found in the way we defined the
parameter set (9): Just as Eq. (7) gives the average energy
for an e™t} configuration, Eq. (8) yields the average ener-
gy for all single-determinantal wave functions with the
same spin z components M¢ and M. Hence Eq. (8) is
identical to (1) in the case of the high-spin configurations.
Once one spin is flipped, Eq. (8) averages more than one
expression of Eq. (1), and the two equations are no longer
equivalent. In other words, E, ,(m1t,ml;nt,nl) corre-
sponds to an average over single-determinantal wave
functions, whereas E(mT,m l;n1,nl) gives a weighted
mean of multideterminantal wave functions, which is not
necessarily the same. To summarize, when the same or-
bitals are taken to calculate total energies according to
Egs. (1) and (8), the spin-flip energies as defined from the
point of view of single-electron mean-field theory do not
strictly correspond to spin flips between states with quan-
tum numbers S, and S, —1, or S;, and S;,—1, or between
different couplings of S, and S,,. They underestimate the
latter energies when they are interpreted in that way.

If the Coulomb and exchange integrals in Eq. (8) are
taken to be isotropic, e.g., only three parameters J);,
Ry, and ./I\Jdl are used as in Refs. 26 and 27, and thus the
Coulomb and exchange integrals among the e-e, t,-t,,
and e-t, orbitals are taken to be the same, a level scheme
ES°P(m t,m |;n1,nl) like that shown in Fig. 5(c) is
obtained. Compared with E, (mT,ml;n1,nl), the lev-
els of E i,s‘?‘mp(m T,ml;nt,nl) deviate considerably from
E(m t,ml;nt,nl). Additionally, some configurations
are taken to be degenerate (e.g., e'%¢3' is degenerate with
e21t22 and e%t2* with e!'¢3?). We conclude that when a
comparison with the experimental average energies of
25+1T levels is sought, the values of E,,(m t,ml;n1,n)
are a much better choice.

It should be noted that for both E,,(mt,ml;nt,nl)
and E(m t,ml;n1T,nl) the free ion case will not be a lim-
iting case for A—0. This is due to our averaging pro-
cedure, which distinguishes between two shells of elec-
trons rather than taking only one shell as in the atomic
limit. Hence the differences of total energies between
strong-field configurations do not show a ladder of equal-
ly spaced values with spacing equal to A, but there are ex-
tra contributions to the spacings which arise from the
different average repulsion between e electrons, ¢, elec-
trons, and e and ¢, electrons. These contributions to
E,(mt,nl;nt,nl) and E(m1t,ml;nt,nl), or even to
E, (m,n)=E(m,n), do not vanish when A—0. On the
other hand, the average repulsion integrals for
ES"P(mt,ml;n1,nl) are calculated for the free ion
case, depending on the quantum numbers NT=m1+nT,
Nl=ml+n| only. Hence a A-spaced ladder is now ob-
served for all configurations with the same set N1, N|
[Fig. 5(c)], thus also explaining the above-mentioned de-
generacies. The free ion case is now a limit for A—0.
However, ES"P(m 1,m |;n1,n!) should better be com-
pared with 122 (N1,N|) than with strong-field averages of
multiplet energies. Moreover, the averaging procedure
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for E°"P(mt,ml;nt,nl) is inconsistent: For the
Coulomb and exchange integrals all electrons of either
spin are taken to be equivalent, whereas for the crystal-
field interaction this is not assumed. The same argument
holds for the spin-unpolarized case.

IV. COMPARISON WITH OTHER APPROACHES

In Secs. II and III we have shown how averages of
strong-field multiplet energies are derived, and how the
energy levels of an effective spin-polarized Hamiltonian
[i.e., Eq. (8)] are related to these average multiplet ener-
gies. Taking experimentally deduced values for the intra-
center and crystal-field interaction parameters we may
now compare the level scheme as derived from the results
of Sec. III [i.e., from the Hamiltonian Eq. (8)] to other
spin-polarized single-electron calculations. Thus it is
possible to link these calculated single-electron parame-
ters to experimental results. In performing this compar-
ison, however, one has to be cautious. In our approach
the parameters describing the internal transitions are
supposed to give the level structure for a large range of
photon energies, assuming a fixed set of basis wave func-
tions for all configurations. On the other hand, there are
mean-field cluster and density-functional calculations.
The latter should be least comparable to our calculations
by definition: this method is thought to give results only
for the ground state, and the physical significance of the
Kohn-Sham orbitals is always a point of discussion. Yet
both methods have been applied almost without excep-
tion within the local-density approximation, e.g., the re-
sults are consistent with a description of the system with
single-determinantal wave functions,'*~ !> similar to our
model Hamiltonian introduced in Sec. III.

For the free ion case Slater found some correspondence
between hyper-Hartree-Fock calculations (which contain
average multiplet effects) and X« calculations (which em-
ploy a mean-field Hamiltonian).?3%* The extension of
the Xa method to ions in a solid is found by means of the
MSXa method.!"? For transition-metal-doped semicon-
ductors, spin-polarized results by this method were ob-
tained by Hemstreet and Dimmock for GaAs:Cr,* by Dal
Pino, Fazzio, and Leite for GaAs:Mn,* by Fazzio and
Leite for GaAs:M (M =Fe, Co, Ni, Cu),*® and by DeLeo,
Watkins, and Fowler for 3d impurities in Si.> However,
the muffin-tin approximation used in these calculations
gives rise to a problem: from Egs. (10a)—(10d) it is obvi-
ous that our model deals with an anisotropic Hamiltoni-
an, whereas the muffin-tin approximation employs a
spherically averaged potential in the atomic sphere where
most of the d wave-function is localized. Calculations ac-
cording to the so-called discrete variational Xa (DVXa)
method?® are more suitable as the muffin-tin constraint of
the potential is dropped. Unfortunately most of these
calculations are carried out in the so-called SCC (self-
consistent charge) approximation,’! where each orbital is
spherically averaged around its central atom again. Thus
a comparison is difficult. However, for the more ionic
compound semiconductor ZnS, only results obtained by
this method exist. ZnS is more suitable for any compar-
ison as covalency does not prevail (i.e., the d character of
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the orbitals is thought to be dominant) and crystal fields
are of moderate strength. Hence we shall take the results
of Freidman et al. for Fe, Co, and Ni in ZnS (Ref. 27) to
discuss the model described in Sec. III. Since energy-
level diagrams like Fig. 5 are not available for these cal-
culations, we compare ground-state properties such as
the exchange splittings A]' and AV

In Fig. 6 the results of Ref. 27 and our values derived
by Egs. (11a) and (11b) for ZnS are displayed. We either
used the parameters of a Tanabe-Sugano approach as de-
rived by several authors [Fig. 6(b)] or employed the pa-
rameters of O’Neill to consider any differential hybridiza-
tion of e and ¢, orbitals*® [Fig. 6(c)]. For comparison the
free ion parameters for B and C were also used [Fig. 6(a)].
In all cases the occupation numbers were chosen to give a
high-spin ground state. It is obvious from these figures
that the free ion values for Al* and Al [Fig. 6(a)] are re-
duced in the solid since the orbitals are thought to be ex-
panded. Furthermore, the DVXa results [Fig. 6(d)] are
comparable in magnitude to our estimates. For the actu-
al values one notices the following behavior. There are
still maximum values for the exchange splitting in the
middle of the series. However, one now has to fill two
shells according to Hund’s rule, which gives rise to some
typical features: for the lighter atoms we observe the ex-
change splitting to be larger for the e than for the ¢, or-
bitals. This is reasonable as the e shell is filled first.
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FIG. 6. Single-electron exchange splittings A!Y(A) and
A]HD) for the high-spin ground-state configurations (indicated
below the element labels) of 3d impurities in ZnS as calculated
from Egs. (11a) and (11b) [except (d)]: (a) free ion case (parame-
ters from Ref. 31); (b) Tanabe-Sugano approach [parameters
from Refs. 57 (Ti), 58 (V), 59 (Cr), 60 (Mn), 61 (Fe), and 42 (Co,
Ni)]; (c) O’Neill-Allen approach (Ref. 38); and (d) DVXa results
(Ref. 27).
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Later these properties are reversed as the e shell is full
and there is only a polarization due to a partially filled 7,
shell. The same is observed in the case which allows for
the expansion of ¢, orbitals compared with the e orbitals
[Fig. 6(c)]. For the DVXa method, where only results for
the heavier elements exist, we do not recognize this trend:
here we still have Al'>Al!. As explained above this is
surprising: the overlap among the e and ¢, orbitals is ex-
pected to be smaller than among the orbitals of the sub-
shells themselves, thus the polarization should be larger
for the ¢, shell once the e shell is full. We attribute this
difference to the fact that the DVXa calculations used a
spherically averaged potential. This is supported by the
results of Adachi er al. for perovskite-type compounds
KMeF; (Me=Cr, Mn, Fe, Co, Ni, Cu), where almost
equfﬁl exchange splittings were found for e and ¢, orbit-
als.

As far as density-functional approaches are concerned,
it is worth noting that Oshiyama, Hamada, and
Katayama-Yoshida calculated an exchange splitting of
Alt=3.2 eV for the d* (e*°t3%) ground state of Cr in
ZnS,> a value very similar to our results of Fig. 6(b) (3.4
eV) and Fig. 6(c) (3.6 eV), respectively.

As one proceeds to more covalent compounds we ex-
pect our results to be less comparable to mean-field calcu-
lations because covalency becomes more important.
Conversely, since we presented our model semiempirical-
ly, we can estimate from experiment what order of mag-
nitude the (intracenter) exchange splittings should have
to be consistent with experiment. Taking 3d impurities
in GaAs as an example, very low exchange splittings of
the order of some 0.2 eV were calculated by the MSXa
method**> (though determined for the “3-+” charge
state), one order of magnitude less than in Fig. 6. We
compare this to a reduction of the Racah parameters.
Since in most cases not many transitions are observed for
3d transition-metal-doped GaAs to determine these pa-
rameters accurately, we restrict our discussion to the
2+ charge state of Co in GaAs (transitions due to neu-
tral Co have not yet been observed). The ratio of the Ra-
cah parameter B in the two host semiconductors ZnS and
GaAs in Bg,a,/Bz,5=0.62, the ratio for C being simi-
lar,**>* which does not suggest a change of the exchange
splitting by one order of magnitude. We conclude that in
the MSXa results covalency was overestimated since the
intracenter exchange interaction was underestimated.

Even more diverging results are expected for Si doped
with transition-metal impurities. Apart from DeLeo,
Watkins, and Fowler’s MSXa calculations, spin-
polarized results were obtained by density-functional
methods by Katayama-Yoshida and Zunger for the inter-
stitial,>* by Zunger and Lindefelt for the substitutional,>
and by Beeler, Anderson, and Scheffler for both types of
centers.’® Unfortunately, no internal transitions have yet
been observed for 3d impurities in Si. Hence a compar-
ison is not possible for these materials.

V. SPIN-MODIFIED MULTIPLET APPROACHES

Contemporary multiplet theory is based on basis sets of
single-electron spin orbitals which have equal spatial
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parts for spin orbitals having opposite spin. To account
for the expectation that minority-spin electrons should
have a more extended orbital than majority-spin elec-
trons, since the former are repelled by the Coulomb
repulsion to outer spheres, it is therefore straightforward
to look for a way this constraint may be relaxed. One
could object that in modifying the radial functions of e
and t, orbitals due to the crystal field one does not in-
clude any occupational dependence of the orbitals. But
here the situation is entirely different: whereas the spin is
directly dependent on the filling of a shell under con-
sideration, the differential expansion of e and ¢, orbitals is
a result of the influence of the ligands. In other words,
we want to consider the intracenter correlation in some
way, and the correlation between the impurity and the
ligand electrons is expected to be much smaller.

Biernacki proposed the introduction of different
Slater-like single-electron orbitals not only for the radial
parts of e and ¢, orbitals, but also for different spin orien-
tation.®* Apart from the problem that the single-electron
energies for spin-up and -down orbitals change and new
approximations and/or parameters have to be used, we
note that care is also needed in considering the conse-
quences for the two-electron integrals. In Biernacki’s ap-
proach the matrix elements are modified similarly to the
Koide and Pryce formalism, dependent on the starting
wave functions. However, this approach no longer pro-
vides for the degeneracy of the matrix elements on the
My values of the wave functions. As an example, let us
take wave functions within one shell only: Among others
the e? configuration gives rise to the following multiplet
wave functions:

w24, )=%§(}erei>+lsfei>> :
Vy(e334,,Mg=1)=|e1O1) ,
w3<e2,3A2,Ms=o>=‘/L_2(|ers¢>+|em>) .

¥, and ¥, should be degenerate, which they are in usual
multiplet theory. However, if the matrix elements are
thought to be spin polarized as treated in Ref. 39 one ob-
tains, apart from the desired modification for {¥,||¥,)
and (W,||W,), that {W,||W,)#{¥;||¥;).

It is not the aim of this paper to treat the problem in
its most general case. However, we outline here the im-
portant steps that have to be considered. First it is essen-
tial to realize that spin-polarized spatial orbitals are not
required for all multiplet levels. In the example described
above, the degeneracy is restored by considering not the
value of m, for the different orbitals, but of S, of the total
wave function. It is unreasonable to take the same
single-electron orbitals for ¥, and ¥;, as the latter wave
function still represents S, =1 as ¥, does. Hence there is
no spin polarization to be considered for ¥, one has to
take the same radial wave functions for |e1) and |el),
and the same radial wave functions for |©1) and |©{).
As far as ¥, is concerned one may now assume other or-
bitals than for the other two cases, since S,=0. Yet
there is no net spin polarization, no majority spin. As a
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consequence one still has the same orbitals for spin-up
and spin-down, but both e orbitals are expected to be ex-
panded compared with ¥, and ¥; because of the larger
Coulomb repulsion. Therefore the matrix element as a
whole should be scaled, and not only the spin-down orbit-
al as in Ref. 39. Formally both approaches seem to be
equivalent when only the wave functions with highest M
values are taken for each multiplet level. However, this
holds only for some cases, as in our example. For
configurations containing more electrons this becomes
obvious: in comparing matrix elements of the type
(e%30)1e®13%), ie., S,,=2, and (e®t3!||e®}'), ie.,
S;,=1, it is inadequate to modify only the matrix ele-
ments of the second integral that contain the minority-
spin electron. Once one scales the matrix elements
different space orbitals for the majority-spin electrons
should be considered for the second case as well. Now
the situation is rendered more sophisticated, as not all
electrons have parallel spin or all spins cancel. In setting
up the starting wave functions one has to treat the
majority- and minority-spin electrons as belonging to two
inequivalent shells, i.e., there are still two electrons be-
longing to one basis function set with t, symmetry,
whereas the third electron belongs to a different basis set
of t, symmetry. Nevertheless Pauli’s exclusion principle
must be obeyed, guaranteeing that no additional multi-
plet levels evolve. Additionally the multideterminantal
wave function will change its character as the coefficients
of the single-determinantal wave functions are now
dependent on the degree of spin polarization. A further
problem arises from nonorthonormalization of some of
the involved single-electron orbitals. Integrals of the type
(e1|g€1), where €1 represents a majority-spin electron
and €1 a minority-spin electron, do not necessarily vanish
or are equal to 1. Furthermore it should be noted that
electron and hole configurations are no longer necessarily
equivalent. The multiplet 37, of e®#2° does not require
the use of spin-polarized orbitals, whereas 3T, of e?t3!
does.

At this stage it is obvious that we have already passed
the limit of what a semiempirical approach might be able
to describe. This can be illustrated with the aid of a
much less general model: a dependence on spin may be
introduced by using one set of ten spin-unpolarized orbit-
alsef, el,...,{1,5! for each set of S,, S}y, S. Just con-
sidering the consequences for the diagonal matrix ele-
ments, this leads for d” configurations to 6 (d?, d?), 9 (d3,
d"), or 15 (d*, d°, d°) sets of ten Griffith parameters, i.e.,
60, 90, or 150 parameters, which just describe the intra-
center electronic repulsion. From this it becomes clear
that as a semiempirical approach the introduction of
spin-polarized single-electron orbitals to multiplet theory
is not sensible as either too many parameters have to be
considered or too many approximations have to be intro-
duced (not to mention the treatment of the single-
electron parameters), so that a quantitative improvement
becomes rather doubtful. We conclude that such an ap-
proach does not promise to lead to substantial progress.
Coming back to our motivation for investigating the in-
troduction of spin-dependent modification of crystal-field
theory as described in Sec. I, we therefore favor the first
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explanation of why other versions of crystal-field ap-
proaches, including hybridization, in some way lead to no
improvement in the description of low-spin levels, e.g.,
the models themselves might be the reason for this
discrepancy.

VI. CONCLUSION

We have given average multiplet energies for spin-
dependent  strong-field e™'™{z21"!  configurations.
Differences in these energies have been compared with a
single-electron mean-field Hamiltonian which was set up
similar to Slater’s spin-polarized hyper-Hartree-Fock
treatment of the free ion. High-spin states were shown to
be properly represented by this Hamiltonian, but devia-
tions occur for low-spin levels. The difference is due to
nonequivalent averaging procedures. Exchange splittings
were deduced from the single-electron approach, and the
way these splittings can be linked to spin-flip energies, as
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defined by average multiplet energies, was discussed.
Conversely, it is possible to calculate the exchange split-
tings with the aid of parameters deduced from experi-
ment. As an example we discussed the case of ZnS doped
with 3d transition metals. For more covalent systems we
expect a larger discrepancy between our approach and
mean-field calculations including additional orbitals more
explicitly. The wave functions are considered to become
too different. On the other hand our estimates of the ex-
change splittings can be used to show what order of mag-
nitude is expected from experimentally deduced parame-
ters.

Furthermore we have indicated how a possible spin-
polarized modification of energy matrices for the
Coulomb  interaction among  strong-field et}
configurations could be introduced consistently with mul-
tiplet theory. However, if the corresponding parameters
have to be determined experimentally we do not consider
this approach to be useful as either too many approxima-
tions or too many parameters are involved.
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