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Fluxon density waves in long Josephson junctions
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Numerical simulations of the multiple Quxon dynamics stimulated by an external oscillating force
applied at a boundary of a long 3osephson junction are presented. The calculated I-V characteristics
agree well with a recent experimental observation of rf-induced satellite flux floiv -steps The v. oltage
spacing between the satellites and the main Qux-Qow step corresponds to the second harmonic of
the external frequency. We find that the satellite Qux-Qow modes are characterized by collective
excitations propagating through the fluxon chain. These dynamical states can be interpreted as
Quxon density waves.

Dynamics of fluxons (magnetic flux quanta) in quasi-
one-dimensional long Josephson tunnel junctions (of the
length L )) Ag, where AJ is the 3osephson penetra-
tion depth) has received increasing interest over the last
decade as a model system for soliton physics and because
of possible applications in superconducting electronics.
In this paper we focus on multiple fluxion properties and
study new phenomena which involve collective motion of
a large number of fluxons.

New resonant regimes were found in recent millimeter-
wave experiments with a long junction biased in the
flux-flow mode. In I-V characteristics, besides an ordi-
nary flux-flow step (FFS), satellite flux floiv ste-ps appear
under the inHuence of external rf radiation. The voltage
spacing between the satellites corresponds to twice that
of the Shapiro step spacing for the external rf frequency
f,„tIn contra. st to the ordinary rf-induced Shapiro steps,
the voltage position of the satellite steps was found to be
monotonically changing with applied magnetic field.

A formal explanation for flux-How satellite steps would
be the mixing between the flux-flow frequency and the ex-
ternal frequency f,„tAsimilar .efFect was found previ-
ously for Fiske steps in small Josephson junctions. How-
ever, one has to understand why in the case of the long
Josephson junction only the second harmonic of f,„tap-
pears between the mixing products. A qualitative ex-
planation of high satellite steps (HSS's) as due to rf-
assisted reflections of fluxons into antifluxons at the junc-
tion boundary has been tentatively suggested in another
paper. However, no explanation based on the fluxon-
antifluxon model has been found for low satellite steps
(LSS's). Flux-flow satellite regimes have not been at-
tempted to be investigated numerically yet. The aim
of the present work is to study numerically the physical
mechanism responsible for these regimes.

A long Josephson junction is described by the per-
turbed sine-Gordon equation

p~~ —yqq
——sin p + nyq —p,

where y(x, t) is the superconducting phase difFerence be-
tween the electrodes of the junction, the spatial coordi-

nate x is normalized to AJ, the time t is normalized
to the inverse plasma frequency ~o, o. is the dissipation
coeKcient, and p is the normalized bias current density.
We investigate the particular case when the system de-
scribed by Eq. (1) is placed in the following boundary
conditions:

(p (O, t) = h, p (E, t) = 6+ h,
„ (tt), (2)

where h,„t(t)= a,„tsinn, „tt,E = I /AJ is the normalized
length of the Josephson junction, h is the normalized ex-
ternal dc magnetic field, a,„tis the normalized amplitude
of the external ac field, and u, t is its angular frequency
normalized to wo . The boundary conditions (2) corre-
spond to the experimental situation where the junction
was placed symmetrically in the external dc and asym-
metrically in the external ac magnetic fields.

The numerical procedure applied to solve the system
described by Eq. (1) with the boundary conditions given
by Eqs. (2) is based on a "leap-frog" scheme. In the IV-
characteristics shown in the following the averaged volt-
age V = (dp/dt) has been normalized to the voltage of
the first zero field step Vzpsi ——2n/l, thus V = V/Vzpsi.
After calculation of the normalized voltage V for a par-
ticular value of p the computations are stopped and then
restarted with the initial values now being the previous
solution and p being gradually increased. This procedure
is continued for p & 1.0 with Ap = 0.002. When p = 1.0
is reached the sign of Lp is changed and the procedure is
repeated until p = 0 is obtained. For the simulations we
have used the values of parameters close to that in the
experiment. The normalized values were the following:

15) & 0 08' 6 3 6y Gext =0 3y ~ext = 1.4. In or-
der to save simulation time the value for the dissipation
parameter o. was chosen to be by a factor of about 3—4
larger than in the experiment. We also performed a series
of runs with lower o. and found no qualitative difference
from the results presented below.

A multiple fluxon state in a long Josephson junction is
realized in a sufFiciently large dc magnetic field 6 ) 2. In
this case fluxons penetrate into the junction and the nor-
malized spacing between them becomes ( = 2vr jh. The
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fluxon motion with the velocity v close to the Swihart
velocity c can be detected experimentally by observing
the FFS in the I-V characteristics. The step appears at
the normalized voltage

V=Vff = —.

The calculated I-V characteristics of the junction with
h = 6 and a, t ——0 displayed a flux-flow step at V = 14.
This voltage is in fairly good agreement with Eq. (3)
which yields Vff ——14.32. The I-V characteristics cor-
responding to the same value of h = 6 but with the ex-
ternal oscillating force amplitude a t ——2.5 are shown
in Fig. 1(a). The FFS at Vyy 14 still remains; how-
ever, its current amplitude is suppressed. In contrast to
the case with a,„q——0, two satellite groups of steps ap-
pear on both sides from the FFS. The LSS appears at
Vf f i 7.5 and the HSS is seen at Vf f+g 21. As the
original FFS, the satellites are also split into several (two
or three) closely spaced steps due to Fiske resonances
which appear because the damping in the junction is not
suKciently large and the reflected wave attenuation crite-
rion nE )) 1 is not satisfied. The reflected wave is excited
when the Huxons reach the boundary x = I.. Figure 1(c)
shows the I-V characteristics calculated for the same ac
amplitude a „t——2.5 but for a slightly lower dc magnetic
field h = 5. This figure shows typical behavior of satellite
steps for varying the dc magnetic field h. The FFS moves
&om V = 14 to V = 11.5 in agreement with Eq. (3). In a
similar manner, the voltage positions of the satellite steps
change with magnetic field. However, the voltage spacing
between the satellites and the FFS, LV, t = 6.7, remains
unchanged.

The most well-known phenomenon which character-
izes a Josephson junction placed. under external electro-
magnetic radiation is the appearance of rf-induced or,
so-called, Shapiro steps in the I-V characteristics. Ac-
cording to the Josephson relation, the normalized volt-
age spacing between the conventional Shapiro steps is
4oai, „&/2vr, where 4o is the magnetic Hux quantum and
f,„& is the frequency of the radiation. In normalized
units for the external force applied with u, q

——1.4 the
Shapiro step voltages are expected to be V = nV
nw, „tE/2ir —3.34n . Indeed, in the simulated curves

shown in Fig. 1 one can see a small vertical step shown by
an arrow. This step corresponds to the first Shapiro step
at V = V . A detailed analysis of the phase dynamics in
this step indicates that it corresponds to the phase-locked
state of the junction to the external ac drive. As ex-
pected, the Shapiro step voltage position does not change
with magnetic field, i.e. , from curve (a) to (b).

In agreement with experiment the voltage spacing be-
tween the calculated FFS and the satellites gives approx-
imately 2V . We have calculated I-V curves for different
external frequencies 0.9 ( u, t ( 2 and found similar re-
sults. For the larger amplitudes a, & we have seen higher
satellites at V = Vf f+2 and V —Vf f+3 which have been
also detected in the experiment. In Figure 1(a) the sec-
ond HSS is noticeable as a small step at V = Vf f+2 28.
Fig. 1(b) shows that this step moves with magnetic field
as expected. .

In order to understand the fluxon dynamics in the junc-
tion associated with the flux-flow satellites we have inves-
tigated the spatially temporal phase pattern in the junc-
tion. The conventional way of doing that is to plot the
evolution of the current p (x, t) or the voltage p&(x, t)
However, this method was found not to be sufhcient to
understand the complicated dynamic states in the junc-
tion. Because of the large amplitude oscillations in the
junction induced by the external drive with w, t ) 1,
it was dificult to distinguish between these modes and
the fluxons moving in the junction. Instead, looking at
the individual fluxon trajectories was found to be the
most informative. In this case we plotted the spatial
and time dependence of the points in the junction where
p(x, t) = p = 2am + m, with m being an arbitrary
integer. These points approximately correspond to the
locations of fluxon centers of mass in the junction.

For the FFS [point A in Fig. 1(a)] the pattern p (x, t)
is shown in Fig. 2(a). Each line corresponds to a Huxon
trajectory. The slope of the trajectories gives the fluxon
velocity v which is very close to 1 at the FFS. In order to
justify the correlation between the external force h,„t(t)
and the phase dynamics of the junction, h,„t(t)is shown
to the right &om each plot with the same time scale. The
dynamic states of the LSS and the HSS corresponding to
points B and | in Fig. 1(a) are shown in Figs. 2(b), (c).
For these regimes the modulation of the fluxon trajecto-
ries is seen to be very strong. The average number of
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0.6 FIG. 1. Calculated I-V characteristics of
the long Josephson junction biased in the
Aux-How state with the external oscillating
field amplitude a,„i——2.5 for Ii = 6.0 (a) and
h = 5.0 (b).
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fluxons ng Vyy —14 is almost the same in the cases
(a)-(c).

The straight line AiA2 in Figs. 2(a)—(c) indicates the
slope corresponding to the Hux-flow mode trajectories
[Fig. 2(a)] when Auxons How homogeneously with almost
maximum (Swihart) velocity. The comparison with AiA2
shows that in the LSS [Fig. 2(c)] fluxons move on average
with the phase velocity lower than unity. All the trajec-
tories contain periodically repeated almost vertical parts.
The vertical part of a trajectory corresponds to the Huxon
which does not move. In order to explain the physical
mechanism related to the modulation of the trajectories
we draw the line BqB2 which has the same slope as AqA2
but with the opposite spatial direction. One can notice
that the standing-fluxon state propagates as a wave with
Swihart velocity from x = E towards x = 0. The wave
starts from x = 8 at the moment when the external ac
force h,„q(t)has the maximum value. Because of the re-
pulsive interaction between two unipolar magnetic Huxes
(internal and external), the 8uxon which was ready to
leave the junction, being driven by the bias current, gets
stopped close to the junction boundary. After a moment
the next arrival also gets stopped by the first one, and
later stops another one, etc. This sort of "shock-wave"
propagates with Swihart velocity through the junction
towards x = 0. At the boundary x = E the process re-
peats after the time interval AT = 2vr/w, & 4.5 when
another wave is excited and starts propagating through
the junction. Inside the junction, between the moments
of time when the wave passes through a particular trajec-
tory, the slope of the trajectory remains close to A&A2.
When the wave crosses a trajectory, the trajectory moves
upwards (the fluxon is stopped for a short time) and then
this process is repeated with the next arriving wave. Be-
cause the spacing between Huxons changes periodically in
response to the wave propagation, we denote these waves
fluxon density waves.

In the HSS [Fig. 2(c)] the slope of trajectories is notice-

ably lower than A~A2, which means that the phase veloc-
ity is larger than unity. In contrast to Fig. 2(b), now all
the trajectories contain periodically repeated more hor-
izontal parts. The line CqC2 drawn through these parts
has the same slope as BqB~ in the previous figure. It
starts at x = 8 at the moment when the external ac force
h,„q(t)has the minimum value. At this moment, due to
the boundary magnetic field the last fluxon gets pulled
towards the boundary. Now instead of the compression
wave (as in the case of the LSS) we find a sort of a rarifica-
tion wave which starts propagating with Swihart velocity
through the junction. As before, at the boundary x = E

the process is repeated with the time interval AT . In-
side the junction between passing density waves the slope
of the trajectories remains close to that of AqA2. From
Fig. 2(c) one can see that when the wave crosses any
trajectory, the trajectory moves to the right and another
trajectory follows the line AqA2.

The difference in dc voltages of the satellites from the
FSS comes from the following. Every time the Huxon
density wave passes through any trajectory in Fig. 2(c),
the H.uxon chain effectively shifts to the right by one
fluxon period and another trajectory takes its place on
the line AqA2. This gives one additional fluxon which
contributes in the dc voltage of the junction once per
period AT . The process is started at x = E when the
external field pulls the fluxon from the junction. When
the fluxon density wave arrives at x = 0, it pulls an addi-
tional Huxon into the junction. At this moment the local
density of trajectories is increasing. In order to make it
more visible, the same time interval AT2 is marked in
Fig. 2(a) and Fig. 2(c). One can see that during AT2 in
the FFS two trajectories pass through the point x = 2,
whereas for the HSS there are three passing Huxon trajec-
tories. Thus, due to the Huxon density wave propagation
in a stationary regime per one period AT two addi-
tional fluxons contribute to dc voltage which becomes
Vf j+g —Vf f + 2V . In a similar way, for the LSS every
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FIG. 2. Spatial-temporal Huxon trajectories through the long 3osephson junctions in diA'erent bias points of the calculated
I Vcurves shown in Fi-g. l. Each trajectory corresponds to rp(x, t) = y = 2vrm+ vr, where m is an arbitrary integer. (a)
point A, (b) point B, (c) point C.



13 136 BRIEF REPORTS

time the fluxon density wave passes through a trajec-
tory [Fig. 2(c)] the flowing fluxon chain effectively shifts
to the left by approximately one fluxon period. Once
per period AT one fluxon gets stopped at x = Z. The
external force pushes the fluxon back into the junction.
When the fluxon density wave arrives at x = 0 it prevents
another fluxon from coming into the junction. During
ATq in the FFS three trajectories cross the point x = 2,
whereas in the LSS there are only two crossing fluxon
trajectories. In a stationary regime two fluxons do not
contribute to flux-flow voltage during LT, thus yield-
ing Uf f -i —Vf f —2U . From the energetical point of
view, the HSS and I SS can be understood. in the fol-
lowing way. For small bias current the fluxon energy is
relatively small. In this case the external force can stop
a fluxon close to the boundary x = I (it cannot over-
come the energy barrier ) and the rarification wave ap-
pears, yielding the LSS. At the larger bias the FSS is still
possible even in the presence of the ac force because its
amplitude is not sufhcient enough to stop fluxons at the
boundary. For even larger bias current the ac force, op-
positly, assists fluxons to overcome the barrier at x = 8,
which gives the HSS.

In Ref. 2 an explanation of HSS as due to microwave-
assisted reflections of fluxons into antifluxons at the ac-
tive junction boundary (x = I) has been suggested. In
this view, the line t qC2 in Fig. 2(c) can be treated as a
trajectory of an antifluxon which propagates under the
influence of the bias current in the opposite direction
to the fluxon motion. Every time the antifluxon crosses
the fluxon trajectory the phase difference is increasing by
additional factor of 2a. This electively shifts the fluxon
trajectory to the right by one fluxon chain period. When
the antifluxon arrives at x = 0 it gets reflected back into
the junction as a fluxon. Because AT and the time of
fluxon flight across the junction are not necessarily com-

mensurate, another reflection of this secondary fluxon
from x = E is not expected. Thus, for HSS we obtain two
additional fluxon contributions the dc voltage per one pe-
riod AT, which again yields Vff+z ——Vf f + 2U . How-
ever, this rather simple fluxon-antifluxon model fails in
explaining the LSS. Oppositely, the fluxon density wave
approach presented above appears to be more general
and works for the both HSS and LSS regimes.

Finally, one more thing requires to be commented on.
In the HSS regime the fluxon trajectories p move with
the average velocity v & 1 [Fig. 2(c)]. Convention-
ally, fluxons are assumed to be stable only if their veloc-
ity v is below unity. In general, the nonperturbed sine-
Gordon equation has two types of single-soliton solutions,
(i) p = 4tan (exp [(x —vt)/gl —v2 ) for v ( 1, and

(ii) |p = vr —4 tan (exp (x —vt)/v n2 —1 ~) for v & 1.
In the simplest cases the second solution (ii) is known to
be unstable. However, in the flux-flow regime which we
consider here the phase difference shift between the junc-
tion boundaries is Ay = &p(1,) —&p(0) = hl g 0. With
the increase of the bias current p ~ 1 the conventional
soliton mode of type (i) with v ( 1 becomes unstable
and the system jumps into another state of the spatially
dependent phase rotation with the type (ii) solution for
v & 1. The solution (ii) is stabilized by the topological
restriction AIp g 0 placed on the system. Perhaps, one
might be able to find a theoretical approach which treats
the fluxon density wave in the HSS regime similarly to
that in the LSS using the symmetry between (i) and (ii)
type of solutions.
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