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#### Abstract

Current density, magnetic field, penetrated magnetic flux, and magnetic moment are calculated analytically for a thin strip of a type-II superconductor carrying a transport current $I$ in a perpendicular magnetic field $H_{a}$. Constant critical current density $j_{c}$ is assumed. The exact solutions reveal interesting features of this often realized perpendicular geometry that qualitatively differ from the widely used Bean critical state model: At the penetrating flux front the field and current profiles have vertical slopes; the initial penetration depth and penetrated flux are quadratic in $H_{a}$ and $I$; the initial deviation from a linear magnetic moment is cubic in $H_{a}$; the hysteresis losses are proportional to the fourth power of a small ac amplitude; the current density $j$ is finite over the entire width of the strip even when flux has only partly penetrated; in thin films, as soon as the direction of the temporal change of $H_{a}$ or $I$ is reversed, $j$ falls below $j_{c}$ everywhere, thus stopping flux creep effectively; the Lorentz force can drive the vortices "uphill" against the flux-density gradient. These analytical results are at variance with the critical-state model for longitudinal geometry and explain numerous experiments in a natural way without the assumption of a surface barrier.


## I. INTRODUCTION

The discovery of high- $T_{c}$ oxide superconductors ${ }^{1,2}$ has revived the interest in experimental methods which measure the electromagnetic properties of these extreme type-II superconductors, namely, irreversible magnetization curves and critical (maximum loss-free) current densities $j_{c},{ }^{3,4}$ nonlinear current-voltage curves and flux creep, ${ }^{5-7}$ ac losses and ac susceptibility, ${ }^{8}$ and the penetration of magnetic flux by means of magneto-optics. ${ }^{9-12}$ Magnetic flux penetrates type-II superconductors in the form of Abrikosov vortices that arrange to a more or less regular flux-line lattice ${ }^{3,13-15}$ (FLL) which is pinned by inhomogeneities of the material. If the local current density $j$ exceeds a critical value $j_{c}$, the flux lines move under the action of a Lorentz force. This flux drift dissipates energy and induces a voltage drop. If the current is driven by an external source (via contacts or inductively) this transport current leads to a stationary dissipative state. If the current is caused by a nonuniform flux-line density $\mathbf{B}(\mathbf{r})$ yielding a current density $\mathbf{j}(\mathbf{r})=(\partial H / \partial B) \boldsymbol{\nabla} \times \mathbf{B}(\mathbf{r})$ where $H(B) \approx B / \mu_{0}$ is the reversible magnetic field which is in equilibrium with $B$, then the flux lines rearrange such that $j \leq j_{c}$ everywhere in the specimen. When this "critical state" is reached, the flux-line motion comes to a halt or "creeps" slowly due to thermally activated depinning ${ }^{16}$ or, at low temperatures $T$, due to tunneling of the flux lines out of pins. ${ }^{17}$ This "flux creep" is more pronounced in high- $T_{c}$ superconductors than in conventional superconductors because of the shorter coherence length $\xi$, which means small pinning energy, and because of the higher temperatures of application. ${ }^{15}$

Experiments involving critical currents are often interpreted in terms of the Bean model ${ }^{3,4,18}$ that origi-
nally applied to long superconductors in a parallel field where demagnetizing effects are negligible. In a Bean critical state, which depends on magnetic history, the current density and flux-density gradient are constant or zero everywhere in the specimen, $j=j_{c}$ or 0 , and $|\nabla B|=\mu_{0} j_{c}$ or 0 . Most of the above mentioned experiments, however, use flat superconductors in a perpendicular field $H_{a}$, for example, $c$-axis-oriented monocrystalline platelets or films. In this geometry demagnetizing effects are crucial ${ }^{3,4,9,19-24}$ and the Bean model does not apply. In particular, the screening currents which shield the specimen's interior from changes of $H_{a}$, in longitudinal geometry, flow around the specimen only in a surface layer of thickness $\geq \lambda$ ( $\lambda$ is the London penetration depth), but in perpendicular geometry the shielding currents flow along the entire width of the specimen. Moreover, it is very important that the cross section of real films or flat specimens be rectangular rather than ellipsoidal as is often assumed in calculations using a demagnetization factor. The realistic assumption of constant thickness $d$, and thus constant critical sheet current $J_{c}=j_{c} d$, is one reason why the original Bean results do not apply; see discussion in Sec. VI.

In this paper we show that the current and field profiles in thin type-II superconductors in a perpendicular field $H_{a}$ or with transport current $I$ qualitatively differ from the original Bean model for longitudinal geometry in many ways. ${ }^{22-24}$ The differences listed below are all due to perpendicular geometry but they do not question Bean's main and very useful idea that the flux lines start to move when the current density reaches a critical value $j_{c}$.
(a) The flux penetration initially is quadratic (Bean, linear) in $H_{a}$ or $I$; i.e., it looks "delayed" as if there were a surface barrier or a large lower critical field $H_{c 1}$.
(b) The deviation of the magnetic moment from linearity and the remanent moment initially are cubic (Bean, quadratic) in $H_{a}$.
(c) The ac losses initially grow with the fourth power (Bean, third) of the amplitude of $H_{a}$ or $I$.
(d) The penetrating flux front has vertical (Bean, constant finite) slope even in the model where a fieldindependent $j_{c}$ and vanishing $H_{c 1}$ are assumed. In the modified Bean model (with finite $H_{c 1}$ ) the flux front is also vertical but due to completely different reasons.
(e) When the flux has partly penetrated and a critical state with $j=j_{c}$ is established near the edges of the specimen, the current flows over the entire width of the disk or strip in order to shield the central flux-free region (Bean, flux-free region is current free).
(f) The screening current density is a continuous (Bean, piecewise constant) function but has a vertical slope at the flux front where it reaches the saturation value $j_{c}$.
(g) As soon as the direction of the change of $H_{a}$ or $I$ is reversed, the current density in thin films $(d<\lambda)$ falls below $j_{c}$ everywhere (Bean, $j=j_{c}$ ); relaxation will therefore stop effectively.
(h) When $H_{a}$ or $I$ are reversed there appears a spatial region where the driving force on the flux lines acts outwards against the pressure of the flux-density gradient (Bean, driving force = flux pressure).

Some of these features were indicated in numerical calculations of the critical state in circular disks, ${ }^{19-21}$ but most peculiarities of perpendicular geometry were discovered and proven only by analytical calculations in the limit of zero thickness $d$. Such exact solutions are available for a current carrying strip ${ }^{22}$ and for a disk ${ }^{23}$ and strip ${ }^{24}$ in a perpendicular field. The present paper compiles and completes these results and extends them to the simultaneous presence of an applied field $H_{a}$ and transport current $I$ in a strip or flat ring and to arbitrary magnetic history.

For completeness another particular feature of perpendicular geometry shall be mentioned here. In thin superconductors in a perpendicular field the vortex current is predominantly caused by the curvature of the magnetic field lines and not by the gradient of the flux density $B=|\mathbf{B}|$. This may be seen by writing $\boldsymbol{\nabla} \times \mathbf{B}=(\boldsymbol{\nabla} B) \times \hat{\mathbf{B}}+B(\boldsymbol{\nabla} \times \hat{\mathbf{B}})$ with $\hat{\mathbf{B}}=\mathbf{B} / B$. Here the first term is the density gradient and the second term the curvature of the field lines. For example, in specimens of half width $a$ and thickness $d$ in a transverse field along $x$, the current density along $z$ is $(\boldsymbol{\nabla} \times \mathbf{H})_{z}=\partial H_{y} / \partial x-\partial H_{x} / \partial y$; in it the first term is related to the curvature radius $\rho=H_{x} /\left(\partial H_{y} / \partial x\right)$ of the field lines and the second term to the density gradient if the line tilt is small, $\left|H_{y}\right| \ll\left|H_{x}\right|$. In this typical case the curvature term $\partial H_{y} / \partial x \propto 1 / d$ exceeds the gradient term $\partial H_{x} / \partial y \propto 1 / a$ by far. However, if $H_{x}=0$ (Meissner state) or if $\left|H_{x}\right| \ll\left|H_{y}\right|$, the field lines are nearly parallel to the surface and the current density is given by the gradient $\partial H_{y} / \partial x$.

Even a strong curvature of the magnetic field lines in current carrying films does not necessarily mean that the flux lines (defined by the positions of the vortex core)
are also strongly curved. In thin films typically the flux lines are straight even when transport or shielding currents curve the field lines very strongly. As shown in Refs. 25 and 26 this has three reasons.
(a) The flux lines have to end perpendicular at the surfaces and thus are straight or sinusoidal with wavelength $d$ in thin films with not too large anisotropy.
(b) The relationship between the shapes of the vortex lines and the magnetic field lines is nonlocal; i.e., on short lengths $<\lambda$ the field lines do not have to coincide with the vortex lines.
(c) In thin films with $d<\lambda$ the current is mainly a Meissner surface current even if vortices are present.

The shape of the vortices enters microscopic theories of pinning if the pins are extended along the flux lines, e.g., columnar pins generated by irradiation with heavy ions ${ }^{27-29}$ or flat pins such as grain boundaries or twin boundaries. ${ }^{30-32}$ These microscopic details do not enter the macroscopic considerations presented below.
In order to visualize the essential features of perpendicular geometry and to facilitate the correct interpretation of experimental data, the present paper gives explicit analytical solutions for a thin superconducting strip carrying a transport current $I$ along $-z$ and shielding an applied perpendicular magnetic field $H_{a}$ along $x$. The critical current density $j_{c}$ is assumed to be constant, i.e., independent of the local flux density. The strip fills the space $|x| \leq d / 2,|y| \leq a,|z|<\infty$ with $a \gg d$. The main quantity we calculate is the current density (along $-z$ ) integrated over the specimen thickness, $J(y)=\int_{-d / 2}^{d / 2} j(x, y) d x$ (sheet current, in units A/m like $H_{a}$ ). For the present purpose it is irrelevant whether this is a Meissner current or vortex current or both; i.e., $d<\lambda$ or $d>\lambda$ are allowed as long as $d \ll a$. Since only the integrated current enters and we are interested in a spatial resolution $>d$ along $y$, the current distribution along $x$ does not matter, and the only assumption for the presented calculations is $d \ll a$. The thickness $d$ should be finite since $J$ should be finite. Obviously, in the completely flux-free region the current is a pure Meissner current

$$
j(x, y)=J(y) \cosh (x / \lambda) /[2 \lambda \sinh (d / 2 \lambda)]
$$

which, for $d \gg \lambda$, flows in two surface layers of thickness $\lambda$ leaving the central region current free. As soon as the flux penetrates, the current density is limited to $j_{c}$ since for $|j|>j_{c}$ the flux lines move and rearrange such that $|j| \leq j_{c}$ holds everywhere.

From the sheet current $J(y)$ (along $-z$ ) the magnetic field $\mathbf{H}(x, y)=\mathbf{B}(x, y) / \mu_{0}$ is obtained by Ampère's law. To an accuracy of $d / a$, the field $\mathbf{H}$ at the specimen surfaces has the parallel components $H_{y}(d / 2, y)=-\frac{1}{2} J(y)$ (upper surface) and $H_{y}(-d / 2, y)=\frac{1}{2} J(y)$ (lower surface) and the perpendicular component $H_{x}(d / 2, y)=$ $H_{x}(-d / 2, y)=H(y)$ with

$$
\begin{equation*}
H(y)=\frac{1}{2 \pi} \int_{-a}^{a} \frac{J(u) d u}{y-u}+H_{a} \tag{1.1}
\end{equation*}
$$

Both components in whole space outside the conductor follow from

$$
\mathbf{H}(x, y)=\frac{1}{2 \pi} \int_{-a}^{a} \frac{(y-u,-x) J(u)}{(y-u)^{2}+x^{2}} d u+\mathbf{H}_{a}
$$

since $x /\left(u^{2}+x^{2}\right) \approx \pi \delta(u) \operatorname{sgn}(x)$ for $x \rightarrow 0$.
The negative magnetic moment $M$ and the total magnetic flux $\Phi$ per unit length of the strip are defined by

$$
\begin{align*}
& M=\int_{-a}^{a} y J(y) d y  \tag{1.2}\\
& \begin{aligned}
\mu_{0}^{-1} \Phi & =\int_{-a}^{a} H(y) d y \\
& =2 a H_{a}+\frac{1}{2 \pi} \int_{-a}^{a} J(u) \ln \left|\frac{a-u}{a+u}\right| d u .
\end{aligned}
\end{align*}
$$

Interestingly, only one-half of the total magnetic moment $\mathbf{m}=\frac{1}{2} \int \mathbf{r} \times \mathbf{j} d^{3} r$ comes from the currents $J(y)$ flowing along the strip. The other half originates from the transverse currents (along $\pm \hat{y}$ ) which occur at the far-away ends of the strip where the currents perform a $U$ turn. Both contributions are proportional to the strip length $L \gg a$ and are exactly equal since $\mathbf{j}=0$. This fact allows one to express $M=-m_{x} / L$ in terms of $j_{z}$ only. The resulting moment, Eq. (1.2), therefore, no longer contains the factor $1 / 2$ of the original definition.

Equation (1.1) may be inverted to give ${ }^{33}$

$$
\begin{align*}
J(y)= & \frac{2}{\pi} \int_{-a}^{a} \frac{H_{x}(u)-H_{a}}{y-u}\left(\frac{a^{2}-u^{2}}{a^{2}-y^{2}}\right)^{1 / 2} d u \\
& +I /\left[\pi\left(a^{2}-y^{2}\right)^{1 / 2}\right] \tag{1.4}
\end{align*}
$$

where $I=\int_{-a}^{a} J(y) d y$ is the total current through the strip. This result is obtained by conformal mapping of the strip cross section onto a circle as shown, e.g., in Refs. 22 and 34. The first term in (1.4) originates from the shielding current induced by an applied field or by magnetic poles of strength $H_{x}(y)-H_{a}$ on the surface of the circle, and the second term comes from a constant current in the circle of conformal mapping. Note that a constant current along a cylinder of circular cross section does not generate a magnetic field inside the cylinder and thus does not influence the shielding; mapping back then yields $J(y) \sim\left(a^{2}-y^{2}\right)^{-1 / 2}$.

A general method that inverts Ampère's law for thin flat conductors or superconductors of arbitrary shape and determines the current distribution $\mathbf{J}(y, z)$ from the measured perpendicular surface field $H_{x}(y, z)$ is given in Ref. 33.

## II. STRIP WITH TRANSPORT CURRENT

As long as the strip is in the Meissner state, no magnetic flux has penetrated; thus $H(y)=0$, for $-a \leq y \leq a$. The perpendicular components of an applied field $H_{a}$ and of the field caused by an applied current $I$ are then completely shielded from the strip by appropriate screening currents $J(y)$, even if $d<\lambda$, as long as $a \gg 2 \lambda^{2} / d$. For the case $H_{a}=0, I \neq 0$, one gets from (1.4) the classical formula ${ }^{35}$

$$
\begin{equation*}
J_{\text {ideal }}(y)=I /\left[\pi\left(a^{2}-y^{2}\right)^{1 / 2}\right] \tag{2.1}
\end{equation*}
$$

which inserted in (1.1) gives inside the strip $H(|y|<a)=$ 0 and outside

$$
\begin{equation*}
H_{\text {ideal }}(|y|>a)=\frac{I}{2 \pi} \frac{y /|y|}{\left(y^{2}-a^{2}\right)^{1 / 2}} \tag{2.2}
\end{equation*}
$$

The field (2.2) has the expected far-field behavior $H(|y| \gg a)=I /(2 \pi y)$ and at the specimen edges exhibits a square-root infinity $H \propto(|y|-a)^{-1 / 2}$ as does the current density $J \propto(|y|-a)^{-1 / 2}$. As a consequence of these infinities, flux starts to penetrate at the edges and the sheet current $J(y)$ is limited to the critical value $J_{c}=j_{c} d$ near the edges. Here enters our realistic assumption of constant thickness $d(y)=d=$ const. For a nonrectangular (say, elliptical) cross section the critical sheet current depends on $y, J_{c}(y)=j_{c} d(y)$, and the results derived in this paper do not apply. The generalization to arbitrary $J_{c}(y)$ is obvious from the following derivation.

As stated above, our calculations do not require any knowledge about the current distribution $j(x, y)$ across the specimen thickness $d$ (along $x$ ). It suffices to know that the integral sheet current $|J|$ is limited to the value $J_{c}$. However, to fix ideas, we briefly discuss the current penetration along $x$. There are two limiting cases.
(a) If $d<\lambda$ and $J<2 \tilde{H}_{c 1}\left[\tilde{H}_{c 1} \approx(\lambda / d) H_{c 1}=\right.$ effective $H_{c 1}$ of films in longitudinal field], the current is mainly a Meissner surface current, which is independent of the vortex positions and vortex curvature and is nearly uniform, $j(x, y) \approx J(y) / d$. As shown in Refs. 25 and 26 , if $d \ll \lambda$, the vortex lines will be straight and perpendicular to the film even when the magnetic field lines inside the superconductor are strongly curved due to the presence of a large current density, or tilted due to a tilted applied field.
(b) If $d \gg \lambda$, the current is a Meissner current only in the region where no parallel or perpendicular magnetic flux has penetrated. Else, for $J>2 H_{c 1}$, the flux and current penetration along $x$ is described in the usual way by the well-known Bean model for longitudinal geometry. This penetration along the perpendicular coordinate $x$ is not the subject of this paper, which deals with the penetration of current and perpendicular flux along the parallel coordinate $y$ into a strip which has edges and in which the sheet current is limited to $J_{c}$. The currentinduced Bean critical state across the thickness of our strip occurs for $d \gg \lambda$, irrespective of whether $J(y)$ is a transport current (Sec. II), an induced current (Sec. III), or both (Sec. IV). In this classical Bean critical state along $x$, one has $j(x, y)= \pm j_{c}$ or 0 , and thus $J(y)=$ ( $\left.h_{+}-h_{-}\right) j_{c}$ where $h_{+}$and $h_{-}$are the (history dependent) integral thicknesses of the regions carrying $+j_{c}$ or $-j_{c}$, respectively $\left(h_{+}+h_{-} \leq d\right)$.

The dissipation connected with this irreversible penetration of $j(x, y)$ along $x$ is negligibly small compared to that of the penetration along $y$, since the path along $x$ is much shorter ( $\leq d$ ) than the path the vortex lines move along $y$.

The problem of current saturation in a thin strip was solved by Norris ${ }^{22}$ by conformal mapping. Flux penetrates from the edges such that $H(y)=0$ for $|y| \leq b$, $|J(y)|<J_{c}$ for $|y|<b$ (shielding currents), and $|J(y)|=$
$J_{c}$ for $b<|y|<a$. One first has to find the currents $J\left(y, y_{0}\right)$ which flow in the region $|y|<b$ and shield there the field caused by a current of unit strength flowing along a line at $y=y_{0}>b$. Conformal mapping yields
$J\left(y, y_{0}\right)=\left(y_{0}^{2}-b^{2}\right)^{1 / 2} /\left[2 \pi\left(y_{0}-y\right)\left(b^{2}-y^{2}\right)^{1 / 2}\right]$.
From (2.3) the shielding currents which in $|y|<b$ compensate the field caused by a constant current density $J_{c}$ flowing in the strips $-a \leq y \leq-b$ and $b \leq y \leq a$ are obtained by integrating $J\left(y, y_{0}\right)+J\left(y,-y_{0}\right)$ over the interval $b \leq y_{0} \leq a$. To this integral one has to add a contribution $\propto\left(b^{2}-y^{2}\right)^{-1 / 2}\left[\right.$ cf. $\left.J_{\text {ideal }}(2.1)\right]$ such that the infinities at $y= \pm b$ compensate each other. The final result is (Fig. 1)
$J(y)=\left\{\begin{array}{lr}\frac{2 J_{c}}{\pi} \arctan \left(\frac{a^{2}-b^{2}}{b^{2}-y^{2}}\right)^{1 / 2}, & |y|<b \\ J_{c}, & b<|y|<a .\end{array}\right.$
Integrating this one gets the total current
$I=2 J_{c}\left(a^{2}-b^{2}\right)^{1 / 2}, \quad b=a\left(1-I^{2} / I_{\max }^{2}\right)^{1 / 2}$,
where $I_{\max }=2 a J_{c}$ is the maximum total current occurring at full penetration $b=0$. Inserting (2.4) into (1.1) we obtain the magnetic field component perpendicular to the strip,

$$
H(y)=\left\{\begin{array}{lr}
0, & |y|<b  \tag{2.6}\\
\frac{H_{c} y}{|y|} \operatorname{arctanh}\left[\frac{y^{2}-b^{2}}{a^{2}-b^{2}}\right]^{1 / 2}, & b<|y|<a \\
\frac{H_{c} y}{|y|} \operatorname{arctanh}\left[\frac{a^{2}-b^{2}}{y^{2}-b^{2}}\right]^{1 / 2}, & |y|>a
\end{array}\right.
$$

with $H_{c}=J_{c} / \pi$. The distinction of the cases $|y|>a$ and $|y|<a$ in (2.6) may be avoided by writing $\arctan x$ and $\arctan (1 / x)$ in the same form $(1 / 2) \ln |(1+x) /(1-x)|$. Near the strip edges one has now a logarithmic singularity

$$
H(y)=\frac{H_{c}}{2} \frac{y}{|y|} \ln \frac{2\left(a^{2}-b^{2}\right)}{| | y|-a| a}, \quad|y| \approx a
$$

The magnetic moment $M$ and total flux $\Phi$ of the current carrying strip are zero due to symmetry. The flux through the half strip is

$$
\begin{align*}
\Phi_{h} & =\mu_{0} H_{c}\left[\left(a^{2}-b^{2}\right)^{1 / 2} \operatorname{arccosh} \frac{a}{b}-a \ln \frac{a}{b}\right] \\
& =\frac{\mu_{0} H_{c} a}{2}[(1+x) \ln (1+x)+(1-x) \ln (1-x)] \tag{2.7}
\end{align*}
$$

with $x=I / I_{\max }$. For weak penetration $a-b \ll a$ one obtains from (2.5)-(2.7) $a-b \approx a x^{2} / 2, \Phi_{h} \approx \mu_{0} H_{c} a x^{2} / 2$, or
$a-b \approx a I^{2} / 2 I_{\max }^{2}, \quad \Phi_{h} \approx(a-b) \mu_{0} H_{c} \propto I^{2}$.
For complete penetration $b=0$ one has $\Phi_{h}=a \mu_{0} H_{c} \ln 2$. The current density and the field have vertical slopes at $|y|=b$. Near $|y|=b$ one has


FIG. 1. Current density $J(y)$ (2.4) (top) and magnetic field $H(y)(2.6)$ (bottom) in a superconducting strip of width $2 a$ carrying a transport current $I$ which is increased from zero (virgin state). The depicted profiles are for $I / I_{\max }=0.1,0.5$, 0.8 , and 0.95 . For $I / I_{\max }=0.8$ the penetration width $b$ is indicated at the top.

$$
\begin{align*}
& J(y)=J_{c}-J_{c} \frac{2}{\pi}\left(\frac{b^{2}-y^{2}}{a^{2}-b^{2}}\right)^{1 / 2}, \quad|y|<b  \tag{2.9}\\
& H(y)=H_{c}\left(\frac{y^{2}-b^{2}}{a^{2}-b^{2}}\right)^{1 / 2}, \quad|y|>b \tag{2.10}
\end{align*}
$$

For $b<a / 2$ or $I / I_{\max }>0.7$, the elliptical dip (2.9) in $J(y)$ is a good approximation for all $|y| \leq b$.

The results (2.4)-(2.10) apply to the virgin state where $I$ is increased from zero. The corresponding expressions for alternating applied current with amplitude $I_{0}$ are obtained by looking, e.g., at the situation when $I$ is decreased monotonically from $I_{0}$ to $-I_{0}$. One easily shows that the resulting current and field profiles $J_{\downarrow}$ and $H_{\downarrow}$ are linear superpositions of the form (Fig. 2)
$J_{\downarrow}\left(y, I, J_{c}\right)=J\left(y, I_{0}, J_{c}\right)-J\left(y, I_{0}-I, 2 J_{c}\right)$,
$H_{\downarrow}\left(y, I, J_{c}\right)=H\left(y, I_{0}, J_{c}\right)-H\left(y, I_{0}-I, 2 J_{c}\right)$,
with $J\left(y, I, J_{c}\right)$ and $H\left(y, I, J_{c}\right)$ given by (2.4) and (2.6) with $b$ from (2.5). At intermediate applied currents $-I_{0}<I<I_{0}$ there is a new penetration width $b^{\prime}=$ $a\left[1-\left(I \pm I_{0}\right)^{2} / 4 I_{\max }^{2}\right]$ inside which $H(y)$ is frozen like in the Bean model though $J(y)$ changes everywhere, with the vertical slope at $|y|=b=a\left(1-I^{2} / I_{\text {max }}^{2}\right)^{1 / 2}$ persisting and a new saturation to $J(y)=-J_{c}$ occurring at $|y|>b^{\prime}$.

When $I=-I_{0}$ is reached, the original virgin state is reestablished, with $J$ and $H$ having changed $\operatorname{sign}, J\left(y,-I_{0}, J_{c}\right)=-J\left(y, I_{0}, J_{c}\right)$ and $H\left(y,-I_{0}, J_{c}\right)=$ $-H\left(y, I_{0}, J_{c}\right)$. In the half period with increasing $I$ one


FIG. 2. Current density $J_{\downarrow}(y)$ (2.11) (top) and magnetic field $H_{\downarrow}(y)(2.12)$ (bottom) in a superconducting strip of width $2 a$ when the transport current $I$ is reduced from $0.95 I_{\max }$ to $-0.95 I_{\max }$. Shown are the profiles for $I / I_{\max }=$ $0.95,0.5,0,-0.5,-0.8,-0.95$.
has $J_{\uparrow}\left(y, I, J_{c}\right)=-J_{\downarrow}\left(y,-I, J_{c}\right)$ and $H_{\uparrow}\left(y, I, J_{c}\right)=$ $-H_{\downarrow}\left(y,-I, J_{c}\right)$. For general magnetic history $I(t)(t=$ time) the current and field profiles of the strip are described by similar superpositions as (2.11) and (2.12) depending on $I(t)$ and on all previously reached maxima of $|I(t)|$ in such a way that each maximum erases the memory of all previously reached smaller maxima. The virgin solution (2.4)-(2.6), therefore, completely determines any possible critical state of a current carrying strip in zero field.

The hysteretic losses caused in the strip by an alternating current $I(t)$ with amplitude $I_{0}$ and frequency $\nu$ were calculated by Norris. ${ }^{22}$ When $I$ increases from $-I_{0}$ to $I_{0}$ the electric field in the strip is $E(y)=\partial \Phi(y) / \partial t$ with flux $\Phi(y)=\mu_{0} \int_{0}^{y} H(u) d u$. The energy dissipated in the strip during this half cycle is then
$U_{\mathrm{HC}}=\int d t \int_{-a}^{a} E(y) J(y) d y=2 \mu_{0} J_{c} \int_{b}^{a} d y \int_{b}^{y} H(u) d u$,
since $H(|y|<b)=0$ and $J(|y|>b)=J_{c}$. In (2.13) $H(y)$ has to be taken at the current maximum $I=I_{0}$. The hysteretic ac losses are thus uniquely determined by the field profile at peak current. Inserting (2.6) in (2.13) and performing the integrals one obtains the dissipated power $P=2 \nu U_{\mathrm{HC}}$ per unit length of the strip, ${ }^{22}$

$$
\begin{align*}
& P=\left(\nu \mu_{0} I_{\max }^{2} / \pi\right) f\left(I_{0} / I_{\max }\right)  \tag{2.14}\\
& f(x)=(1-x) \ln (1-x)+(1+x) \ln (1+x)-x^{2}
\end{align*}
$$

For small and large amplitudes this gives

$$
\begin{array}{ll}
P=\left(\nu \mu_{0} / 6 \pi I_{\max }^{2}\right) I_{0}^{4}, & I_{0} \ll I_{\max } \\
P=\left(\nu \mu_{0} / \pi\right)(2 \ln 2-1) I_{\max }^{2}, & I_{0}=I_{\max } \tag{2.16}
\end{array}
$$

The initial losses are thus very small, $P \sim I_{0}^{4}$. More features of this solution are discussed in Sec. VI.

## III. STRIP IN A PERPENDICULAR FIELD

The current and field profiles in a thin strip in a perpendicular field $H_{a}$ and with zero transport current $I$ can be calculated in a similar way as for the current carrying strip in Sec. I. Moreover, the current-induced Bean critical state in the $x$ direction is the same as in Sec. II. In the ideal Meissner state one has $H(|y|<a)=0$ and from (1.1), (1.2), (1.4), ${ }^{35,36}$

$$
\begin{align*}
& J_{\text {ideal }}(y)=2 y H_{a} /\left(a^{2}-y^{2}\right)^{1 / 2}  \tag{3.1}\\
& H_{\text {ideal }}(|y|>a)=|y| H_{a} /\left(y^{2}-a^{2}\right)^{1 / 2}  \tag{3.2}\\
& M_{\text {ideal }}=\pi a^{2} H_{a} \tag{3.3}
\end{align*}
$$

The current through the half width is $I_{h}=2 a H_{a}$.
The saturation of $|J(y)|=J_{c}$ in the region $b \leq|y| \leq a$ is accounted for by integrating $J\left(y, y_{0}\right)-J\left(y,-y_{0}\right)$, Eq. (2.3), over $b \leq y_{0} \leq a$ and adding the shielding currents caused in the flux-free region $|y| \leq b$ by the applied field $H_{a}$. This gives for $|y| \leq b$

$$
\begin{equation*}
J(y)=\frac{2 y J_{c} / \pi}{\left(b^{2}-y^{2}\right)^{1 / 2}}\left[\int_{b}^{a} \frac{\left(u^{2}-b^{2}\right)^{1 / 2}}{u^{2}-y^{2}} d u-\frac{\pi H_{a}}{J_{c}}\right] \tag{3.4}
\end{equation*}
$$

The integral in (3.4) may be performed by substituting $z=\left(u^{2}-b^{2}\right)^{1 / 2}$, yielding a term vanishing at $|y|=b$ and a constant term. This constant term has to compensate the term $-\pi H_{a} / J_{c}$; otherwise $J(y)$ would have an unphysical infinity at $y=b$ caused by the factor in front of the brackets. This condition fixes $b$,

$$
\begin{align*}
& b=a / \cosh \left(H_{a} / H_{c}\right)  \tag{3.5}\\
& c \equiv\left(a^{2}-b^{2}\right)^{1 / 2} / a=\tanh \left(H_{a} / H_{c}\right) \tag{3.6}
\end{align*}
$$

where $H_{c}=J_{c} / \pi$ and $c$ is a constant needed below. The resulting current and negative magnetic moment in this virgin state (for $H_{a}$ increased from zero) are (Fig. 3)
$J(y)=\left\{\begin{array}{lr}\frac{2 J_{c}}{\pi} \arctan \frac{c y}{\left(b^{2}-y^{2}\right)^{1 / 2}}, & |y|<b \\ J_{c} y /|y|, & b<|y|<a,\end{array}\right.$
$M=J_{c} a^{2} c=J_{c} a^{2} \tanh \left(H_{a} / H_{c}\right)$.
From (1.1) and (3.7) the field and the penetrated flux are

$$
H(y)=\left\{\begin{array}{lr}
0, & |y|<b  \tag{3.9}\\
H_{c} \operatorname{arctanh} \frac{\left(y^{2}-b^{2}\right)^{1 / 2}}{c|y|}, & b<|y|<a \\
H_{c} \operatorname{arctanh} \frac{c|y|}{\left(y^{2}-b^{2}\right)^{1 / 2}}, & |y|>a
\end{array}\right.
$$



FIG. 3. Current density $J(y)(3.7)$ (top) and magnetic field $H(y)$ (3.9) (bottom) in a superconducting strip of width $2 a$ in a perpendicular magnetic field $H_{a}$ which is increased from zero (virgin state). The depicted profiles are for $H_{a} / H_{c}=0.5,1,1.5,2,2.5$.
$\Phi=2 \mu_{0} H_{c} a \ln \frac{a}{b}=2 \mu_{0} H_{c} a \ln \cosh \frac{H_{a}}{H_{c}}$.
As in the current carrying strip, the current density and the flux front at $|y|=b$ have vertical slopes, $|J(y)|-$ $J_{c} \sim H(y) \sim(|y|-b)^{1 / 2}$, and the infinity at the edges is logarithmic,

$$
H(y) \approx \frac{H_{c}}{2} \ln \frac{2 a\left(a^{2}-b^{2}\right)}{||y|-a| b^{2}}, \quad|y| \approx a
$$

The analytical solution $H(y)(3.9)$ thus proves a vertical slope of the penetrating flux front for our model, in which $J_{c}=$ const and a lower critical field $H_{c 1}=0$ were assumed. Interestingly, the fact that the reversible magnetization curve exhibits $\partial H / \partial B=0$ at $H=H_{c 1}$ or $B=0$ leads also to a vertical slope of the flux profile at the flux front, even in longitudinal geometry, since the current density $\mathbf{j}=(\partial H / \partial B) \boldsymbol{\nabla} \times \mathbf{B}$ and Lorentz force density $\mathbf{j} \times \mathbf{B}$ contain this vanishing factor; therefore, if $j$ is balanced by a constant $j_{c}$ the factor $\boldsymbol{\nabla} \times \mathbf{B}$ has to become infinitely large when $B$ goes to zero. Note that the vertical slopes in this modified Bean model ( $H_{c 1} \neq 0$ ) in longitudinal geometry, and the vertical slope in the simple Bean model $\left(H_{c 1}=0\right)$ in perpendicular geometry, have completely different physical reasons.

In the limit $J_{c} \rightarrow \infty$ (3.5)-(3.9) reproduce the idealshielding results (3.1)-(3.3). For weak penetration $\left(H_{a} \ll\right.$ $H_{c}$ ) one gets from (3.5)-(3.10)

$$
\begin{align*}
b & =a-a H_{a}^{2} / 2 H_{c}^{2}  \tag{3.11}\\
M & =\pi a^{2} H_{a}\left(1-H_{a}^{2} / 3 H_{c}^{2}\right),  \tag{3.12}\\
\Phi & =\mu_{0} a H_{a}^{2} / H_{c} \tag{3.13}
\end{align*}
$$

For almost complete penetration $\left(H_{a} \gg H_{c}\right)$ one gets

$$
\begin{align*}
b & =2 a \exp \left(-H_{a} / H_{c}\right) \ll a  \tag{3.14}\\
M & =J_{c} a^{2}\left[1-2 \exp \left(-2 H_{a} / H_{c}\right)\right]  \tag{3.15}\\
J(|y|<b) & =\left(2 J_{c} / \pi\right) \arcsin (y / b)  \tag{3.16}\\
H(b<|y|<a / 2) & =H_{c} \operatorname{arccosh}|y / b|  \tag{3.17}\\
H(2 b<|y|<\infty) & =H_{a}+H_{c} \ln \left|a^{2} / y^{2}-1\right|^{-1 / 2},  \tag{3.18}\\
\Phi & =2 \mu_{0} a\left(H_{a}-0.69 H_{c}\right) \tag{3.19}
\end{align*}
$$

Very recently the current density of a type-II superconducting circular disk in perpendicular field was calculated analytically. ${ }^{23}$ Comparison with the above results reveals that the penetration width (3.5) and current distribution (3.7) exhibit the same functional dependences for the strip and the disk if one replaces $y / a$ by $r / R, J$ by $2 J / \pi$, and $J_{c}$ by $2 J_{c} / \pi$. The same replacement works also for the current (3.20) below. The magnetization (3.8) and field (3.9) (obtained for the disk numerically in Ref. 23) are, however, different in both geometries.

When the applied field $H_{a}$ oscillates between the extremal values $\pm H_{0}$ with frequency $\nu$, it suffices to consider one half period, say, decreasing $H_{a}$. Similarly as for the oscillating applied current in Sec. II, one can show that for $H_{a}$ decreasing from $+H_{0}$ to $-H_{0}$ the current distribution $J_{\downarrow}$, field $H_{\downarrow}$, negative magnetic moment $M_{\downarrow}$, and flux $\Phi_{\downarrow}$ follow from the "virgin" results (3.6)-(3.10) by linear superpositions of the form (Fig. 4)

$$
\begin{align*}
J_{\downarrow}\left(y, H_{a}, J_{c}\right) & =J\left(y, H_{0}, J_{c}\right)-J\left(y, H_{0}-H_{a}, 2 J_{c}\right)  \tag{3.20}\\
H_{\downarrow}\left(y, H_{a}, J_{c}\right) & =H\left(y, H_{0}, J_{c}\right)-H\left(y, H_{0}-H_{a}, 2 J_{c}\right)  \tag{3.21}\\
M_{\downarrow}\left(H_{a}, J_{c}\right) & =M\left(H_{0}, J_{c}\right)-M\left(H_{0}-H_{a}, 2 J_{c}\right),  \tag{3.22}\\
\Phi_{\downarrow}\left(H_{a}, J_{c}\right) & =\Phi\left(H_{0}, J_{c}\right)-\Phi\left(H_{0}-H_{a}, 2 J_{c}\right) . \tag{3.23}
\end{align*}
$$



FIG. 4. Current density $J_{\downarrow}(y)$ (3.20) (top) and magnetic field $H_{\downarrow}(y)(3.21)$ (bottom) in a superconducting strip of width $2 a$ when the applied field $H_{a}$ is reduced from $2 H_{c}$ to $-2 H_{c}$. Shown are the profiles for $H_{a} / H_{c}=2,1,0,-1,-2$.

At $H_{a}=-H_{0}$ the original virgin state is reached again; $J, H, M$, and $\Phi$ have just changed sign. In the half period with increasing $H_{a}$ one has $J_{\uparrow}\left(y, H_{a}, J_{c}\right)=$ $-J_{\downarrow}\left(y,-H_{a}, J_{c}\right), \quad H_{\uparrow}\left(y, H_{a}, J_{c}\right)=-H_{\downarrow}\left(y,-H_{a}, J_{c}\right)$, $M_{\uparrow}\left(H_{a}, J_{c}\right)=-M_{\downarrow}\left(-H_{a}, J_{c}\right)$, and $\Phi_{\uparrow}\left(H_{a}, J_{c}\right)=$ $-\Phi_{\downarrow}\left(-H_{a}, J_{c}\right)$. At intermediate fields $\left|H_{a}\right|<H_{0}$ there is a new penetration width $b^{\prime}=a / \cosh \left(\left|H_{0} \pm H_{a}\right| / 2 H_{c}\right)$ inside which $H$ is frozen like in the Bean model though $J$ changes everywhere; the vertical slope of $J(y)$ at $|y|=$ $b=a / \cosh \left(H_{0} / H_{c}\right)$ remains visible and new saturation occurs at $|y|>b^{\prime}$.

For general magnetic history $H_{a}(t)(t=$ time $)$ the critical state of the strip is described by a similar superposition as (3.20)-(3.23) which now depends on $H_{a}(t)$ and on all previously reached maximum values of $\left|H_{a}(t)\right|$ such that each maximum wipes out the memory of all previous smaller maxima. Thus, the solution (3.5)-(3.10) completely determines any possible critical state in the strip.

When $H_{a}$ oscillates with frequency $\nu$ and amplitude $H_{0}$ the negative magnetic moment cycles the hysteretic magnetization curve (Fig. 5)
$M_{\downarrow \uparrow}= \pm J_{c} a^{2}\left[\tanh \frac{H_{0}}{H_{c}}+2 \tanh \frac{H_{a} \mp H_{0}}{2 H_{c}}\right]$.
The remanent negative magnetic moment observed after $H_{a}$ is decreased to zero from the virgin state is (Fig. 5)

$$
\begin{equation*}
M_{\mathrm{rem}}\left(H_{0}\right)=J_{c} a^{2}\left[\tanh \frac{H_{0}}{H_{c}}-2 \tanh \frac{H_{0}}{2 H_{c}}\right] \tag{3.25}
\end{equation*}
$$

The hysteresis losses $P\left(H_{0}\right)$ are frequency times area of the hysteresis loop,

$$
\begin{equation*}
P=\nu \mu_{0} \oint M\left(H_{a}\right) d H_{a}=4 \nu \mu_{0} a^{2} J_{c} H_{0} g\left(\frac{H_{0}}{H_{c}}\right) \tag{3.26}
\end{equation*}
$$



FIG. 5. The negative magnetic moment $M_{\downarrow \uparrow}\left(H_{a}\right)$ (3.24) per unit length of the strip in a perpendicular magnetic field $H_{a}$ which is cycled with amplitudes $H_{0}=4 H_{c}$ and $H_{0}=$ $H_{c}$. The dashed and solid curves through the origin are the virgin curves (3.8). The dash-dotted curve gives the negative remanent moment (3.25).

$$
g(x)=(2 / x) \ln \cosh x-\tanh x
$$

For small and large amplitude $H_{0}$ this gives
$\begin{array}{ll}P=\left(2 \pi \nu \mu_{0} a^{2} / 3 H_{c}^{2}\right) H_{0}^{4}, & H_{0} \ll H_{c} a, \\ P=4 \nu \mu_{0} a^{2} J_{c}\left(H_{0}-1.386 H_{c}\right), & H_{0} \gg H_{c} .\end{array}$
The energy loss is thus initially very small, $P \sim H_{0}^{4}$. For further discussion of flux penetration see Sec. VI.

## IV. CURRENT CARRYING STRIP IN A PERPENDICULAR FIELD

When both a transport current $I$ and a magnetic field $H_{a}$ are applied to a thin strip with constant $J_{c}$, a rich variety of qualitatively different current and field profiles occur depending on the history of $I(t)$ and $H_{a}(t)$. We shall visualize this by considering the special case where $I$ and $H_{a}$ are increased from zero simultaneously. This situation with constant $I(t) / H_{a}$ is realized, e.g., when a perpendicular field is applied to a flat superconducting ring or to a closed double strip as discussed in Sec. V.

The general solution to this nonlinear problem can be constructed from the "current only" and "field only" solutions obtained in Secs. II and III. We denote these by $J_{I}(y), H_{I}(y)$, and $J_{H}(y), H_{H}(y)$, respectively. Obviously, by adding these even and odd solutions with weight $1 / 2$ each, we obtain a "current density" $J^{*}(y)=$ $\left(J_{I}+J_{H}\right) / 2$ which exhibits $J^{*}(b<y<a)=J_{c}$, $J^{*}(-\infty<y<-b)=0$, and a flux-free region $-b<y<b$ (Fig. 6). Note that the auxiliary function $J^{*}(y)$ is formally defined as zero also in the intervall $-\infty<y \leq-a$ outside the strip, where the physical current densities $J_{I}$ (2.4) and $J_{H}$ (3.7) are not defined. This property will be required for superpositions constructed below.

We write this solution as


FIG. 6. The universal functions $j(y, a, b)$ (4.3) (top) and $h(y, a, b)$ (4.4) (bottom) for relative penetration depth ( $a-$ $b) / a=0.1,0.3,0.5,0.7,0.9$.

$$
\begin{align*}
J^{*}(y) & =\left(J_{I}+J_{H}\right) / 2=J_{c} j(y, a, b),  \tag{4.1}\\
H^{*}(y) & =\left(H_{I}+H_{H}\right) / 2=H_{c} h(y, a, b), \tag{4.2}
\end{align*}
$$

where
$j(y, a, b)=\left\{\begin{array}{lr}1, & b \leq y \leq a \\ \frac{1}{\pi} \operatorname{arccot} \frac{b^{2}-a y}{p}, & -b \leq y \leq b \\ 0, & -\infty<y \leq-b,\end{array}\right.$
$h(y, a, b)=\left\{\begin{array}{lr}0, & |y| \leq b \\ \frac{y}{2|y|} \operatorname{arctanh} \frac{p}{a y-b^{2}}, & b \leq|y|<\infty,\end{array}\right.$
with $p=\left[\left|y^{2}-b^{2}\right|\left(a^{2}-b^{2}\right)\right]^{1 / 2}$. In (4.3) $\operatorname{arccot} x=\pi / 2-$ $\arctan x$ was used rather than $\arctan (1 / x)$, which jumps by $\pm \pi$ at $y=b^{2} / a$. The arctanh in (4.4) applies to both regions $|y|<a$ and $|y|>a$ in contrast to the arctanh in (2.6) and (3.9).

The field (4.2) has an infinity at $y=a$ where $h(y \approx$ $a)=\frac{1}{2} \ln \left[2\left(a^{2}-b^{2}\right) / b|y-a|\right]$, but no singularity any more at $y=-a$ where $h(y=-a)=\frac{1}{2} \ln (a / b)$. Near $|y|=b$ one has $h \sim(|y|-b)^{1 / 2}$ and $j-\pi \sim(b-y)^{1 / 2}$ near $y=b$ and $j \sim(y+b)^{1 / 2}$ near $y=-b$. For $y \rightarrow \pm \infty$ one has $2 h=\operatorname{arctanh} c=H_{a} / H_{c}$;cf. Eq. (3.6). Due to the weight $1 / 2$ in $(4.1,2)$ this solution carries half the total current and shields half the applied field of the original solution [cf. (2.5) and (3.5)],
$I^{*}=J_{c}\left(a^{2}-b^{2}\right)^{1 / 2}, \quad H_{a}^{*}=\frac{H_{c}}{2} \operatorname{arccosh}(a / b)$.
The expressions (4.1)-(4.5) do not describe a real state of the original strip with width $2 a$ since any such state requires $|J(y)|=J_{c}$ at the edges, whereas here $J^{*}(y)=0$ for $y<-b$. $J^{*}$ and $H^{*}$ rather give the current and field profiles in a strip with width $a+b$ extending from $y=-b$ to $y=a$ for the specific case where at the left edge the width of the region with $|J|=J_{c}$ has shrunk to zero and thus no flux has penetrated there. The applied current and field for this particular case are given by (4.5). For the larger ratio $I / H_{a}$ one has at the left edge $J=+J_{c}$, and for the smaller ratio $J=-J_{c}$. Expressions (4.1)(4.4) may also be obtained by integrating $J\left(y, y_{0}\right)(2.3)$ over the interval $b<y<a$.

The property $J^{*}(-\infty<y<-b)=0$ allows one to construct new solutions by superimposing appropriately mirror-imaged ( $y \rightarrow-y$ ), stretched $(a+b \rightarrow 2 a)$, and shifted ( $y \rightarrow y \pm y_{0}$ ) solutions $J^{*}$ and $H^{*}$. The conditions for such superpositions are that their flux-free regions coincide and their current densities vanish outside the strip and take the values $\pm J_{c}$ at the edges. Furthermore, the history of the applied $I(t)$ and $H_{a}(t)$ has to be accounted for properly.

As an example we consider the problem where $I$ and $H_{a}$ are increased from zero such that the flux penetration proceeds monotonically at both edges. Below it will be shown what condition this implies on the path in the $I-H_{a}$ plane. In this case we need the superposition of two of the functions (4.3, 4.4) shown in Fig. 6. Let $J(y)=J_{c}$ in $b_{2} \leq y \leq a$ and $J(y)= \pm J_{c}$ in $-a \leq y \leq-b_{1}$, and
$H(y)=0$ in the flux-free region $-b_{1}<y<b_{2}$ (Fig. 7). One can show that $\left|b_{2}\right| \leq b_{1} \leq a$ when $I / H_{a} \geq 0$. Defining the lengths

$$
\begin{equation*}
b=\frac{b_{1}+b_{2}}{2} \geq 0, \quad w=\frac{b_{1}-b_{2}}{2} \geq 0, \tag{4.6}
\end{equation*}
$$

one obtains the solution in the form (Fig. 7)
$J(y)=J_{c}[j(y+w, a+w, b)+p j(-y-w, a-w, b)]$,
$H(y)=H_{c}[h(y+w, a+w, b)-p h(-y-w, a-w, b)]$,
with the functions $j$ (4.3) and $h$ (4.4) and $p= \pm 1$; see below. The total current $I$ and applied field $H_{a}$ of this solution follow from (2.5), (3.5), and (4.5),
$I=J_{c}\left\{\left[(a+w)^{2}-b^{2}\right]^{1 / 2}+p\left[(a-w)^{2}-b^{2}\right]^{1 / 2}\right\}$,
$H_{a}=\frac{H_{c}}{2}\left[\operatorname{arccosh} \frac{a+w}{b}-p \operatorname{arccosh} \frac{a-w}{b}\right]$.
Note the different signs $+p$ and $-p$ in $J, I$ and $H, H_{a}$. For given $I$ and $H_{a}$ the penetration depths $a-b_{1}$ and $a-b_{2}$ are obtained by solving the two coupled transcendental equations (4.9) and (4.10) for $b$ and $w$ to obtain


FIG. 7. Current density $J(y)$ (4.7) for a "currentlike"(top) and "fieldlike" (bottom) state in a superconducting strip of width $2 a$ to which both a transport current $I$ and a magnetic field $H_{a}$ are applied with constant ratio $r=I /\left(2 \pi a H_{a}\right)$. Top: $r=2, I / I_{\max }=0.1,0.3,0.5,0.7$, 0.9. For $I / I_{\max }=0.7, b_{1}$ and $b_{2}$ are indicated by arrows at the top. Bottom: $r=0.25, I / I_{\max }=0.1,0.2,0.3,0.4,0.48$; here $b_{2}$ decreases monotonically; the dashed curve $I / I_{\max }=$ 0.7 corresponds to an unphysical case since $b_{1}$ has passed its minimum and increases again; cf. Eq. (4.34) and text.
$b_{1}\left(I, H_{a}, a\right)=b+w$ and $b_{2}\left(I, H_{a}, a\right)=b-w$. Before we give the solution below we have to discuss the sign factor $p= \pm 1$ appearing in (4.6)-(4.10).

From the shape of $j(y, a, b)(4.3)$ it is clear that $J(y)$ (4.7) at the left edge $(y=-a)$ takes the value $-J_{c}$ if $p=-1$ and $+J_{c}$ if $p=1$. At the transition between these two cases one has $a-w=b$ (or $w=a-b$; in general, $|w| \leq a-b)$ and therefore the second terms in (4.6)-(4.10) all vanish. Formally one may thus write $p=0$. In this particular state one has $b_{1}=a$; i.e., the width $a-b_{1}$ of the current-saturated and flux-penetrated region at the left edge vanishes; cf. Fig. 6. With $w=a-b$ inserted one gets from (4.9) and (4.10) the applied current and field in the form $I=I^{*}(a, b)$ and $H_{a}=H_{a}^{*}(a, b)$. Eliminating $b$ from these two expressions one gets a relation between $H_{a}$ and $I$ for this special case (remember $H_{c}=J_{c} / \pi$, $\left.I_{\max }=2 a J_{c}\right)$ :

$$
\begin{align*}
& H_{a}=H_{a}^{*}(I)=H_{c} \operatorname{arctanh}\left(I / I_{\max }\right)  \tag{4.11}\\
& I=I^{*}\left(H_{a}\right)=I_{\max } \tanh \left(H_{a} / H_{c}\right) \tag{4.12}
\end{align*}
$$

In the limiting cases this means

$$
\begin{array}{ll}
H_{a}^{*}(I)=I / 2 \pi a, & I \ll I_{\max } \\
H_{a}^{*}(I)=\frac{H_{c}}{2} \ln \frac{2 I_{\max }}{I_{\max }-I}, & I \approx I_{\max } \tag{4.14}
\end{array}
$$

From (4.13), which may also be written in the symmetric form $H_{a}^{*} / H_{c}=I / I_{\max }$, one sees that in the two cases $I=I_{0}, H_{a}=0$ (with arbitrary $I_{0} \ll I_{\max }$ ) and $I=0$, $H_{a}=I_{0} /(2 \pi a) \ll H_{c}$, the edge singularities in the idealshielding states $J_{\text {ideal }}(y)(2.1)$ and (3.1) and $H_{\text {ideal }}(y)$ (2.2) and (3.2) have the same amplitude, with same sign at the right edge $y=a$ but opposite sign at the left edge $y=-a$. Therefore, if both current and field are increased in such a way that initially $I=2 \pi a H_{a}$, and in general $I=I^{*}\left(H_{a}\right)=I_{\text {max }} \tanh \left(H_{a} / H_{c}\right)$, then the penetration depth at the left edge is zero ( $b_{1}=a$ ) and flux penetrates only from one edge until full penetration is reached when $I=I_{\text {max }}$.

From these arguments one finds that in (4.6)-(4.10)

$$
\begin{array}{ll}
p=-1, & J(y=-a)=-J_{c}
\end{array} \quad \text { if } \quad I<I^{*}\left(H_{a}\right),
$$

This is equivalent to

$$
\begin{array}{lll}
p=-1, & H(y=-a)>0 & \text { if } \quad H_{a}>H_{a}^{*}(I) \\
p=+1, & H(y=-a)<0 & \text { if } \quad H_{a}<H_{a}^{*}(I)
\end{array}
$$

At $y=+a$ one always has $J(y)=J_{c}$ and $H(y)>0$.
The two equations (4.9) and (4.10) may be solved analytically by the substitutions

$$
\begin{align*}
& \frac{a+w}{b}=\cosh (2 u), \quad \frac{a-w}{b}=\cosh (2 v),  \tag{4.15}\\
& f=\frac{I}{I_{\max }}, \quad g=\frac{H_{a}}{H_{c}}, \quad c=\tanh \frac{H_{a}}{H_{c}} \tag{4.16}
\end{align*}
$$

yielding the symmetric expressions

$$
\begin{equation*}
f=\tanh (u+p v), \quad c=\tanh (u-p v) \tag{4.17}
\end{equation*}
$$

with $p=\operatorname{sgn}(f-c)$. Formally, the sign factor $p= \pm 1$ may be omitted (i.e., put $p=1$ ) if one allows for negative $v$, considering the intervalls $-\infty \leq v \leq \infty, 0 \leq u \leq \infty$. The solution of (4.17) is then

$$
\begin{equation*}
u=2 \operatorname{arctanh} f+2 g, \quad v=2 \operatorname{arctanh} f-2 g \tag{4.18}
\end{equation*}
$$

After some algebra and putting the strip half width $a=$ 1, we obtain the desired results

$$
\begin{align*}
& b=\left(1-f^{2}\right)^{1 / 2}\left(1-c^{2}\right)^{1 / 2}, \quad w=f c  \tag{4.19}\\
& b_{1,2}=b \pm w=\left(1-f^{2}\right)^{1 / 2}\left(1-c^{2}\right)^{1 / 2} \pm f c \tag{4.20}
\end{align*}
$$

with the intervals $-1 \leq b_{2} \leq 1,\left|b_{2}\right| \leq b_{1} \leq 1,0 \leq f \leq 1$, $0 \leq c \leq 1$. Formally, by allowing for negative $c,-1 \leq$ $c \leq 1$, one has $b_{1}(c)=b_{2}(-c)$ and thus both penetration depths are given by the same expression

$$
\begin{equation*}
b_{i}=\left(1-f^{2}\right)^{1 / 2}\left(1-c^{2}\right)^{1 / 2}+f c \tag{4.21}
\end{equation*}
$$

with $i=1,2$. In fact, Eq. (4.21) with definitions (4.16) gives the general result for the two penetration depths $1-b_{1}$ and $1-b_{2}$ for arbitrary sign of current and field if one allows for $-1 \leq f \leq 1,-1 \leq c \leq 1$. For transparency our discussion will consider positive $I$ and $H_{a}$ only.

Which paths in the $I-H_{a}$ plane yield the required monotonically increasing penetration depths $1-b_{1}$ and $1-b_{2}$ is easily seen by plotting the lines $b_{1}=$ const and $b_{2}=$ const into one plot as shown in Fig. 8 for the $I$ - $H_{a}$ plane. In the $f-c$ plane (Fig. 9) these lines are ellipses,

$$
\begin{equation*}
f\left(c, b_{i}\right)=\left|c b_{i} \pm\left(1-c^{2}\right)^{1 / 2}\left(1-b_{i}^{2}\right)^{1 / 2}\right|, \tag{4.22}
\end{equation*}
$$

where $b_{i}=b_{1}$ yields the lines $b_{2}=$ const and $b_{i}=b_{2}$ the lines $b_{1}=$ const. Note the high symmetry and similarity of Eqs. (4.20) and (4.22). Substituting

$$
\begin{align*}
& f=I / I_{\max }=\sin \alpha,  \tag{4.23}\\
& c=\tanh \left(H_{a} / H_{c}\right)=\sin \beta, \tag{4.24}
\end{align*}
$$

one gets the compact form

$$
\begin{equation*}
b_{1}=\cos (\alpha-\beta), \quad b_{2}=\cos (\alpha+\beta) \tag{4.25}
\end{equation*}
$$

In the $\alpha-\beta$ plane (Fig. 10) the lines of constant $b_{1}$ or $b_{2}$ are straight lines of slope $\pm 1$. The important line $b_{1}=1$ in these three planes is, respectively, $f=\tanh (g)$ (4.12), $f=c$, or $\alpha=\beta$. This line divides the current-field plane into two regions with "currentlike" and "fieldlike" penetration where at the left edge $J=+J_{c}$ or $J=-J_{c}$, respectively.

The allowed paths for nonincreasing $b_{1}$ and $b_{2}$ should never cross this line $b_{1}=1$. Some allowed paths are indicated in Fig. 9. They satisfy the conditions

$$
\begin{equation*}
d b_{i}=\frac{\partial b_{i}}{\partial I} d I+\frac{\partial b_{i}}{\partial H_{a}} d H_{a} \leq 0 \tag{4.26}
\end{equation*}
$$

( $i=1,2$ ), equivalent to a nondecreasing of both $\alpha-\beta$ and $\alpha+\beta$ because of Eqs. (9)-(11). Obviously, the slope of the allowed paths is limited by the slopes of the lines $b_{1}=$ const and $b_{2}=$ const. These slopes in all three planes


FIG. 8. The lines $b_{1}=$ const (slope $>0$ ) and $b_{2}=$ const (slope $<0$ ) (4.20) in the $I-H_{a}$ plane. In Figs. 8, 9, and 10 these lines may be identified as follows: The parameters denote $b_{1} / a$ or $b_{2} / a$. Whenever a line $b_{1}=$ const touches one of the axes $I=0$ or $H_{a}=0$ this line transforms into a line $b_{2}=$ const with $b_{2}=b_{1}$, and vice versa. Whenever a line $b_{1}=$ const touches the top border $I=I_{\max }$ or the right border $H_{a}=\infty$, this line transforms into a line $b_{2}=$ const with $b_{2}=-b_{1}$, and vice versa. In Figs. 8, 9, and 10 the dash-dotted line $I / I_{\max }=\tanh \left(H_{a} / H_{c}\right)\left(\right.$ or $\left.b_{1}=a\right)$ divides the $I-H_{a}$ plane into fieldlike (below) and currentlike (above) regions. In this figure, the straight solid lines are the locus of constant ratio $I / H_{a}$, namely, $r=\left(I / H_{a}\right)\left(H_{c} / I_{\max }\right)=2$ and $r=0.25$. The line $r=0.25$ is dashed in the unphysical region; see also Fig. 10 and text.
(Figs. 8-10) at all points are symmetric about the $x$ and $y$ directions; in the $I-H_{a}$ plane the slopes explicitly are

$$
\begin{equation*}
\frac{d H_{a}}{d I}= \pm S, \quad S=\frac{\left(I_{\max }^{2}-I^{2}\right)^{1 / 2}}{H_{c} \cosh \left(H_{a} / H_{c}\right)} . \tag{4.27}
\end{equation*}
$$



FIG. 9. The lines $b_{1}=$ const (slope $>0$ ) and $b_{2}=$ const (slope $<0$ ) (4.20) in the $f-c$ plane are ellipses. See caption of Fig. 8. The fans of arrows indicate the allowed paths of field and current application.


FIG. 10. The lines $b_{1}=$ const (slope +1 ) and $b_{2}=$ const (slope -1 ) (4.20) in the $\alpha-\beta$ plane are straight lines. See caption of Fig. 8. The solid lines are loci of constant ratio $r=$ $\left(I / H_{a}\right)\left(H_{c} / I_{\max }\right)=2,1,0.6,0.25$. The range of unphysical solutions is indicated by the dashed curves; see text.

With the "pure" penetration depths $b_{I}(2.5)$ and $b_{H}$ (3.5) for $I=0$ or $H_{a}=0$ inserted, the slope $S$ (4.27) reads

$$
\begin{equation*}
S=b_{I} b_{H} I_{\max } /\left(a^{2} H_{c}\right)=2 \pi b_{I} b_{H} / a . \tag{4.28}
\end{equation*}
$$

Equation (4.21) or (4.25) reproduces the penetration depths $b_{I}, b_{H}$, and Eqs. (4.7) and (4.8) the current densities $J_{I}(y)$ and $J_{H}(y)$ and fields $H_{I}(y)$ and $H_{H}(y)$ of Secs. II and III. Interesting limiting cases in Fig. 9 are

$$
\begin{array}{ll}
f=0: & b_{1}=b_{2}=\left(1-c^{2}\right)^{1 / 2} \\
c=0: & b_{1}=b_{2}=\left(1-f^{2}\right)^{1 / 2} ; \\
f=c: & b_{1}=1, b_{2}=1-2 f^{2} ; \\
f=1: & b_{1}=-b_{2}=c \\
c=1: & b_{1}=-b_{2}=f . \tag{4.33}
\end{array}
$$

These correspond, respectively, to the cases $I=0, H_{a}=$ 0 (symmetric penetration), $I / I_{\max }=\tanh \left(H_{a} / H_{c}\right)$ (pure unilateral penetration), and to full currentlike and fieldlike penetration. Note that in the latter two cases the line $y=-b_{1}=b_{2}$ has different meaning: For $f \rightarrow 1$ ( $I \rightarrow I_{\max }$ ) the line $y=-b_{1}$ only indicates the position where the Meissner phase has disappeared leaving no trace. But for $c \rightarrow 1\left(H_{a} / H_{c} \rightarrow \infty\right)$ there remains a trace at $y=-b_{1}$, namely, a jump of $J(y)$ from $+J_{c}$ to $-J_{c}$ and a discontinuity of $H(y)$.
If an experiment is controlled such that during the increase of $I$ and $H_{a}$ always $f=\tanh g$, i.e., $I=I^{*}\left(H_{a}\right)$ (4.12), then no flux penetrates from the left as stated above and the flux front moves from the right to the left edge. If $I$ and $H_{a}$ are increased with constant ratio then two cases have to be distinguished: If $I / H_{a}=$ const $>2 \pi a$ one has always $p=+1$ and $J(y)=J_{c}$ at both $y=-a$ and $y=a$. Both penetration depths $a-b_{1}$ and $a-b_{2}$ then increase monotonically as $I$ goes from 0 to
$I_{\text {max }}$. At $I=I_{\text {max }}$ full asymmetric penetration is reached with $b_{1}=-b_{2}=\tanh \left(H_{a} / H_{c}\right)$ (4.32).

However, if during the increase one has $I / H_{a}=$ const $<2 \pi a$ then the path in the $I-H_{a}$ plane crosses the line $f=\tanh g$; there, $p$ changes from -1 to +1 , and $J$ at the left edge jumps from $-J_{c}$ to $J_{c}$, when $I$ passes through the value $I^{*}\left(H_{a}\right)(4.12)$. In this case the penetration depth $a-b_{1}$ (4.20) or (4.25) at the left edge first increases, reaches a maximum, and then decreases again, reaching zero when $I=I^{*}\left(H_{a}\right)$, and then increases again. For a given ratio $r=f / g=I /\left(2 \pi a H_{a}\right)<1$ this minimum of $b_{1}$ occurs at a value $b_{m}(r)$ which is obtained by solving the transcendental equation

$$
\begin{equation*}
g^{2}+\cosh ^{2} g=1 / r^{2} \tag{4.34}
\end{equation*}
$$

and inserting the resulting $g=g_{m}=H_{a, m} / H_{c}$ into

$$
\begin{equation*}
b_{m}=r+r g \tanh g \tag{4.35}
\end{equation*}
$$

(if $a=1$ ). This yields $H_{a}=H_{a, m}=g_{m} H_{c}$ and $b_{1}=a b_{m}$ with limiting cases
$g_{m}=\ln (2 / r), \quad b_{m}=r \ln (2 e / r), \quad r \ll 1$,
$g_{m}=(1-r)^{1 / 2}, \quad b_{m}=1-(1-r)^{2} / 2, \quad r \approx 1$.

During the decrease of $a-b_{1}$ flux has to exit. However, this is not possible reversibly due to pinning. As a consequence, flux with opposite sign enters at the left edge and annihilates the frozen flux similarly as shown in Figs. 2 and 4. When this new flux front meets the frozen flux front then the penetration depth $a-b_{1}$ starts to increase again and the solution (4.7)-(4.10) is again valid. Therefore, after $b_{1}$ has reached its minimum value $b_{m}$ (4.35), the real current and field profiles look different from those given by Eqs. (4.7) and (4.8) until $b_{1}$ has reached $b_{m}$ again. For small values of $r$ this reentrant behavior does not occur; see the cases $r=0.6$ and $r=0.25$ in Fig. 10.

If $I(t)$ and $H_{a}(t)$ are increased such that the penetration depths $a-b_{1}$ and $a-b_{2}$, obtained from (4.9) and (4.10) do not increase monotonically, or if $I(t)$ and $H_{a}(t)$ are cycled, then the field and current profiles of the strip are linear superpositions of more than two functions of the type (4.3), (4.4). These profiles look smilar to those of Eqs. (2.11), (2.12), and (3.20), (3.21), but in general are more complex. In particular, it may happen that $J(y)$ gets cusps or even hits the value $J_{c}$ at an isolated point away from the edges. The discussion of such particular histories of $I(t)$ and $H_{a}(t)$ and a general numerical program will be published elsewhere.

## V. DOUBLE STRIPS AND RINGS IN A PERPENDICULAR FIELD

In this section we discuss the field and current profiles in a double strip closed at its ends, and in a flat superconducting ring, and in combinations thereof, when a perpendicular field is applied (Fig. 11). This field $H_{a}$ induces a circulating current $I$ which shields the interior of the loop such that the total magnetic flux through it is zero. At the same time, the local field $H_{a}^{\prime}$ at the
position of the strips is partly shielded from the interior of the strip. The field $H_{a}^{\prime}$ exceeds $H_{a}$ by the field caused by the current $I$ flowing in the neighboring strip. If $I<I^{*}\left(H_{a}^{\prime}\right)=I_{\max } \tanh \left(H_{a}^{\prime} / H_{c}\right)(4.12)$ then the currents at the two edges of the strip flow in opposite directions and flux of the same orientation enters at the two edges. If $I=I^{*}\left(H_{a}^{\prime}\right)$ the shielding current along the inner edge is zero and flux penetrates the strip only from the outer edge. If $I>I^{*}\left(H_{a}^{\prime}\right)$ the current flows in the same direction throughout the strip, and flux of opposite sign penetrates from the two edges. We shall now discuss how these different situations may be realized.

The transport current $I$ induced by an applied field $H_{a}$ in a long double strip connected at its ends, in principle, can be calculated exactly by conformal mapping. We shall use here a more transparent method to estimate the circulating current and the field at the strip. We assume that the distance $2 R$ between the centers of the two strips, or the diameter $2 R$ of a circular ring, is much larger than the width $2 a$ of the strips. Any closed loop formed by the superconducting strip shields an applied field from its interior. Thus the flux $\Phi$ of the applied field inside the loop is exactly compensated by the flux caused by the circulating supercurrent $I$. From the area $A$ and the inductivity $L$ of the loop one obtains $I=\Phi / L=$ $\mu_{0} H_{a} A / L$. For a closed double strip of length $l$ and for the ring one has ${ }^{37}$
$A=2(R-a) l, \quad L \approx\left(\mu_{0} l / \pi\right) \ln (2 R / a) \quad$ (double strip) , $A=\pi(R-a)^{2}, \quad L \approx \mu_{0} R[\ln (8 R / a)-2] \quad$ (ring).
We have omitted here the contribution to the inductivities $L$ which is caused by the field inside the conductors since the strip thickness is $d \ll a$. The circulating current then becomes

$$
\begin{array}{lc}
I \approx 2 \pi(R-a) H_{a} / \ln (2 R / a) & \text { (double strip) } \\
I \approx \pi(R-a)^{2} H_{a} / R \ln (R / a) & \text { (ring). } \tag{5.2}
\end{array}
$$



FIG. 11. Two suggested configurations of asymmetric double loops of superconducting films. By appropriate choice of the widths $2 a$ and distances $2 R$ the flux penetration into the strip becomes fieldlike or currentlike; see text.

For the double strip the external field $H_{a}$ at each strip may be approximated by the applied field plus the field caused at the center of this strip by the current through the other strip at distance $2 R$,

$$
\begin{equation*}
H_{a}^{\prime}=H_{a}+\frac{I}{4 \pi R}=H_{a}\left[1+\frac{1-a / R}{2 \ln (2 R / a)}\right] \tag{5.3}
\end{equation*}
$$

From (5.1)-(5.3) we obtain that the ratio $r=$ $I /\left(2 \pi a H_{a}^{\prime}\right)=1$ if $R / a \approx 3.4$ for the double strip and if $R / a \approx 5$ for the ring. These estimates are crude since in the derivation of (5.1)-(5.3) $R \gg a$ was assumed. A better estimate for the double strip is obtained by calculating the total flux between the strips from the Meissner fields (2.2) and (3.2) and equating this to zero. This yields a smaller ratio $I / H_{a}^{\prime}$ and gives $r=1$ for $R / a \approx 5.5$. For smaller $R / a$ the flux penetration into the strip is initially fieldlike $(r<1)$, and for larger $R / a$ it is currentlike ( $r>1$ ).
The condition $r=1$ means that initially (for $H_{a} \ll$ $H_{c}=J_{c} / \pi$ ) no flux enters at the inner edge since $I=$ $I^{*}\left(H_{a}^{\prime}\right) \approx H_{a}^{\prime} /(2 \pi a)$. If $H_{a}$ is increased, then, even for an initially small ratio $r<1$, the induced current $I \sim$ $H_{a}$ eventually will exceed the value $I^{*}\left(H_{a}^{\prime}\right)$ since this saturates to $I_{\max }=2 a J_{c}$. Flux with opposite orientation will then enter from both edges as discussed in Sec. IV.

The interesting low-current situation $r<1$ can be realized in various ways by modifying the geometry. Obviously, if the loop is interrupted then $I=0$ and the strip behaves as described in Sec. III. The opposite case $r \gg 1$ is achieved by choosing $R \gg a$; then $I>I^{*}$ always holds. The induced current can be reduced by connecting two loops such that the current in these circulates in opposite directions (Fig. 11). In a double ring with the shape of a symmetric 8 the transport current $I$ induced by a homogeneous field $H_{a}$ is exactly zero. In general, two well separated rings with radii $R_{1}, R_{2}$ and strip widths $a_{1}$, $a_{2}$ connected in phase ( + ) or in antiphase ( - ) exhibit an induced transport current

$$
\begin{equation*}
I \approx \pi H_{a} \frac{\left(R_{1}-a_{1}\right)^{2} \pm\left(R_{2}-a_{2}\right)^{2}}{R_{1} \ln \left(R_{1} / a_{1}\right)+R_{2} \ln \left(R_{2} / a_{2}\right)} \tag{5.4}
\end{equation*}
$$

Similarly, two loops of a double strip of lengths $l_{1}, l_{2}$, separations $2 R_{1}, 2 R_{2}$, and widths $a_{1}, a_{2}$ exhibit a current

$$
\begin{equation*}
I \approx 2 \pi H_{a} \frac{\left(R_{1}-a_{1}\right) l_{1} \pm\left(R_{2}-a_{2}\right) l_{2}}{l_{1} \ln \left(2 R_{1} / a_{1}\right)+l_{2} \ln \left(2 R_{2} / a_{2}\right)} . \tag{5.5}
\end{equation*}
$$

Thus, any desired ratio $I / H_{a}$ can be achieved by choosing the size and shape of a double loop appropriately. Combining this with a suitable increase and decrease of $H_{a}(t)$ one achieves a rich variety of field profiles which may be observed by magneto-optics or with Hall probes.
Note that for $r<1$ the field $H$ near the strip edge inside the loop varies nonmonotonically (has three extrema). This is easily seen by adding the two ideal shielding fields outside a strip, the $\approx$ monopolar field $H_{I}(y)$ (2.2) and the $\approx$ dipolar field $H_{H}(y)$ (3.2), yielding

$$
\begin{equation*}
H_{I}+H_{H}=2 H_{a}(y-r a) /\left(y^{2}-a^{2}\right)^{1 / 2} \tag{5.6}
\end{equation*}
$$

which has a minimum if $r<1$.

## VI. CONCLUSIONS

The obtained results have important consequences. The most spectacular feature, which was often seen in experiments, is that perpendicular flux penetrates into flat samples delayed as if there were a surface barrier or an unphysically large $H_{c 1}$ : The penetration depth increases first slowly, $a-b \sim H_{a}^{2}$, and then almost linearly (Fig. 12). This was shown for the first time experimentally and theoretically in Ref. 38, where flux penetration into a thin strip was computed numerically. Extrapolating the penetration depth $a-b\left(H_{a}\right)(3.5)$ in Fig. 12 by a straight line through the inflection point we may define a pseudo first critical field

$$
\begin{equation*}
H_{p}=H_{c}\left[\operatorname{arcsinh}(1)+2^{1 / 2}-2\right] \approx 0.296 H_{c} \tag{6.1}
\end{equation*}
$$

If $j_{c}$ is high this penetration field $H_{p}$ exceeds the thermodynamic penetration field $\approx H_{c 1} d / a$ by far. Thus, numerous measurements which for perpendicular $H_{a}$ show an upturn of $H_{c 1}(T)$ at low temperatures (where also $j_{c}$ greatly increases; for references see Ref. 39) can be interpreted in terms of flux penetration controlled simply by constant volume pinning as calculated in our model.

Moreover, the above obtained cubic deviation of the magnetic moment from the ideal screening value $\delta M=$ $M-\pi a^{2} H_{a} \sim H_{a}^{3}$ explains, without the assumption of a surface barrier, why the "cubic fit" of $\delta M\left(H_{a}\right)$ proposed by Burlachkov et al. ${ }^{39}$ to get the expected BCS temperature dependence of $H_{c 1}$ works so well. We think that models of a surface barrier are not required in this case and all experimental data can be described in a natural way by the critical-state model. In addition, a wrong interpretation of the penetration field $H_{p}$ as the lower critical field $H_{c 1} \sim \lambda^{-2}$ in perpendicular geometry gives a too small value of the London penetration depth $\lambda$ or $\lambda_{a b}$ in $c$-oriented high-temperature superconductors.

The slow initial penetration of the magnetic flux $\Phi \sim$ $H_{a}^{2}$ can be explained by reconsidering the process of current saturation near the strip edges as shown in Fig. 13. The depth where the ideal screening current (3.2) exceeds $J_{c}$ and the current saturates is $\delta_{\text {est }} \approx 2 a H_{a}^{2} / J_{c}^{2}$ at $H_{a} \ll J_{c}$. This estimate is smaller by a factor $\pi^{2} / 4 \approx 2.5$ than our precise analytical value $a-b=a H_{a}^{2} / 2 H_{c}^{2}$ and


FIG. 12. The penetration depth $a-b$ (3.5) of a magnetic field $H_{a}$ applied perpendicular to a strip of width $2 a$. The dashed line through the inflection point defines the penetration field $H_{p}$.


FIG. 13. The saturation of the current density $J(y)$ near the edge of the strip. The dashed curve gives the ideal $J(y)$ (3.1) [or (3.7) with $b=a]$. The solid line gives $J(y)(3.7)$ for $H_{a}=H_{c} / 4$ where $b \approx 0.97 a$. Area $1\left(\sim H_{a}^{2}\right)$ approximately equals area 2 ; the difference of these areas is $\approx \delta M /\left(2 a^{2}\right) \sim$ $H_{a}^{3}$.
should not be used in quantitative calculations as was done, e.g., in Ref. 40. The physical reason for this deeper penetration is a redistribution of the currents after cutting off the area 1 in Fig. 13: In order to compensate for the decreased screening, more current (area 2 in Fig. 13) has to be added in the Meissner region. The magnetic moments of these two areas nearly compensate. Therefore, the simple cutoff gives a too large decrease of the magnetization with a wrong $H_{a}$ dependence $\delta M_{\text {est }} \sim H_{a}^{2}$ instead of the correct $\delta M \sim H_{a}^{3}$.

The slow flux penetration $a-b \sim H_{a}^{2}$ or $\sim I^{2}$, $\delta M \sim H_{a}^{3}$ and the extremely small losses $P \sim H_{a}^{4}$ or $\sim I^{4}$ result only for the assumed constant thickness d. For ellipsoidal specimen cross section one has $d(y) \sim\left(a^{2}-y^{2}\right)^{1 / 2}$ and thus a spatially varying critical sheet current $J_{c}(y)=j_{c} d(y) \sim(a-|y|)^{1 / 2}$ near the edges. In this case one obtains faster penetration of flux, namely, $a-b \sim H_{a}$ or $\sim I, \delta M \sim H_{a}^{2}$, and $P \sim H_{a}^{3}$ or $\sim I^{3}$, like in the original Bean model. This conclusion for ellipsoids follows from similar arguments as given in connection with Fig. 13; see also Norris ${ }^{22}$ for applied current, and the computations ${ }^{41}$ for an applied field. Exact results for varying $J(y)$ may be obtained along the lines of this paper, e.g., by introducing a weight factor $J(y) / J(0)$ in the integral (3.4). It is our belief that the rectangular cross section treated in our paper is relevant to most experiments on superconducting single crystals and films.

The delayed flux penetration is very important for the proper function of superconducting quantum interference devices (SQUID's). The flux concentration ${ }^{40}$ decreases with the onset of flux penetration at $H_{a}>H_{p}=$ $0.0941 j_{c} d$ and the response to the magnetic field becomes nonlinear. Above $H_{p}$ the presence of Abrikosov flux lines causes additional noise. High $j_{c}$ is, therefore, a key requirement for SQUID's that is not mentioned usually.

A further, seemingly contradictory feature of perpendicular geometry occurs when $I$ or $H_{a}$ is reversed or cycled. As can be seen in Figs. 2 and 4, there is a region immediately inside the outer flux front (at $|y|=b^{\prime}$ ) where $J(y)$ has reversed its sign but $\nabla B$ has not yet. In
this region the driving force on the flux lines is thus opposed to the force exerted by the flux-density gradient. Since here $|J|<J_{c}$, this uphill motion of the flux lines can occur only as flux creep, which is not considered in our paper. However, for particular magnetic and current histories such an uphill motion of flux lines against the flux-density gradient really does occur since $J(y)$ reaches $J_{c}$ at an isolated point away from the edges. This unexpected behavior can be realized even with a monotonically changing field, without applying a current, if the critical current density is nonuniform, $J_{c}=J_{c}(y)$. Work on these interesting situations is in progress.

The finding of flux drift against the flux-density gradient clearly contradicts the original critical-state model for longitudinal geometry. This seeming paradox is resolved as follows for thick and thin films: If $d \gg \lambda$, our model considers only the projection of the current-induced classical Bean critical state across the $x$ direction. If $d<\lambda$, this longitudinal Bean state is absent, but the vortices are now nearly perpendicular to the surface and the driving force exerted on the flux lines by the flux-density gradient is negligibly small since the driving current is a Meissner current. In both cases, the general statement holds that for $d \ll a$ the current is predominantly caused by the transversal gradient $\partial H_{y} / \partial x$, causing also the curvature of field lines if $H_{x} \neq 0$, and not by the flux-density gradient $\partial H_{x} / \partial y$ (Sec. I).

In conclusion, in flat type-II superconductors with thickness $d \rightarrow 0$ and critical current density $j_{c}=$ const, when a transport current or a perpendicular magnetic field, or both, are applied, the penetrating flux front and also the jump of the current density have vertical slope and the current density is finite everywhere. A weak logarithmic singularity of the field occurs at the edges, $|H| \sim \ln |a-|y||$, which for $j_{c} \rightarrow \infty$ or $I \ll I_{\max }=2 a J_{c}$ or $H_{a} \ll H_{c} J_{c} / \pi$ becomes stronger, $|H| \sim|a-|y||^{-1 / 2}$. Finite $d$ smears these singularities over a width $\approx d$. As soon as the current and the applied field are reduced, the sheet current falls below $J_{c}$ everywhere (Figs. 2 and 4). In thin films this means that the current density $j=J / d$ also falls below $j_{c}$, and thus the relaxation comes to a halt. Such an effect was experimentally observed and explained recently. ${ }^{42}$ In thick samples ( $d \gg \lambda$ ) the sheet current $J=\left(h_{+}-h_{-}\right) j_{c}$ will continuously relax as usual in a classical Bean critical-state with Anderson's relaxation of $j_{c}$, but this relaxation comes from flux motion perpendicular to the specimen. During reversal of the applied field or current, the penetrating reversed current density drives the flux lines "uphill" against the fluxdensity gradient.

All these analytical results are in contrast to the widely used Bean critical-state model for longitudinal fields. However, Bean's main assumption that the flux lines start to move only when $j$ reaches $j_{c}$ works very well also in perpendicular geometry; this is confirmed by comparing the theoretical penetration depth (3.5) and field profiles (3.9) with experiments, ${ }^{38}$ and by direct measurements of the current distribution in the critical state. ${ }^{43}$
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