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Angular dependence of the H-T phase diagram of CsNiC13
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The results of an ultrasonic study of the magnetic-field —teinperature (H-T) phase diagram of
hexagonal CsNiC13 as a function of the angle between the magnetic field and the c axis are presented.
Upon rotation of the Geld, the structure of the phase diagram is modified from four phases joined at
a multicritical point for H

~~
c to three phases without a multicritical point at other field directions.

A previously unseen transition has been detected at intermediate field angles. The behavior of
the spin-Bop anomaly on the acoustic velocity is also investigated as a function of Geld angle and
temperature. The amplitude of this anomaly has been found to exhibit a strong dependence on
these two parameters. An analysis of these phase diagrams has been made using a nonlocal Landau
free-energy approach [Phys. Rev. Lett. 60, 45 (1988)].

I. INTRODUCTION

The last decade has seen a continuing interest in the
magnetic properties of the hexagonal insulators belong-
ing to the ABX3 family, where B represents a magnetic
ion such as Ni, Mn, and Co. In these systems, the mag-
netic ions are grouped in c-axis chains that are relatively
well isolated from each other. This structural anisotropy
causes the magnetic properties to have a strong quasi-
one-dimensional behavior. The Hamiltonian describing
such systems is

II = —2Jii ) S; S;+i —Ji) S; S~ —D) (8, )

—H. ) S, ,

where J~~ and J~ are the antiferromagnetic intra- and in-
terchain nearest-neighbor exchange interactions, respec-
tively, and D ) 0 is the single-ion axial anisotropy. A
quasi-one-dimensional system is defined by J~~/Jz && 1.

Many studies, both theoretical and experimental, have
been conducted on these systems and they can be sepa-
rated roughly into two groups; the ones interested in the
spin-wave properties and the ones interested in the low-
temperature phase diagrams. On one hand, the Haldane
conjecture has received a lot of attention recently in con-
nection with the spin-wave properties and many ABX3
(S = 1) systems like CsNiClq and RbNiClq are now con-
sidered to be good candidates. On the other hand, the
presence of competing interactions and also frustration
resulting from the triangular structure can yield complex
phase diagrams at low-temperature (in addition to mod-
ifying the spin-wave structure ). This is especially true
for systems like CsNiC13, CsNiBr3, and CsMnI3 where
multicritical points can be observed. The present; in-
vestigation belongs to the second group and it concerns
a well-known easy-axis quasi-one-dimensional antiferro-

magnet crystal, CsNiC13. This compound is known to be
very stable and much less hydroscopic than other crystals
of the same family like CsMnI3, two desirable qualities
for experimental work.

The parameters of the Hamiltonian (1) for CsNiCls,
reported by Buyers et al. ,

s are J~~/k = —16.6 K, J~/k =
—0.29 K, and D/k = 0.63 K. From previous experimen-
tal and theoretical work, in zero magnetic Beld we can
expect4 to have at least three phases: a paramagnetic
(P) at high temperature, a linear (L) state at intermedi-
ate temperature, and an elliptical 120' (E) phase at low
temperature when the thermal fIuctuations are too small
to screen J~. In the presence of a magnetic Beld parallel
to the chains axis (c axis) there is also a spin-flop (SF)
phase when the field is large enough to overcome the
single-ion anisotropy. There is no such transition when
H J c since in this configuration the Beld and the single-
ion anisotropy are not in competition. In the literature,
these phases are respectively labeled 1, 2, 3, and 4. When
the magnetic field is neither along the c axis, nor in the
plane, the phases 2 and 3 have slightly different sym-
metries and they are labeled 9 and 8, respectively, as
discussed in Sec. IV.

The phase diagrams with H
]~

c and H J c are well
known and they differ considerably. They were obtained
from susceptibility, neutron-scat tering, and ultrasonic
data. The purpose of the present work is to investigate
the evolution of the phase diagram between these two ex-
tremes. We report here, in addition to results for H ]] c
and H J c, the phase diagrams with H directed 5, 10,
20 ) 30 and 50 away from c. It is our experience
that ultrasound is a very effective and economical way to
probe the magnetic properties of CsNiCl~, especially in
the region close to the multicritical point. So, the transi-
tion lines reported here, were obtained with an ultrasonic
technique in temperature and magnetic field ranges of 2—
6 K and 0—6 T, respectively. We have also extracted from
the raw data of the acoustic velocity some interesting be-
havior of the anomaly at the E-SE transition as a func-
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tion of Beld direction and temperature. These results are
analyzed using the phenomenological Landau-type free
energy model developed by Plumer, Hood, and Caille.
This work serves to compliment and extend an earlier
ultrasonic investigation of the phase diagram where re-
sults were reported only for H

~~
c.

II. EXPER,IMENT

The acoustic velocity was measured with a pulsed
acoustic interferometer whose operating principle is
based on the measurement of the phase difFerence be-
tween the acoustic wave and a reference signal. This
phase difference is inversely proportional to the acoustic
velocity v according to the relation

27r fnL
)

V

where n, L, and f are, respectively, the number of back-
and-forth trips executed by the acoustic pulse, the length
of the sample, and the rf frequency. During the exper-
iment, when the external parameters (II, T) are mod-
ified, the phase difFerence is maintained constant by a
frequency feedback loop. The relative velocity variation
is then given by

Af AL+

Since the thermal expansion and the magnetostric-
tion are orders of magnitude smaller than the variation
of velocity due to either the magnetic field or the tem-
perature for the ranges used, they are neglected. The
attenuation is obtained from the amplitude of the first
acoustic transmitted pulse at the output of the sample.
Particular care has been taken to account for the non-
parallelism and the Gnite bandwidth of the transducers.

The single crystal used for this experiment was grown
by the Bridgman method. Its tendency to cleave along
the 1120 plane facilitated its orientation for acoustic
propagation along the c axis [0001]. Parallel faces, ap-
proximately 10 mm apart with normals parallel to the
c axis, were polished to receive the acoustic transduc-
ers. In this work we have used Y-cut coaxially plated
I iNb03 piezoelectric transducers, having a fundamental
frequency of 30 MHz to produce the longitudinal acous-
tic pulses. Precision better than 1 ppm for the relative
acoustic velocity and 10% for the total attenuation are
routinely obtained with this interferometer.

Although some tests have been made at other frequen-
cies, we report for the present work only results obtained
using a longitudinal acoustic signal at 90 MHz (the erst
overtone of 30 MHz) propagating along the hexagonal c
axis. The orientation of the crystal in the magnetic Geld
was controlled by a gearing system which allows all angles
from 0 to 90 . The error in the orientation of the sample
is believed to be mainly due to the misalignment of the
plane of rotation, an error that we estimate to be much
less than 5 . The sample temperature was monitored
with two sensors; a carbon glass resistance for temper-
ature measurements in the presence of a magnetic field

and a diode sensor mounted directly on the sample for
the zero-Beld measurements. The carbon glass resistance
was calibrated on the diode temperature readings in zero
Geld. Those sensors were controlled by a Lakeshore DRC-
93C system.

It is easier to define transition points by calculating
the derivative of the data. Such a treatment requires an
enormous amount of data points to reduce noise. Mag-
netic Geld and temperature have been incremented by
as little as 100 G and 1 mK, respectively. Each of the
phase diagrams reported here are made in a single-day
experiment, and generate as many as 10 000 data points.

Since CsNiCl3 is an insulator, very special care is
needed to avoid thermal gradients. To this end, the sam-
ple and temperature sensors were put inside a copper box
as a thermal shield with the heater resistance outside the
box. It is our experience that the use of the box can
lower the temperature readings by a few tenths of a de-
gree when heating is high (T ) 5 K). Considering the
scale of temperature of interest, this correction is quite
important.

In order to construct a phase diagram, it is necessary
to track anomalies on the quantity measured as a func-
tion of external parameters. The anomalies in the acous-
tic velocity are usually better defined and narrower than
the ones in the attenuation. Consequently, the phase
diagrams reported here were made using the acoustic ve-
locity and the attenuation has been used as a confirma-
tion. Except when we intended to test the presence of
hysteresis, all the transition points were obtained with
increasing temperature or magnetic Beld.

III. R.ESUITS

The anomalies in Av/v as a function of temperature
at H = 0 and 2.5 T parallel to the c axis are presented
in Fig. 1. The arrows in this Bgure indicate where the
transition points were chosen. They correspond, when it
is possible, to where the derivative of Av/v is the largest.
At II = 0, the small dip at T~, (L Ptransition) a-nd the
large step at T~, (E L) are shown-. For H

~~
c and field

values above the multicritical point, such as H = 2.5 T,
only one large anomaly at T corresponding to the SI"-P
transition can be observed (see Ref. 7 for notation).

A diferent signature of the transitions is presented
in Fig. 2 where data are plotted as a function of the
magnetic Beld parallel to the c axis for two fixed tem-
peratures; 4.4 and 4.6 K. The lower field anomaly at
T = 4.4 K corresponds to the transition line emerging
from T~, at H = 0. The shape of the step in this Bgure
is reversed from that of Fig. 1 since the I phase appears
at higher T in the former and lower H in the latter. The
other critical field observable at this temperature is the
spin-8op field at II —2.1 T (E SI"). At T = 4.6 K-there
are also two observable anomalies, corresponding to the
transitions I-P at the lower-Beld dip and P-SI" at the
stronger step.

Since the magnetic and the elastic properties are
linked, the choice of largest derivatives of Ev/v to indi-
cate the transition points is supported by the argument
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FIG. 1. Relative acoustic velocity as a function of T at
H = 0 and 2.5 T parallel to the c axis. Arrows indicate where
the transition temperatures were chosen.
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FIG. 2. Relative acoustic velocity as a function of H par-
allel to the c axis at T = 4.4 and 4.6 K. The arrows indicate
where the critical fields were chosen.

that the magnetic properties experience the largest vari-
ation at a phase transition. Although this choice is some-
what arbitrary, slightly difFerent indicators of a transition
yield qualitatively the same phase diagram. A consistent
determination is, however, desirable as we can, in most
cases, make two independent estimates of a critical point
by field sweeps or temperature sweeps. The relative am-
plitudes and widths of the anomalies give an estimate of
the error in the critical-point values.

The phase diagram determined in this way with H
II

c
is presented in Fig. 3. It is clear &om these results, which
are the most detailed presented to date for this mate-
rial, that the three critical lines do indeed merge with
the spin-flop line at a common point. This diagram is
similar to those found in the literature, ' except for the
high-field SE-P line whose slope as a function of temper-

0
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2

4.6 4.8

T
1

FIG. 3. Magnetic phase diagram as determined from acous-
tic velocity anomalies for H

~~
c. The squares are critical tem-

peratures obtained at constant field and the circles are critical
fields obtained at constant temperature. The lines correspond
to the case where I is directed 10' away from c and are hand
drawn through the data points. The inset shows the region
near to the multicritical point. The estimated position of the
multicritical point is indicated by the star.

ature is larger in the present work. This larger slope is
explained by the absence of thermal gradient. Without
the thermal shield there will be a positive error on the
temperature readings proportional to (T —4.2 K). This
error will give a smaller slope for the lines extending to-
ward high temperatures like the SE-P line. The inset of
Fig. 3 shows the region near the multicritical point. This
point (the star) is found to be located at T~ = 4.48 K
and HM = 2.13 T. These values are similar to those re-
ported by Poirier et al. This figure also includes hand-
sketched lines through the experimental critical points in
the case where H is directed 10 away from c. The phase
diagram is not changed very much for this field angle, the
only significant difference is the up-turn of the L-P line
near the multicritical point.

The phase diagram for H A c is shown in Fig. 4. At
such a field orientation, the phase diagram is formed by
three open phases; P, I, and E. The lines bounding these
phases originate from T~, and T~, at zero field and move
toward higher temperatures as the field is increased. At a
sufFiciently high field the two lines appear parallel. This
phase diagram is also quite similar to the one obtained
by Johnson et al. except that the slopes are larger in
the present work. Hand-drawn lines through the critical
points with H directed 50 away from c are also shown.
These results, together with those of Fig. 3, demonstrate
that the E-L line is relatively independent of field orien-
tation. This is in contrast with the I-P transition line
that is pushed significantly toward lower temperature.

Further details of the angular dependence of the phase
diagram are presented in Figs. 5 and 6. Figure 5 contains
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FIG. 4. Magnetic phase diagram as determined from
sound-velocity anomalies for H J c. The squares are crit-
ical temperatures obtained at constant field and the circles
are critical fields obtained at constant temperature. The lines
come from a hand sketch through the critical points with H
50'

otic.

only (for clarity) the lines originating from the E I,E-
SP, and SF Ptransitio-ns which occur at H

~~
c. The

other transition line, L-P, is presented in Fig. 6. These
lines are hand-sketched through the data points and they
are presented in this way to improve readability and give
the general behavior only. The numerical label indicates
the field orientation of the closest line. In Fig. 5, the
successive field angles for the E-L and SI"-P transition
lines are 0, 5, 10, 20, 30, 50, and 90 . The line E-SI'"
has been observed only up to 20'. At higher Beld angles,
the difFerence between the E and SE phases tends to dis-
appear and it is no longer possible to track the anomaly.
One can also notice that the discontinuity at the junction
between the E-L and SE-P lines seems to disappear for
field angles larger than 5 .

The higher-temperature L-P transition line is pre-
sented in Fig. 6 for field angles 0, 5, 10, 20, 30, 50, and
90 . The 0 and 5 lines are superimposed. This transi-
tion line shows a large field orientation dependence. At
the smaller field angles, behavior reminiscent of the mul-
ticritical point is seen. Within the experimental resolu-
tion, the junction between the I Pand I SE(E-) lines-
has been observed up to a field angle of 20'.

As one can notice by looking at Figs. 5 and 6 there is a
slight spread in T~, and T~, values from one experiment
to another. The average T~, and T~, values found are,
respectively, 4.80 and 4.388 K with standard deviations
of 0.01 and 0.004 K. Of course, these errors do not include
the absolute accuracy of the temperature sensors which
is evaluated to 0.03 K. These values are comparable with
the ones found in the literature.

The discontinuity near the multicritical point on the

FIG. 5. Hand-sketched lines of the low-temperature transi-
tion lines otained from data with H at angles 0, 5, 10, 20, 30,
50, 390 o8' c. The labels indicates the angle of the nearest
line.

0 a
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4.4 4.8 5.0
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FIG. 6. Hand-sketched lines of the high-temperature tran-
sition lines obtained from data with H at an angle 0, 5, 10,
20, 30, 50, 90 ofF c. The labels indicates the angle of the
nearest line.

L-P line at field angle of 10 seen in Fig. 3 has been
found to be linked to another transition line that ex-
tends into the phase I The ano. malies in Av/v and in
the acoustic attenuation, related to this transition, are
presented in Fig. 7 for a field angle of 50 at T = 4.63 K.
The anomaly in Av/v is quite small and corresponds to
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FIG. 7. Acoustic velocity and attenuation as a function of
H, with H directed 50' from c at T = 4.63 K. Vertical arrow
indicates estimated transition point and broken lines show the
change in curvature on Av/v at the transition.
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FIG. 8. Relative acoustic velocity at the spin-Hop anomaly
as a function of magnetic field for H at angles 0, 5, 10, 20,
and 30' from c taken at T = 4.2 K.

a slight change in curvature, but in the attenuation the
anomaly looks like a step and it is much easier to de-
fine. Here is a good example of the use of the acoustic
attenuation which seems to be much more sensitive to
this anomaly. Since this anomaly is fairly weak, we Grst
thought it was an artifact, but every attempt to reduce
the noise and improve the signal stability has resulted in
an improvement of the transition visibility. In order to
avoid confusion, this transition line has not been plot-
ted on the phase diagrams, but it has been seen with
the sample oriented at 10, 20, 30, and 50 . It has been
observed only in field sweeps and its critical field seems
to be approximately constant. A possible explanation is
given in Sec. IV.

Figure 8 shows the angular dependence of the spin-
Hop anomaly E-SE, which disappears at larger angles.
In this figure, magnetic-field sweeps made at T = 4.2 K
are presented for field angles 0, 5, 10, 20, and 50 . At
H

II c the anomaly has the shape of a narrow and deep
minimum, a shape that is qualitively different from the
step of the other anomalies (see Figs. 1 and 2). The depth
of the anomaly is reduced as the Geld angle is increased,
up to 20 after which there is no longer a minimum. The
position of the minimum is nearly field angle independent
(see Sec. IV). For H II c the change in spin orientation
involves a 90 fIop but is a gradual reorientation for other
field directions (see Sec. IV). As a result, the anomaly
evolves from a narrow minimum at H

II
c to a much

shallower dip at 30 .
As a function of the temperature, the evolution of the

spin-Bop anomaly is also of interest. Figure 9 displays dif-
ferent curves for H II

c and fixed temperatures of 2, 2.5,
3, 3.5, and 4 K. The amplitude of the anomaly is dimin-
ished and the position of the minimum is displaced to-
ward higher field when the temperature is increased. The
temperature dependence of the amplitude also seems to
be nonlinear. Experiments have also been conducted, for
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—0.08)
a —0.10

—0.12

—0. 1 6
1.5 'I . 8 2. 1

H (T)

I
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FIG. 9. Relative acoustic velocity at the spin-Hop anomaly
as a function of magnetic field at T = 2, 2.5, 3, 3.5, and 4 K.

each of these temperatures, in increasing and decreasing
fields to check for any hysteresis at this transition. We
have found that if there is hysteresis, it is much smaller
than our experimental resolution —less than 100 G. A
possible explanation, explored in the next section, is that
this phase transition may not be first order. The absence
of hysteresis in this transition has also been observed in
other similar quasi-one-dimensional magnetic systems
displaying a spin-fIop transition such as CsMnIS and
CsNiBr3. One could argue from the strong angular de-
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pendence of this transition that it would be first order
only when the field will be oriented exactly along the c
axis. Such an alignment, even with a double axis system,
is very difIicult to achieve since the defaults in the crystal
induce some nonparallelism among the chains.

The absence of hysteresis has also been verified for the
other phase transitions as a function of either the tem-
perature or the magnetic Beld. This is expected since
these are believed to be continuous.

'I 00—

BO—

60—
6 (deg )

I

Phase 8

IV. THEORY

There are two similar mean-field models which have
been used to develop a Landau-type free energy to
explain the phase diagrams of CsNiCl3 and related
materials. One formulation is phenomenological and
based only on symmetry arguments, having a relatively
large number of unknown coefEcients of the indepen-
dently invariant terms involved. Apart from gaining a
qualitative understanding of the nature of the magnet-
ically ordered phases, a fitting of these numerous coef-
Bcients to experimental data allows for the possibility
of spectacularly good agreement with measured phase
boundary lines. The other approach generates an equiv-
alent Landau-type free energy using a molecular-field
treatment of the Harniltonian (1); the only parameters
involved are thus J~~, J~, and D. Provided that D
is reasonably small, this approach yields a qualitatively
similar phase diagram. A useful characterization of the
magnetic phases is through the spin density

s(r) = xn + Se'+' + S*e (4)

where m. is the uniform component induced by the field,
Q is the wave vector, and the complex polarization vector
can be written as S = S + iSb. (In order to distinguish
the many difFerent types of ordered phases we revert to
the number labeling as described in Ref. 14.) In the
paramagnetic phase 1 (P) S = 0, and the ordered phases
have the following nonzero components: phase 2 (L), S',
phase 3 (E), S' and Sb; and phase 4 (SF), Sg and Sb
The phase diagram of Ref. 7 was generated with the rea-
sonable assumption that xn

~~
H. We consider here the

effects of relaxing this assumption as well as the magnetic
phases stabilized when the field is not along the c axis.
Both the phenomenological and molecular-Geld models
are analyzed here.

In connection with the absence of hysteresis at the 1-4
spin-flop phase boundary for the case of H

~~
c, the result

of relaxing the constraint xn
~~

H in the phenomenological
model was surprising. Using the same parameters as in
Ref. 7, an intermediate elliptical phase 8, with nonzero
S, S', and S& was stabilized so that the first-order 1-4
transition now becomes two continuous transitions, 3-
8 and 8-4, with increasing field. (A similar result was
reported in Ref. 14 [Fig. 1(d)j to be a consequence of
including higher-order anisotropy effects. ) The range of
field over which phase 8 is stable was found to be very
small, as shown in Fig. 10, as was the component of m.
perpendicular to H. This feature is dependent on the pa-

2.02 2.03

e (T)

2.04 2.05

FIG. 10. Narrow range of stability of the intermediate
phase 8 from the phenomenological model using parameters
from Ref. 7. Shown is the Beld dependence of the angle
8 = tan (Sg/S'), where 0 = 0 for phase 3 and 0 = 7t/2
for phase 4.

rameter values but the vanishing width of stability of this
phase with increasing temperature is a universal prop-
erty. The 3-8 and 8-4 boundary lines merge at the multi-
critical point, which now represents the confluence of five
phases. Notably, this new phase 8 does not occur in the
molecular-field treatment of the Hamiltonian (1) or in an
exact calculation at T = 0 using realistic (or otherwise)
parameter values. In addition, no evidence for such a
phase has been observed in Monte Carlo simulations of
the Hamiltonian (1).i It thus appears that other types of
interactions, possibly biquadratic exchange, would be
required to stabilize this state in the microscopic model.
It remains, however, an interesting possibility that these
results are relevant to the absence of observed hysteresis.

A perhaps more realistic explanation for the absence of
observed hysteresis may be found in the theoretical and
experimental results for spin-waves near the 3-4 transi-
tion at low T. One of the modes is found to be zero,
and other modes nearly so for J~ && J~~, at the critical
field in a manner similar to the usual soft-mode phenom-
ena at a continuous transition. This means that such
a system may easily generate the excitations necessary
to overcome the energy barrier between the two phases
at the transition and make any hysteresis effects negli-
gible. There is, however, a small discrepancy between
the work of Ref. 18 and our own results concerning the
evolution of phases with increasing field at T = 0. The
symmetry of the phase 3A which appears at the spin-
flop field, which was determined numerically in Ref. 16,
is difFerent from the one 3B, assumed in Ref. 18. (Two
linear phases of different symmetry, 2A and 2B, also exist
and are separated in the phase diagram by a first-order
transition. The additional anomaly observed in the I
phase as discussed in the previous section, and shown in
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Fig. 7, may be related to this transition. ) Fortunately,
this difFerence is negligible for the case J~ (( J~~ so that
the principal conclusions of Ref. 18 are correct for sys-
tems like CsNiC13. We performed a calculation in order
to estimate the barrier LF between phases 3 and 4 at
T = 0 by examining the energy as a function of the angle
0 = tan (Sg/S'), where 0 = 0 for phase 3 and 0 = a/2
for phase 4. Using the parameters J~~

———1 and D = 0.01,
the results LE = 0.5 and LE = 0.01 for J~ ——1 and 0.02,
respectively, indicate that a negligible energy barrier can
occur for this transition if the exchange interactions are
quasi-one-dimensional.

Beth models gave essentially the same results for the
structure of the phase diagram in the cases where the
applied Beld is not parallel to the c axis. The princi-
pal eKect of having an in-plane component to the field is
that the spin-flop transition is eliminated and the region
formerly occupied by phases 3 and 4 now becomes one
state only, elliptical (E) phase 8. For small in-plane field
components, however, there remains a rapid variation of
the spin structure as characterized by the angle 0 with
increasing Geld shown in Fig. 11. It is thus not unrea-
sonable to expect the possibility of anomalous behavior
in some thermodynamic quantities at, for example, the
Beld value where the slope exhibits a point of inflection.
Note that this signature is relatively independent of field
orientation. These results are consistent with the ex-
perimental data shown in Fig. 8. Note that these data
show a reduction in the anomaly as the temperature is
increased. It is a prediction of the theory that the la-
tent heat associated with the SI" transition (for H

~~ c)
tends to zero at the multicritical point, a result which is
supported by the data of Fig. 9. In addition to the mod-
ification of the elliptical state, the linear (L) state now
has the symmetry of phase 9 of Ref. 14, with nonzero

spin components S and S'. Illustrative results for the
case where H is directed 10 from c are presented in
Fig. 12, which are based on the phenomenological model
using the same parameters as in Ref. 7. A universal fea-
ture of these models is that the linear phase persists at
high-Geld values, but occupying a smaller region of the
phase diagram. This is in contrast with the observation
(see Fig. 3) of only one phase boundary line at high-field
values in the experimental results for H 10' oK c. This
discrepancy may be a result of insuKcient experimental
resolution or of critical-fluctuation effects neglected in the
mean-field models. The general trends seen experimen-
tally in Figs. 5 and 6 with increasing angle are, however,
reproduced by both models.

The mean-field models may also be used to predict the
anomalous behavior in the elastic constants (and thus
the sound velocity). To lowest order in the magneto-
elastic coupling, phase transitions induce simple step dis-
continuities, unlike what has been observed in CsNiC13.
We note, however, that higher-order couplings can lead
to the possibility of more complicated temperature and
Geld dependences in the region of a transition, as seen
experimentally. Critical-fluctuation e8'ects are also likely
to be important in determining the quantitative behav-
ior. Based on such considerations, the minima (and not
steplike behavior) shown in Fig. 8 at the SF transition
are not surprising.

Finally we consider the results of scaling and
renormalization-group theory concerning the behavior of
the critical lines near the multicritical point. It is pre-
dicted that all three lines are governed by the same
crossover exponent P 1 and that each approaches the
spin-fop line tangentially. It is evident from the inset on
Fig. 3 that although the upper curve is consistent with
this behavior, it is not clear that the other two lines ex-

g(deg)

30—

1.5
I

2.5

e (T)

I

3.0
I

4.2

FIG. 11. Field dependence of the angle 8 = tan (Sg/S')
from phenomenological model using parameters from Ref. 7
for field orientations H 0, 5, 10, and 20 away from c.

FIG. 12. Mean-field phase diagram for H 10' from c ob-
tained from the phenomenological model. Broken line indi-
cates point of in6ection in 8(H) as showinnFig. 11.
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hibit this tendency. It is likely that the true structure is
observable only in a region much closer to the multicrit-
ical point than is accessible by the present techniques.
Following the method described in Ref. 6, a numerical
fit of the data was attempted in order to estimate the
exponent P, but with unsatisfactory results.

V. CONCLUSIONS

The phase diagrams for H
~~

c and H J c have been
reproduced successfully and with a greater precision than
previous results. Some quantitative differences have been
attributed to the presence of a thermal shield that helped
to remove temperature gradients inside the sample. As
a function of the angle between the magnetic field and
the c axis we have been able to observe the displacement
of the transition lines in the phase diagrams. With this
knowledge, we are able to provide a clear p cture of how
the structure of the phase diagram is transformed from
H

~~
c to H J c. The general behavior of the phase dia-

gram is compatible with the mean-field models of Plumer
et al.

A new transition line has been detected for some in-
termediate field orientations, in the linear phase I. This
phase transition may be related to the one that is labeled
2A 2B (for H-~~ c) in Ref. 13. However, if it is the same
transition, it should also be present in phase E (3A-3B)
and for H

~~
c. These two predictions have not been

verified experimentally.
The behavior of the spin-flop anomaly on Aviv as a

function of the orientation of the sample in the magnetic
field and as a function of the temperature at which the

field was swept, was recorded. We have found that the
amplitud. e of the anomaly is reduced by increasing the
angle between the field and the c axis and by increas-
ing the temperature. No hysteresis has been observed
in this anomaly. These features are accounted for with
the mean-field models. A true spin-flop transition, with a
strong anomaly, can occur only for a conflguration H

~~
c.

The absence of observable hysteresis is believed to be a re-
sult of the quasi-one-dimensional nature of the exchange
interactions but may also be a consequence of the exis-
tence of an intermediate phase.

The presence of a new phase transition in the linear
phase I should be confirmed along with its absence from
phase E. The behavior of the width of the spin-flop
anomaly as function of the temperature requires better
understanding since it is a key element to whether or not
this anomaly is formed by one first-order or two second-
order transitions. If the latter case is observed, additional
(and yet unkown) interactions to the simple and widely
assumed Hamiltonian (1) will be required for a better
understanding.
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