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We develop a variational many-body description of low-density three-dimensional paired electron
crystals. Among the ground states of such crystals we find that coherent paired supersolids (resonant
spin states) and true paired crystals (fixed spin states) can both be favored at intermediate densities
(100 S 7, $200) relative to the well-known conventional (Bravais lattice) Wigner crystals. The stabiliza-
tion of this pairing is largely exchange driven and if it persists at higher densities (even beyond melting)
then we show that for an intermediate density electron fluid an evolution into a superconducting state of

unusual character can occur.

I. INTRODUCTION

As a problem in classical physics, it is well known that
a static macroscopic assembly of N point charges (—e),
placed in a homogeneous rigid background occupying
volume V and possessing a total charge + Ne, acquires a
minimum energy when the point charges are placed on
the sites of a crystal, the crystal of lowest energy being
the body-centered cubic (bcc), a Bravais lattice in its own
right. Perhaps less well known is the fact that exceeding-
ly close in energy can be found crystals that depart from
the requirement that a single charge be placed in a unit
cell. An important symmetric example for the quantum
problem that we discuss below is the Pa3 structure (some-
times called the a—N, structure): it is most easily
viewed by imagining the steps followed in constructing a
face-centered-cubic (fcc) crystal. Here spherically sym-
metric objects (the charge distributions around each site)
are situated at the corners and face centers of a cube of
side a [see Fig. 1(a)]. The fcc can be viewed therefore as a
simple cubic with a four point basis, (a/2)(1,1,0),
(a/2)0,1,1), (a/2)1,0,1), and (a/2)(0,0,0). To ob-
tain the Pa3 structure, however, it is only necessary to re-
move the restriction to spherically symmetric objects; in
fact, they are merely replaced by objects composed them-
selves of basis pairs, each consisting of two sites with sep-
aration 2d, but with each of the four pairs oriented along
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the four possible choices of body diagonal for the original
cube [see Fig. 1(b)]. If the unit charges —e are now situ-
ated at these basis points, and the electrostatic energy
determined as a function of 2d, then for fixed a the
minimizing energy occurs at d ~0.27a; remarkably, it is
only 3 parts in 1000 higher than the monatomic or Bra-
vais lattice case. More interestingly still, at the minimiz-
ing value of d the pair separation 2d is actually smaller
than the near-neighbor separation in a bcc structure with
the same overall density [see Fig. 1(c)]. And even though
the Madelung energy has risen by such a slight value
(over the bcc minimum) the lowest interpair spacing [BC
in Fig. 1(b)] is even shorter still, an observation of crucial
importance when exchange is considered.

The energy we are discussing is the Madelung energy.
If we define r, by (47 /3)rlad =V /N, then quite generally
the Madelung energy per particle can be written as
(—a/r)e?/2a,, where a is the structure-dependent
Madelung constant. The observation made above can be
summarized by saying that for bcc, oy, =1.791 86,
whereas for a paired (Pa3) structure the value is
ap,3=1.786 27 for the minimizing choice of 2d =0.54a.
The term pairing is apt here because, as is well known,
the Pa3 structure can itself be obtained from a Bravais
lattice, in this case a simple cubic (of side a/2) corre-
sponding to d =V'3/4a, and a less favorable Madelung
constant a,,=1.760 12, by continuous decrease of the dis-

FIG. 1. (a) Face-centered cubic (fcc); (b) Pa3
(a—N;) structure with an intrapair distance
2d; (c) body-centered cubic (bee) for the same
overall density as the structure in (b).
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tance 2d [from (V'3/2)a=~0.866a to the value 0.54a
where the energy is lowest] along the cube diagonals. In
a band context this would be a very straightforward way
of rendering a three-dimensional Peierls transition.

Far from the ground state, in fact in the classical sta-
tistical mechanics of point charges in a rigid compensat-
ing background, the bcc structure again appears in the
crystalline phase that commonly occurs upon freezing.
The question we pose here concerns, however, the nature
of crystalline phases in the ground state of a fully
quantum-mechanical problem of fermionic point charges
(electrons of mass m, for example). Specifically, we ask
whether in a range of densities the role of exchange and
correlation can overcome the relatively minor electrostat-
ic penalty associated with Pa3 or similar structures (other
competitive paired structures include Ga-type structure,
the A-7 structure, etc.) in order to form a paired crystal.
In principle the ground-state energy of the fully
quantum-mechanical problem for electrons of mass m
can be obtained through an integration over the mass
starting from the pure electrostatic limit (corresponding
to infinitely massive electrons), namely

fd (T)

with ( T'),, the kinetic energy for any intermediate mass
m’. This is basically a form of the well-known Pauli
theorem, but here involving an integration over one-body
terms only. The above avoids calculation of the compli-
cated two-body terms associated with the potential ener-
gy, and for the case of a harmonic monatomic crystal in
the spherical cell approximation, where the width of the
Gaussian orbitals can be easily determined in closed form
as a function of the mass and the density, it gives immedi-
ately the correct ground-state energy. But for a paired
case it is not immediately useful, since the kinetic energy
is now a more complicated function of widths and of the
pair size, and the dependence of these parameters on the
mass is not at once known. However, we shall see that it
is possible to determine (H ), directly at the actual
value of the mass m, since it is possible to evaluate in
closed form both one-body and two-body terms as func-
tions of the various parameters, and at the end make a
variational determination of the actual values of those pa-
rameters. Following such a procedure, we shall see that
provided the density is neither too low nor too high,
paired structures are highly likely in three dimensions.
The possibility of a paired crystal was discussed recently’
in an effective single-cell approach for orientationally
averaged paired structures. In that work the crucial
many-body description developed here in detail (see Sec.
III below) was also given [Eq. (20)]. The possibility of
electron pairs occurring in a crystalline environment was
first raised by Shuster and Kozinskaya,? though not quite
in the context that we mean (for example, they only con-
sidered states with fully rotational character, with no
classical limit). Their work suggested pairs at very high
densities, which in retrospect is unrealistic. Also a paper
recently appeared® that adopts a description of spin-
singlet localized pairs in terms of single-particle states, in
basically the same way as the one we follow in Sec.

(H),=(H),
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IIIB2. However, the conclusions of Ref. 3 are rather
different from ours, because of the extreme simplifying
approximations made in the final discussion section of
that paper. We return to this point in Sec. IV.

The Hamiltonian for our system is well known, simple,
and highly symmetric. If r; are electron coordinates and
p=N/V the mean density, then

N
H=3 2= L + [ @ [aripPae+p?

i=1

—2pp V(D) o (r—1) (1)

with v,(r)=e?/|r|, and where the two- and one-particle
density operators are defined respectively by

P2, ) =pV(r)p V) —8(r—r")p M (r') )
and

1 S
p(r)=3 8(r—r;). (3)

i=1

There is no exphclt dependence on spm For homogene-
ous phases [({pV(r))=p and (p'¥(r,r"))=pP(|r—r'])
=(p)’g(r—r’)] the ground-state energy of (1) is

<H>=<T>+§fd3rpvc<r)[g<r;rs>—1] @

and the evaluation of (4) by a variety of techniques consti-
tutes the interacting electron gas problem. But it was
Wigner* who first pointed out that solutions to (1) are
possible that have an entirely different character; the
symmetry of (1) is broken to form what has become
known as the Wigner crystal. Wigner likened the states,
localized quantal electrons in a uniform positive back-
ground, to an ‘“‘inverse alkali metal,” and proposed there-
fore a bee structure. (Nowadays we know® that the light
alkali metals break the bcc structure even further in
proceeding to their ground states.) A single unit cell in
Wigner’s crystal would be charge neutral, and according-
ly will present outside it only weak multipole forces to
other cells. The dynamics of a localized electron inside
will therefore be almost entirely determined by the poten-
tial of a single reasonably spherical object with a uniform
distribution of charge. This is harmonic and leads to a
Gaussian distribution of charge for the electron itself.
Providing this does not “leak” outside the cell (a simple
condition on p) the entire argument can be made self-
consistent: at low enough densities the system is there-
fore expected to crystallize. Spin, which does not enter
(1) directly, is accommodated in the crystalline state by
proposing a simple antiferromagnetic arrangement. As
we shall see, its proper treatment is an extremely interest-
ing problem.

It cannot be emphasized too strongly that the long-
range nature of the interactions in the problem plays an
essential role; this is clear from the proximity of the
Madelung energies in the Bravais and non-Bravais lattice
examples above. The problem therefore bears little simi-
larity to the possibility of pairing in fermion systems
where the effective interactions are a priori short ranged.
The classic example is He?, though even here it may be
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noted that while at low densities, He® takes up a bcc
structure, at higher densities it also transforms® to a
structure with two atoms per unit cell (hexagonal close
packed) and hence possesses an internal parameter. In
this system, exchange effects are said to be a relatively
minor issue in the energetics of the structured phases.
This is indeed the case, but the origin of this is very much
tied to the short-ranged nature of the interaction, as will
become evident below (the problem is treated briefly in
Appendix C). For the charged paired system we reem-
phasize that exchange (or, better, the imposition of the
antisymmetry on the many-body wave function) plays a
quite central role, as we shall see. In fact, the spin char-
acter of such a phase can lead to energy gain in a way
that generalizes the familiar concept of a superconduct-
ing diffusive electron system to a paired localized system
with properties more reminiscent (and actually more gen-
eral than that) of a supersolid,7 where coherent neutral
lattice bosons (as in He*) are now replaced by charged
paired fermions, whose internal structure is of vital im-
portance. In this phase we have the interesting coex-
istence of two types of order, namely off-diagonal long-
range order (associated with the pairing coherence) and
diagonal long-range order (associated with the underlying
lattice structure).

There are various ways of approaching the question of
possible paired phases for electron crystals. Among the
conventional treatments are collective methods (i.e., pho-
non sums for the energy of the actual lattice with the
paired basis) which, however, violate the principle of in-
distinguishability and within which it is difficult to in-
corporate exchange, a special focus here as we have al-
ready noted. We therefore settle on an Einstein oscillator
approach that, so far as exchange (both intra- and inter-
cell) is concerned, constitutes the most rigorous approach
and specifically focuses on the spin characteristics of the
state. The intercell dynamical correlations (i.e., the con-
sideration of the detailed phonon dispersions of the actual
paired crystal) neglected in such a picture are expected to
give contributions of only 3 parts in 10 000 (as, for exam-
ple, in the calculation® of the energy in the bcc structure,
where the correction for phonon dispersion is ~0.3/ r3/ 2
with r; > 100). This is an entire order of magnitude lower
than the effects we discuss here. The reason for this is a
combination of the Kohn sum rule® according to which
the sum of the squares of the phonon frequencies for a
Coulomb lattice is a constant equal to the square of the
plasma frequency, and the Domb-Salter relation!® ac-
cording to which, for symmetric structures, the phonon
energy is proportional to the square root of the second
moment of the phonon spectrum, with the proportionali-
ty constant being quite insensitive to the structure.

In following this Einstein picture approach we use the
second quantized version of (1) and therefore treat ex-
change between electrons completely; we find that this
exchange may offer a mechanism for pairing at least in
the localized case. Auxiliary material on first quantiza-
tion approaches and certain algebraic details are left for
the Appendixes. We therefore organize the paper as fol-
lows. In Sec. II we discuss a hypothetical paired crystal-
line phase with electrons of definite spin and arranged in
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an antiferromagnetic configuration; we show that there
exists a paired structure (Pa3) where intercell exchange
effects can be several orders of magnitude more impor-
tant than the estimate based on the usual monatomic
structures, and where the corresponding energy lowering
can overcome the small electrostatic difference compared
with the conventional bcc discussed earlier. In Sec. III
we discuss paired crystalline phases where spin singlets
are formed within each pair, and where the combination
of intra- and intercell exchange leads to energy lowering
even at the level of orientationally averaged phases (as in
the orientationally averaged (Pa3)  structure).
Equlvalently this is at the level of an effective spherical
cell method,! but in either view it is sufficient to lead to a
preference over monatomic phases. Such a phase of lo-
calized spin-singlet pairs has coherence properties of the
type of a supersolid (with interconnected off-diagonal and
diagonal long-range order), and we show that if these per-
sist at higher densities and even beyond melting, they
evolve into a diffusive paired phase such as the one ap-
pearing in the standard pairing theory of superconduc-
tivity. The paper concludes with a discussion of the re-
sults (Sec. IV).

II. PHASES WITH DEFINITE SPINS

Consider a three-dimensional (3D) system of N elec-
trons in a rigid uniform compensating background. To
fully account for the fermionic character we write the
Hamiltonian (1) in standard second quantized form,
namely

#k?
H= z ck,sck,s
+ 22 > 7 clt+q/23 ."-k+q/2s
s,s" q k'#k V‘k kl

X€ _gk1q/2,5Ck+q/2,s - (5)

A general state of the system at zero temperature can be
written as

v)= 3 fd3r1'~

Sy 0 Sy

3
~dryF(rsy, ..., tysy)

X% r) ¢SN ry)0), (6)
which can be used as a trial state in a variational evalua-
tion of the ground-state energy. Let us first consider the
choice

N
y=T1fi(rss) @)

i=1

F(risy,...,TysSy

with f(r;,s;)=f(r;—
cently!! to describe a monatomic crystalline state with
definite spins o; on sites R;. Here, however, we will use
it to describe a more general state, which can be mona-
tomic or paired, or indeed any other more complex struc-
ture, but always chosen such that each particle (i) is asso-

ciated with a definite value of spin (o;). The many-
electron wave function |¥) can then be rewritten as

R; )Bsi,a’_, which has been used re-
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w)=d! (R))---d] ®Ry)0), 8)
with

t Rn)=fd3r 1,!1;rn(r
By using

Ylr) =—-;,—2 —ikre (10)
k

f(r—R,) . 9)

we can rewrite d '

df (R,)=C3e "f(k)an , (11)
k
which is clearly an operator creating an electron with
spin s, localized on site R, and with a single-particle
function f whose Fourier transform is f(k). The use of
identical functions f(k) for all sites is equivalent to an
Einstein picture of uncoupled oscillators. (The effect of
the inclusion of intercell dynamical correlations, i.e., pho-
nons, has been discussed above.) It is straightforward to
evaluate (W|H|W¥ ) /{¥|¥) for arbitrary N, although it is
a difficult problem at the end to take the limit N — oo
which, particularly for a charged system in a uniform
background, is absolutely necessary [for reasons of
rigorous charge neutrality, formally expressed in (5)

AE, =—2[T(13)S(13)+T(24)S(
—2T(0)[S(13)>+5(24)*]—[U(0,0,13)S(2
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through the k'“k restriction]. In Sec. III we will invoke
a type of cluster calculation, based on a finite number of
particles, and because of this we will here give for com-
parison the results for finite and small values of N. The
question of the thermodynamic limit will be properly ad-
dressed later. But if we keep overlaps S [to be defined in
Eq. (16) below] only to lowest order, which is a very good
approximation for the densities of interest, then the gen-
eral results are the following (for details see Appendix B).

(a) For N=2 electrons (one localized around ﬁl, the
other around R,) with opposite spins,

(V|H|¥)=2T(0)+U(0,0,R),
(p|lw)y=1

with R=R,—R,. For the above result real and sym-
metric normalized functions (k) have been used.

(b) For N=4 electrons in an ‘“antiferromagnetic”
configuration (i.e., spins in opposite pairs: 11,2],31,41),

(Y|H|¥)=4T(0)+1 3 U(0,0,R;)+AE,+0(S*),

(12)

24)]—[U(13,31,13)+ U(24,42,24]

—[U(13,0,12)S(13)+ U(13,0,14)S(13)+ U(24,0,23)S(24)+ U(31,0,34)S(13)

+U(0,24,12)S5(24)+ U(0,42,14)5(24)+ U(0,31,23)S(13)+ U(0,42,34)S

i#j
(13)
(Y|W)=1—[S(13)2+5(24)*]+0(S*%) , (14)
with
]
4)24+U(0,0,24)S(13)?]
(24)] . (15)

(c) For arbitrary N in an antiferromagnetic configuration the results are a generalization of (13)—(15) and are given in

Appendix B [Egs. (B4)—-(B6)].

In the above the three types of quantities S, 7,and U are defined by

—ik-R;;

SUH=S(R;)= [d*k f(k)%e (16)
the overlaps,
TGH=T(R,)= [ d3k Fkye "R (17)
the kinetic-energy matrix elements, and
U (kl,mn, i) =U (R Ry, Ry = éoi‘gf— R [ @3k dk (K +q)f (k—q)f (K)f (ke ke R (18)
q

the potential-energy matrix elements.

These results immediately show that exchange has an
effect of lowering the energy, as anticipated, but only
from overlaps between parallel spins. For example, in
case (a) where we only have opposite spins, exchange has
no effect on the energy at all, and we merely obtain the
result expected for distinguishable particles. In all other
cases (i.e., N>2) the exchange lowering contains over-
laps [S(ij)] between sites with parallel spins only, i.e., in
case (b) only S(13) and S(24) appear and never other
possibilities, such as S(12) or S(34), etc. This result is
general for any structure provided the spins are definite;

i[t suggests that for paired structures with opposite spins
in each cell, the exchange lowering can only be of an in-
terpair and never of an intrapair nature. Let us now ap-
ply this conclusion on the parallel-spin exchange lower-
ing to a comparison of a Bravais lattice with a possible
paired structure. The conventional bcc monatomic struc-
ture (which in the absence of exchange is lowest in ener-
gy) is also in an antiferromagnetic configuration. Thus,
parallel spins, being next neighbors, are very far from
each other and we therefore expect exchange effects from
these to be negligible. This is indeed the case and it is in
agreement with the conclusions drawn by Carr,? who in
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an approximate way estimated exchange to have a negli-
gible and in fact exponentially small dependence on the
density for a Bravais lattice.

If, however, we consider a paired structure with Pa3 as
a specific example, with the spins belonging to a pair be-
ing antiparallel, and with a value of d ~0.27a to optimize
the Madelung energy, then as noted above we find that
the interpair distance between parallel spins can actually
be smaller than the intrapair distance, and certainly
smaller than the corresponding distance in the bcc anti-
ferromagnetic phase for the same density. Because S is
essentially the overlap of Gaussian functions it rises very
rapidly with declining separation. In more detail, since
the exchange energy gain in (13) is proportional to S (R)?,
we can estimate the exchange lowering by simply looking
at the minimal distance R, between parallel spins. For
bece we have R, =a=2.03098ra, [see Fig. 1(c)] so that
for a Gaussian choice [see result (51) below, which turns
out to be consistent with Carr’s result] and with
Wigner’s value of the halfwidth o =r3/%a, [see (A30)], we
obtain for r,=100, the value S?=1.1X107°. For the
Pa3 structure [see Fig. 1(b)], however, we have R, =BC
=1.72375r,a, and accordingly, for the same choice of
Gaussian function, we obtain $2=3.5X10"7, i.e., al-
ready two orders of magnitude higher. In addition, if we
allow for o itself to be larger, we can actually increase the
magnitude of the effect by yet another three orders of
magnitude. For example, if we use 0 =43a, (the result-
ing optimal value for r, =100 as will be found in Sec. III;
see Fig. 2) we obtain S2=3.2X 1074 which corresponds
to five orders of magnitude higher energy gain than the
previous estimate for the conventional monatomic case.
Allowing for coordination these energy gains are of order
of 3/100 mRy, as we will now see in detail. (We will see
in Sec. III, where we allow for the possibility of singlet
resonance between the opposite spins of a pair and in-
clude intrapair exchange as well, that the energy gain is
even larger, rising to 2/10 mRy).

What this indicates is that the effect of parallel spin ex-
change, which certainly operates in the conventional
Wigner crystal, but to a quite negligible degree at low
densities, can be several orders of magnitude stronger in
paired phases. This is a key difference in the exchange
contribution between conventional monatomic and
paired structures. We can give an actual estimate of the
exchange lowering for the Pa3 structure [in the case of
Gaussian choices we use Egs. (51)-(58) below], based on
a cluster consisting of a central pair and the 12 neighbor-
ing pairs at the actual positions for the Pa3 structure [see
Fig. 4(b)], and again with the optimal value d =0.27a.
Using the result (13)-(15) for the exchange energy gain
per neighboring pair, we obtain an energy lowering

12
€pa3 + 26 AEex

€= 2 2 T €pa3
1—12[S(13)°+S5(24)"]
per electron. For the choices r, =100 and o =43a, (the
optimal values found in Sec. III) this gives
€=—8.317X 1072 mRy, which is to be contrasted with
the electrostatic penalty €p,;—€p..=5.590X 1072 mRy
per electron. Even for 7, as high as 150 (and the corre-
sponding value o=63a,) we obtain e=—3.770X 102
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FIG. 2. Typical minimization procedure for r,=100 of the
ground-state energy per electron with respect to the pair size R
and the half width o of each Heitler-London Gaussian orbital.
Curve 1 corresponds to R =90a,; curve 2 to R =100a,; curve 3
to R=110ay; curve 4 to R=120a,; and curve 5 to
R=rws=2'"3r,ay~126a,. Curve 3 gives the optimal values
R;,=110a, and 0y,=43a,. Dashed line: Wigner crystal (Ref.
14).

mRy, which is to be compared with €p,3—€p
=3.727X1072 mRy. We therefore conclude that ex-
change lowering in the Pa3 structure is by itself sufficient
to overcome the electrostatic penalty, provided that the
density is not too low (see also Sec. IV and Fig. 3). This

-8}

v /

(mRy/electron) /‘

/e €
(mRy/
electron)
O.Ol

120 140 160 18Q-200 220 240

fs —=

-0.2

FIG. 3. Ground-state energy per electron as a function of
density. Dots, the paired electron supersolid for the (Pa3)
structure; solid curve, the conventional monatomic Wigner
crystal (Ref 14). Inset (a): Pa3 structure. Inset (b): the
difference between the paired crystal energy/electron and the
Wigner crystal energy/electron as a function of density.
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pairing, as discussed earlier, can be viewed as an ex-
change induced 3D Peierls transition starting from a Bra-
vais (simple cubic) lattice.

III. PHASES OF PAIRED SINGLETS

We now consider an alternative choice of trial state,
namely a crystalline structure of spin-singlet pairs of elec-
trons. The two electrons participating in each pair no
longer have definite spins; instead they resonate between
the two possible combinations of antiparallel spins
in a completely spin-antisymmetric fashion (i.e.,
[t1)—]11)). This phase is described by the choice

F(rlsl,...,rNSN): Hfilj(r,-,rj)ﬁsi,,s. (19)
14} !

with f, ,-Ij constrained to be symmetric under interchange

of r; and r; and where the product is over distinct pairs

belonging to a site labeled by /. The corresponding trial
state can be written as

W)=d],(R)d] (R, -+~ df_;,xy(Ry)I0) (20
with

dl (R)= [ d*rd? fhc, e wlevlir)) 1)
which may be compared with (9) for the choice made in a
phase with definite spins. By using (10) and the separa-

tion of the pair state into a center of mass and internal
wave function, namely

r;+tr;

1 —d!
fij(l'i,l'j)—q> 2

#(r;,1;) (22)

the opérator diTj(R,) creating a pair (i,j) with center of
mass R; can also be written as

df;(R)=C Ze " Ma(q)
q

X 3¢ K)eLiqrmre L@ » 23)
k

where the spatial internal wave function is required to be
symmetric for spin-singlet states, ie., ¢*/(—k)
=¢")(k)=¢"»"(k). Here @ is the center-of-mass wave
function of each pair which, in an Einstein oscillator pic-
ture, is identical for all pairs. Correspondingly ¢'*” is the
internal wave function of pair (i,j).

Not surprisingly, the evaluation of (V|H|¥) /{(¥|¥)
is considerably more complicated than the case for
definite spins. It will be facilitated later when we write
the paired states (i,j) in each site / as a Heitler-London
combination of two single-particle states. For the mo-
ment, however, we retain a more general approach in or-
der to establish a formal device that will prove extremely
useful in what follows.

Consider therefore (20) as a trial state of N electrons,
forming N /2 spin-singlet pairs, with the pair operators
dt given by (23). The center-of-mass wave function ®(q)
can be taken as Gaussian [in the form ®(q)~e “’2"2/4, as
we shall see below in Eq. (32), o being proportional to the
width of the Gaussian in r space] for the ground state in
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the Einstein oscillator picture. A consideration of two
special limiting cases will be helpful in what follows: (i)
extreme localization corresponding to the choice o —0,
or equivalently to the choice ®(q)=const; (ii) extreme
delocalization (diffusive pairs) corresponding to the choice
0 — 0, or better to the choice ®(q)~5(q).

Case (ii) immediately gives

W) =(Sék)clel)¥2|0) (24)
k

where for this diffusive case ¢ is taken the same for all
(7,7)’s, since the pairs have maximal overlap and the la-
bels [ or (i,j) do not matter. In the limit N — o this
leads to the standard pairing theory (to Cooper or
Schafroth pairs) of superconductivity, as we discuss
below. The above description [based on (20)] therefore
contains both limits of extremely localized and of ex-
tremely delocalized pairs and we can go from one to the
other “smoothly” by changing the parameter . Howev-
er, we are most concerned with the case of intermediate
values of o (i.e., we will keep the Gaussian function in
general form), and although our results will apply to a
phase of localized pairs, the localization will not be ex-
treme. In fact o will have a finite and nonvanishing
value, dependent on the density, which will be deter-
mined variationally.

A. Diffusive case

We first treat the extremely delocalized -case
[®(q)~¥6(q)] in order to establish a very useful recursive
method that can later be used in the general case to deter-
mine the ground-state energy. In this diffusive case the
trial state is given by (24), which we can call |[N/2). To
evaluate

(3 1#[3)
(3 13)

in the limit N-—>o, we apply a recursive proce-
dure!? published earlier: it is quite straightforward to

write the matrix elements (N/2lc'¢c|N/2) and
(N/2|ctclec|IN/2) exactly in terms of the cor-
responding  elements {(N/2—1|c'¢c|N/2—1) and

(N/2—1|cTeTec|N /2 —1) with respect to (24), but with
N replaced by N —2, i.e., a state with one pair less. The
crucial step is that at the end we set corresponding ele-
ments (differing by one pair) equal to each other in the
limit N — oo, acknowledging thereby the fact that in the
thermodynamic limit removal of one pair essentially
leaves all the physical properties of the state unchanged.
This strategy is a canonical method for determining the
BCS gap equation and when applied here immediately
gives the following results: (a) For the one-body elements,

t __Ae(k)?
<Ckscks> 1+A.2f¢(k)|2 (25)

and (b) for the two-body elements, and for k'7k [ which
is required from the restriction in (5)],
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0 for q¥#0
. + t _ .y (26)
(1) <Ck’+q/2,sc*k’+q/2,—sc—k+q/2,—sck+q/2,s>— Ap*(k)Ag(k) for q=0
[1+22[¢(k)P1[1+2%[ (k)]
for the antiparallel spin correlations and
for k'#* —k,
0 for k , , 27)
L ; —A2 k+—‘21 A2 k——‘21
(i) (Ck’+q/2,sc —k'+q/2,5¢ —k+q/2,5Ck+q/2,s )= 5 — for k'=—k
1+A%|¢ k+%] 1+A% | k——‘zl]

for the parallel spin correlations. The normalization con-
stant A is self-consistently determined through fixing the
number of particles. As noted above these results give!?
the standard pairing theory of superconductivity at inter-
mediate densities [where the antiparallel spin correlations
(26) are dominant] and also the normal Hartree-Fock
theory in the asymptotic high-density limit [where now
the parallel spin correlations (27) become dominant].

It is important to recognize that the results (25)-(27)
lead to modifications of both kinetic and potential ener-
gies [i.e., the expectation value of the first and second
terms of (5)] relative to the normal Hartree-Fock limit,
and these arise from the effects of exchange (or better, the
imposition from the very beginning of the antisymmetry
of the total wave function). This modification, for exam-
ple, plays a crucial role in the fact that a superconducting
state has an energy lower than the normal (unpaired
diffusive) state. A major result of this paper will be that a
similar source of energy lowering will also be found in the
localized pair case, and although it is small (as expected
for a solid), it will still be crucial in lowering the energy
below that of a monatomic (unpaired) solid at least in a
certain range of densities. In this sense, were the mona-
tomic solid to be viewed as the “analog” of the normal
state, then a paired crystal would be viewed as the analog
of the superconducting state. This viewpoint can offer a
generalization of the concept of a supersolid (one consist-
ing of localized neutral bosons that have proceeded
through Bose condensation, as treated by Chester’) to a
paired supersolid (one consisting of localized charged
paired fermions, but in a type of superconducting con-
densation, where the internal structure now plays a cru-
cial role).

What is of particular interest here, however, is the for-
mal low-density limit of Egs. (25)-(27). An expansion of
the above results (of the thermodynamic system) with
respect to the constant A is now very useful: the lowest-
order form for ( H) has the structure of the result one
obtains from consideration of, and exact solution of, but
a single (diffusive) pair. Inclusion of the next-order
correction also reproduces the structure of the exact solu-
tion, but for a system consisting of two pairs, and so on.
We see therefore that correlations in the thermodynamic
system propagate through a “one-dimensional path’ con-

f

sisting just of the number of pairs; this should be expect-
ed for a case where the pairs are maximally overlapping
and where their centers of mass all have equal probability
of being anywhere in space.

A similar observation can be made for the general case
of finite width o, i.e., for pairs with their centers of mass
localized on lattice sites [but where now the labels / and
(i,j) are distinct]. In this case we shall show that once
again an expansion with respect to some constant, analo-
gous to A? (which is again fixed by normalization), is very
useful: the lowest-order result has the structure of a sin-
gle pair, but now localized around a center. We shall also
argue that inclusion of the next-order result gives the
structure of the result for a close-packed cluster consist-
ing of a central pair, taken together with all » neighbor-
ing pairs that cover it symmetrically (» depending on the
structure), i.e., just the result of a system with 2(n +1)
electrons. (We will later take » =12 having in mind a
Pa3 structure.) This picture is expected from the locali-
zation property and the consequent existence of the lat-
tice site labels, which makes the above 2(n +1)-electron
system to be the “minimal” problem to be solved for the
determination of the effect of interpair exchange in a
paired crystal phase. It shows that correlations in the
crystal now propagate not merely through a one-
dimensional path but through a ‘“three-dimensional
path,” which is the cluster under consideration. But of
course any pair, even the one used initially as a neighbor-
ing pair, can be used as a central choice in a new cluster,
and in this way correlations again propagate through the
entire system. We will use these observations in what fol-
lows, together with the imposition of a self-consistency,
namely that any of the »n neighboring pairs must be
equivalent to the central pair in order to evaluate the
ground-state energy of the above localized paired phase
in a variant of the Bethe method of improving mean-field
estimates in problems involving magnetic order.

B. Localized case (the paired crystal)

1. Pairing (®—¢) description

We begin by working to lowest order in density. It can
be easily shown that the result to this order is the same as
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the result for a single pair with its center of mass vibrat-
ing around, say R;. The evaluation of the ground-state
energy in terms of the pairing description (20) is straight-
forward and gives the following results.

For the state (20), but written as

|‘P>=dI,2(R1)|1/’3"'N> ) (28)
with d' given by (23), we obtain, exactly

<W|Cz,sck,s|\l’>
2

¢H? +o(cly, 9

=|cl*Zle(q)?
q

_q
k 2

(wlcl’+q/2,TCT—k’+q/2,Tc—k+q/2,Tck +a11¥)
=|C*|®(q)|>¢"?(k")*¢' VP (k)+0o(|Cl*), (30)

and

<wlcl’+q/2,TCJT—k’+q/2,Tc—‘k+q/2,Tck+q/2,T‘\I/>
= —'C|3|®(Q)l2|¢(1’2)(1(’)|2|¢(1’2)(k)|2+0( |C|4) ,
(31)

which are also the results that we would have obtained
for N =2 (or equivalently by setting |1;...N)=[0)), as
discussed earlier. The constant |C|? is determined by
self-consistently fixing the number of particles [see (36)
and (37) below].

We may simplify matters by making the following
choices of wave functions, namely

D(q)= 7‘:(2702)3/% —%/4 (32)

and

$ V)=~ —L_(8702)/% ¥’ cosk R . (33)
Both are “normalized,” according to Eq]d> q)|*=1 for
the center-of-mass wave function, and 2‘,k|q§(k)|2
=[1+S(R)*]/2 for the 1nterna1 wave function. We
adopt as a definition S(R)=e R’/%"’. For the moment
R is an arbitrary vector, but we will see below that these
choices actually correspond to the Heitler-London com-

(U)=S'S

q kAK

t t
+< \Plck”rq/z, 1€ —k'+q/2,1C —k+q/2,1Ck+q/2, 1 (W)

which using (30) and (31) and the choices (32) and (33)
gives for the first term in (39)

4
(U)y=ICcl>3 ”ez ziop q)|22¢*(k+1<)¢(k
K=o VK
2
=|C|2% > %e—ze""z"z/z(e‘R2/2‘72+cosK~R)
K+#0

(40)
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bination of two single-particle states of Gaussian form,
one centered about R, and the other about R,, provided
that we take R= R, —R,. For these choices the pair
(1,2) has center of mass vibrating around (R,+R,)/2,
and therefore we must also impose R,=(R;+R,)/2.
These conditions fix R, and R, in terms of R; and R. In
addition, we will see that S(R) as defined above will be
the overlap integral between the two single-particle
Gaussian functions.
With these choices we find

<\P|Cl,sck,s I\I’>

4 3/2
=|c|*=%
V
which is a quite interesting form for the occupation num-

ber of the free-particle state (k,s). The corresponding
kinetic energy is

ole K (1+e R4 o5k -R), (34)

<T> 22——-<\P|ckscks|\l/)

a?
—|C|2 1+~ R2/20% _ R? _Rr2pg? Ry .
602

(35)

As noted above the constant |C|? is determined by self-
consistency, namely,

S (Wlel o0, l¥)=N, (36)
s k

which, with the above choices of ® and ¢, finally gives
N

2=__ ¥
[C| | +o—R72 37
Hence we find
2 2
N 3ay 3 aj R?
= __.__-__1__‘ 2 —
(T) TTS®RE |2 22 ZUZS(R) 1 p Ry
(38)

Finally the potential energy in the same approximation is

__ame T
Vlk k,|z <‘I’|Ck+q/21c —k'+q/2,1€ — k+q/2ick+q/2rl‘l'>

(39)

as the contribution from antiparallel spins. If for the mo-
ment we ignore the neutrality K0 restriction, this will
give

Icl?
2

R
V2o

2a,
2 2/7r— ~R?/20% 4 = 20 erf
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The second term in (39) (the contribution from parallel
spins) is proportional to —(|C [3/V)o? and hence to
(density) X 03 X N'/%; accordingly this term divided by N
will give a vanishing contribution per particle in the limit
N — . This should actually be expected from the con-
sideration of a single pair where there are in any case no
parallel spins in a singlet state; the contribution of this
second term is an exchange lowering which is of a normal
character, i.e., it is the dominant contribution only in the
extremely high-density limit where it turns out to be
equal to the usual Hartree-Fock exchange in the diffusive
limit. But it gives zero contribution in the low-density
limit we are considering here and the final result, again
without accounting for the neutrality KO0 restriction, is

< >_ N 1 | 2a0 R
U)=———— |—er —
1+S(R?* 2 | R o,
._____ao

+21/2/7T7S(R)2 Ry . (42)

The contribution from the K=0 term will be discussed
later, when the presence of the neutralizing background
will be properly taken into account in the thermodynam-
ic limit.

These results are the lowest-order results in |C|? and
represent the lowest contribution valid in the zero-
density limit (they give exactly the same result as for a
single pair, i.e., if we set N =2, they also agree with the
results of Appendix A, where a simpler first quantization
approach is followed). It is clear then that they contain
the effect of pure intrapair exchange only. If we now
want to go further to examine the interpair contribution,
we must proceed to the next nontrivial order in |C|?
which is actually of O(|C|?)"*! because of the conse-
quences of localization and the corresponding existence
of n +1 distinct labels, as discussed earlier. To do this it
is more convenient to change language, as follows.

2. Heitler-London description

A major simplification in the algebraic treatment of the
localized paired state ensues if we assume a Heitler-
London form of single-particle functions for the pair
function f, ,-’j(r,-,r ;) of (19). Accordingly, we now write

filj(ri,rj)‘—'(const)[f(r,.—ﬁi )f(r;—R;)

+f(—R)f(;—R)] @43)
[rather than (22)], which describes a spin-singlet pair
state in each cell, again in an Einstein picture. It may be
viewed, of course, as a variational state. Then the pair
operator (21) now reads

d}(R)=d}(R))d|(R))+d}(R))d|(R,) (44)

instead of (23), where R,=(ﬁi+ﬁj)/2, as expected.
Here the single-particle operators are given by (11) and
are the same operators that have been used previously in
the treatment of monatomic (Wigner) crystals or, more
generally, in structures with definite spin, as discussed in

K. MOULOPOULOS AND N. W. ASHCROFT 48

Sec. II.

This connection between the pair operators (21) and
the single-particle operators (9) is an important one be-
cause the same algebraic treatment used for phases with
definite spin (Sec. II) can now also be used for paired
phases but with spin-singlet pairs. The trial state (20) is
written as

W) =[dT(R)dT(R,)+d1(R,d{(R))]
x[d}(Rydl (R)+dT(R)d (RyIx -+

X[dH(Ry_d | (Ry)+al(Ry)d | (Ry_D1lo) ,
(45)

which should be compared with a phase with definite
spins, for example, a Wigner or paired crystal in an anti-
ferromagnetic configuration, namely

\w)=dl(RDAT(R,) -+ dT(Ry_dl(Ry)I0) ,

as used in Sec. II [see (8)]. The evaluation of
(WI|H|W)/{W|W) has actually been carried out by
van Dijk and Vertogen'! and is reviewed in Appendix B.
The evaluation of (W|H|W¥)/{¥|¥), for the case of
spin-singlet resonances within distinct pairs, is more com-
plicated because of the need to include all possible types
of interference terms that result from the form of (45).
The consequence of these interference terms is the fact
that, not only overlaps between parallel spins contribute
[as for the case of (46) discussed in Sec. II], but indeed all
combinations of overlaps contribute to the exchange
effect on the energy. Consequently we will see that a
combinations of overlaps contribute to the exchange
effect on the energy. Consequently we will see that a
combination of intrapair and interpair exchange effects
will lower the energy even further than in the fixed spin
case discussed in Sec. II. The evaluation of the ground-
state energy is discussed in Appendix B. Here we again
only give the final results.

(46)

W) =[dT (RdT(R,)+d1(RAT(R)Ig; - N)Y @D

as in (28), we obtain the result for a single pair, which for
real and symmetric f(r) turns out to be

(Y|H|¥)
(y|lw)
_ 2T(0)+U(0,0,R)+2S(R)T(R)+ U(R,—R,R)
1+S(R)?

(48)

for the energy per pair, with R=R;—R,. This should be
compared directly with the corresponding result (12) of
Sec. II. The various elements have been defined in
(16)-(18).

The result (48) contains only pure intrapair exchange.
To make contact with the pairing description of Sec. III
B1, we again take a Gaussian choice for the single-
particle functions, namely
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1 —(r—R;)?/20?

me ’ (49)

f(r—R;)=

or equivalently

2)3/4e—02k2/2 . (50)

(4o

_ 1
rio= (2m)3?

With such a choice the three types of matrix elements
defined in (16)—(18) take the following forms:

S(R)=¢ ~R*/40? (51)
for the overlaps,
3a R?
T(R)=S(R)2—U% 1=~ | Ry (52)

for the kinetic-energy elements, and
UR,R,R)=S(R|)S(R,)

> 47r¢222 o "9 2HARR 24 R, /2)

Ve

q*0 ¥4
(53)
for the potential-energy elements. If for the moment we
ignore the neutrality q#0 restriction, we can actually
carry out the Gaussian integration in (53) and rewrite it

as

2a,
UR,R,R)= S(R)S(R,)
1 2
e
R; R,
f . 7+ 2 R, (54)
Xer Vo y .
The above results give
3a3
T(0)=— R (55)
( 20? y

for the direct kinetic energy (this is equal to 27w as ex-
pected). They also give

2
T(R)=S(R)T(0) |[1-B | Ry (56)
60
for the exchange kinetic energy,
a,
U(O,O,R)Z—erf R (57)
\/50 y
for the direct Coulomb repulsion [which is

(e2/R)erf(R /V20),
charges], and

again as expected for smeared

U(R,—R,R)= lim U(R,,R,,R)
IR—R,/2+R,/2| -0
P
f
25 er V2o
=200S(R)* fim, | —

=S(R)22\/—2—/7r% Ry (58)
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for the exchange Coulomb repulsion. As can easily be
seen, the result (48) combined with Egs. (55)-(58) repro-
duces exactly the energy (7')+{U) as given by the re-
sults (38) and (42) obtained earlier with the recursive
method in ® —¢ description for localized paired states to
lowest order in density (just intrapair exchange). What
remains therefore is to proceed to the next nontrivial or-
der and to account for the interpair effect. But before
proceeding, let us now discuss the q70 restriction and
the issue of neutrality.

To lowest order the above results are essentially those
for a single pair (V=2 electrons), but with the omission
of the g=0 term from the potential energy they do not
actually take into account the existence of the compen-
sating background and the lattice environment (which
can both be rigorously considered only in the thermo-
dynamic limit N—o0). We can easily correct this omis-
sion by retaining the form of the above results (as would
be expected for the full thermodynamic system in the ex-
tremely low-density limit, as discussed earlier), but by
also now incorporating the background within this same
form. We accomplish this in the following way.

The background gives rise to two contributions: (i) its
self-energy €,,, which will have to be added to the total
energy, and (ii) its electrostatic interaction with the elec-
trons, which for a crystal and in a spherical cell approxi-
mation (discussed in Appendix A) can be represented
through the standard harmonic well [see Appendix A,
Eq. (A41)] as given by

e 5 3e

r
2rda} 213¢.a,

Vp(r)=— (59)

These contributions are important parts of the
Madelung energy of a paired lattice structure and they
are straightforwardly determined in a spherical cell
method in Appendix A. The results in the low-density
limit are, per pair,

€= €pp +eeb+€ee +6kin » (60)
6
€w=5, 2Ry, 61)
355,302, 1 R?
€p=——"2"+=5—+—5— Ry, (62)
Ts ¥s Qo 2 s 0
e? R 2a, R
= —_— — = — R ) 63
€ =R erf Va0 R erf V50 y (63)
and
3 aj
€kin:5ﬁw:3? Ry . (64)

Accordingly, in order to represent the low-density lim-
it of the actual thermodynamic system we have to add €,
to (48), and at the same time we have to renormalize the
direct element U(0,0,R) in such a way that it gives the
correct Madelung energy in (60). It is easy to see that
this can be achieved by taking

a,
—erf

U(0,0,R)= Ry+e,, (65)

\/o
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with €,, given by (62). We can then see immediately that
by simply taking the sum of kinetic and renormalized po-
tential energies at the spherical cell level [see Eq. (66)
below] we already reproduce the correct result (60). No-
tice that U(0,0,R) is now negative, a crucial fact for the
stability of the spin-singlet paired lattice.

The above operations at the cell level are indeed com-
pletely equivalent to the subtraction of the q=0 term in
the potential energy, as can be seen from the exact result
for the extensive energy in the extremely low-density lim-
it. This, for N electrons, turns out to be simply

E=NT(0)+3 3 U(0,0,R;;) , (66)
i)
and the q7=0 restriction in the definition of U (0,0,R) [see
(68) below] will give the correct Madelung energy. Now,
it is a well-known fact that the absent =0 term of the
sum, had it been included, would actually cancel the
(electron-background)+ (background-background) in-
teraction energy. We therefore conclude that if we wish
to use a U(0,0,R), but in a cell approximation that gives
the correct Madelung energy within the same approxima-
tion, then we must use

€=2T(0)+U(0,0,R)+e,, (67)

for the energy per pair, but with U(0,0,R) as given by
(65).

An alternative way of seeing that the renormalization
(65) is the physically appropriate one is in fact to show
that it is actually equivalent to adding the harmonic
background well to the total interaction experienced by
the two electrons in each spherical cell. Indeed, by
definition

2 .
U(,0,R)=3 ili—e‘q"‘fd% d3k'f(k'+q)
q#0 Vq

Xf(k—q)f(k")f(k) .

(68)

If, for a moment, we keep the unconstrained sum S

then, as we have shown earlier [and also in Appendix A,

Eq. (A52)] with Gaussian choices for f, we obtain the

pure electron-electron repulsion (2a,/R )erf(R /V'20).
But transformation of this sum back to real space gives

3. g3, e? 200202
Jardr Rerip /W7,
which with change of variables to r;=r—R/2 and
r,=r'+R/2 gives
2
Jd*rd’r, fr;— R )P—5—f(r,—K,)?,
\rl—rz}

with R;=—R/2 and R,=R /2. This is merely the direct
Coulomb repulsion element if r; and r, are integrated
over all space. The point, however, is that we are re-
quired to consider the lattice environment, as well as the
presence of the background. Each pair of electrons only
samples the space in one cell; but each electron also feels
an attraction from the background. Therefore, in a
spherical cell approximation, the integrations are con-
strained to a spherical cell and we must also replace the
pure Coulomb repulsion by the rotal interaction
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e’ eV, (1) + eV, ()]
Jre— [leVy(r) +leV,(r)]] .

The background potential ¥, is given by (59). We there-
fore obtain the renormalized Coulomb element as

2

— 3 ’ e
U(0,0,R) fsphmd rdr | T
—[leV,(r)|+ eV, (r")|]
Xf(r)?2f (), (69)

which after the integrations gives exactly the same result
(65).

Accordingly the full result involving pure intrapair ex-
change is

. _ 2T(0)+U(0,0,R)+2S(R)T(R)+U(R, —R,R)
intra 1+S(R)2

+ €pp (70)

for the energy per pair, with U(0,0,R) given by (65).
This is exactly the same result [Eq. (A57)] that we obtain
in Appendix A with a standard (but simpler) Heitler-
London procedure in first quantization, as would actually
be expected for a single pair. This result, as discussed in
Appendix A, actually generalizes a previous result!'® ob-
tained for the orientationally averaged (Pa3) structure,
to the dynamic case (070). In the extremely low-density
limit the exchange effect vanishes and the asymptotically
limiting value for the energy per particle is

€

_ (&) /273 R
— .t y . (71)
s

Having secured the lowest-order result in the Heitler-
London description, we can now directly proceed to the
next-order correction, which, as discussed earlier, essen-
tially involves the exact solution of a 2(n +1)-electron
problem, namely a close-packed cluster consisting of a
central pair and all n neighboring pairs. Our second
quantized description will now automatically give the
combined intrapair and interpair exchange effect on the
ground-state energy, which is an advantage relative to the
simpler first quantization procedure of Appendix A.

For clarity let us first consider the exact solution for
two pairs (i.e., consider only one neighboring pair n =1).
There are four electrons in two pairs [see Fig. 4(a)], each
pair being a spin-singlet Heitler-London combination of
two single-particle states f, centered at R, and R, for the
first pair and at R; and R, for the second pair. The
center of mass, or equivalently the center of the cell, of
the first pair is (R;+R,)/2 and of the second pair is
(R3+R,)/2, and these represent “lattice sites.” Al-
though the results will be general and will only depend on
the four vectors R; and on the form of f, at the end we
will consider pairs of identical sizes represented by a
common internal order parameter R, namely

IR;,—R,|=|R;—R,|=R. The orientation of the two
pair axes will for the moment be left general (but fixed).

The result we obtain for N =4 is lengthy but straight-
forward to obtain and to evaluate, namely
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N
y

M

N

FIG. 4. (a) Four electrons in two pairs; (b) a
cluster of 26 electrons for the Pa3 structure
[one central pair (of direction I) and the set of

I~

P

the 12 nearest-neighboring pairs (of three dis-
tinct directions II, III, and IV)]. Directions I,

JH
=

II, III, and IV denote the orientations along
the four possible choices of body diagonal for
the conventional cube of Fig. 1(b).

N

(a)

(b)

N,N
(W|H|W)=N |NT(0)+1 3 U(0,0,R;;)+2[T(12)S(12)+ T(34)S(34)]+[ U(21,12,21)+ U(43,34,43)]

i#j

+{[T(33)+T(44)]S (12)>+[T(11)+ T(22)]S(34)*} +[S(12)’U(0,0,34)+S(34)*U(0,0,12)]
+[U(0,43,14)S (34)+ U (0,34,13)S (34)+ U (0,43,24)S (34)+ U (0,34,23)S (34)

+U(21,0,23)S(12)+ U (21,0,24)S (12)+ U (12,0,13)S (12)+ U (12,0,14)S (12) ]+ AE +O(S*)

with
AE

(72)

—[T(13)S(13)+T(24)S(24)+T(23)S(23)+T(14)S(14)]

—1[U(13,31,13)+ U(24,42,24)+ U(32,23,32)+ U (41,14,41)]— T(0)[S (13)*+5(24)*+S(23)*+S (14)*]
—1[U(0,0,13)S(24)*+ U (0,0,24)S (13)*+ U (0,0,23)S (14)*+ U (0,0,14)S (23)*]
—1[U(13,0,12)S (13)+ U(13,0,14)S (13)+ U (24,0,23)S (24)+ U (31,0,34)S (13)

+U(0,24,12)S (24)+ U (0,42,14)S (24)+ U (0,31,23)S (13)+ U (0,42,34)S (24)

+U(32,0,12)S(23)+ U (32,0,42)S (23)+ U (41,0,31)S (14)+ U (23,0,43)S (23)

+U(0,41,12)S(14)+U(0,14,42)S(14)+ U (0,23,31)S(23)+ U (0, 14,43)S(14)]

and
(W|W)=N{1+2S(R)?

—1[S(13)2+S(24)*+S(23)*+5(14)*]

+0(5Y} . (74)

This is to be compared with an ‘“‘antiferromagnetic ar-
rangement” of four electrons with definite spins
(11,21,31,4]) in the Wigner crystal example given in
(13) in Sec. II.

The first two terms in (72) [and also in (13)] lead to the
result (66) without exchange found earlier; together with
the next two terms in (72) they lead to the single-pair re-
sult obtained in (48). The second, third, and fourth rows
are the dominant interpair contributions as will be shown
below. The remaining terms, denoted by AE, are all ex-
ponentially smaller since they are of order S (R )? with R

(73)

f

interpair distances (i.e., distances between electrons be-
longing to distinct pairs), all higher than (and in general
twice as large as) the intrapair distance R. Notice also
that these terms [Eq. (73)] have a structure which is simi-
lar to the exchange contribution (15) in the Wigner crys-
tal, denoted by AE,,, and for the special choice of orien-
tational states (to be considered below) they are in fact
exactly equal. This is attributable to the fact that for
such states all interpair distances appearing in (73) or in
(15) are equal to each other and also equal to the distance
between the two cell centers [see (79) and Fig. 4(a)].

We are then allowed to ignore the common and much
smaller terms denoted by AE in (72), and retain only the
dominant terms which, as we will see, happen to have an
“intrapair appearance.”! Indeed the first two terms in
(72) can be written
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NT(0)+§U(0,0,R) (75)

since this, with the renormalized element U(0,0,R), has
been proven in (67) to give the correct Madelung energy.
The next two terms in (72) can be written

4T(R)S(R)+2U(R,—R,R) (76)

as in the single pair case (48). The second, third, and
fourth, rows in (72) are an interpair effect since they al-
ways couple overlaps within one pair with elements 7" and
U having arguments at the other pair. However, all these
terms can at the end be written as proportional to S (R)?,
with R the intrapair distance. This is important since
they can then be viewed as an effective intrapair correc-
tion.! As an example, the second row of (72) is just

4T (0)S(R)>*+2S(R)?U(0,0,R) . (77)

For the third row let us first consider the term
U(0,43,14)S(34): with the use of (54) for Gaussian
choice of single-particle states, this term finally reads

Ry (78)

where R =|R,+R,;/2| is the distance between “elec-
tron 17 and the center of the cell containing the pair 34
[see Fig. 4(a)]. Again it is proportional to S(R)2. Simi-
larly, it is straightforward to see that all eight terms in
the third and fourth rows of (72) also turn out to have the
same form (78), with R always being the distance of each
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cell centers, hence we must take
R =2rys=2X%X2"3ra, (79)

for spherical cells. These interpair terms, all being of
O[S(R)?], are comparable to the pure intrapair terms
(76), and are in fact the dominant terms compared to AE.

The terms just discussed are indeed corrections to the
lowest-order (single-pair) result. In this case of two local-

~'ized pairs the recursive method, introduced earlier for the

delocalized case, will therefore give just the pure intra-
pair result (48) proportional to |C|* (as shown in Sec.
IIIB 1), plus the additional interpair terms of (72) but
now multiplied by |C|*. This arises in exactly the way
that the expansion of the delocalized result in powers of
A?* was discussed in Sec. IIIA. The constant |C|? is
determined self-consistently to lowest order in (37), and
this value gives a |C|*~[1+S(R)?]72, which is con-
sistent with the result (74) for the normalization constant,
after the omission of the negligibly small terms S(R )?,
with R interpair distances, discussed above. This follows
from the fact that [14+2S(R)*]~[1+S(R)?]% so long as
we only keep terms to O[S(R)*].

The result therefore is that, if we had but a single pair
(n=1) as a neighbor to our “central” pair, the low-
density series expansion would give for the energy per
electron

T(0)+1U(0,0,R)+S(R)T(R)+LU(R,—R,R)
1+S(R)?

2|ty

1
electron from the center of the cell of the neighboring +E€bb+AE er » (80)
pair. In the case of an orientationally averaged structure
(i.e., {Pa3)), all these R’s turn out to be equal to each
other and actually equal to the distance between the two  where, as we found above
J
2 2 2(10 R
S(R)[T(0)+1U(0,0,R)]+2S(R)*——erf | —
(n=1) R V2o
AE'imer = (81)

[1+S(R)?}?

for the interpair correction. However, in the actual three-dimensional lattice, we must use a close-packed cluster in or-
der to study the interpair effect and in particular to determine how it “propagages” through the neighbors to the entire
crystal. The chosen cluster consists of a central pair and n =12 neighboring pairs (26 electrons in total). Applying ex-
actly the same analysis to such a case we obtain

R

2a,
nS(R)z[T(O)+%U(0,0,R)]+2nS(R)2?erf e

AEﬂn) —

inter —

[1+S(R)?)* !

since now the correction is of O (|C|?)**1, as can be seen
from application of the recursion method to this
2(n +1)-electron problem. In the above we set n =12, R
is given by (79), and for reasons of self-consistency it is
important to keep the renormalized value (65) for every
cell, central or neighboring. This is because all cells are
equivalent, in the sense that any cell initially chosen as a
neighboring one can always be considered as a central
one in a new calculation. This self-consistency is vital in
describing the propagation of these exchange correlations

through the entire three-dimensional crystal and it is a
variant of the Bethe approximation in the theory of criti-
cal phenomena. Note again that the ‘“no-exchange”
Madelung energy is indeed given by JU(0,0,R)+1e,,
per electron, in agreement with (67).

IV. RESULTS AND DISCUSSION

Our final result for the energy per electron is (80), with

AE("). given by (82) for n =12. For every fixed 7, and R
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we minimize the above with respect to o and then by us-
ing the optimum values of o we minimize with respect to
R. A typical minimization procedure is shown for
r,=100 in Fig. 2, where we see that for this density the
optimal values for the pair size and half width are
Ry=110a, and oy=43a,, respectively. For these values
we observe that the energy of the (Pa3) structure is
lower than the conventional bcc structure. These results
reproduce those published recently’ for the paired crystal
through an effective single-cell method which described
the interpair effect in an orientationally averaged crystal
through anharmonic potentials and variational wave
functions in an effective cell.

The final results for the energetics of the paired crystal
for various densities are shown in Fig. 3, where they are
compared with Monte Carlo results!* for the convention-
al monatomic (Wigner) crystal. We conclude that the
paired crystal is energetically favored over the monatom-
ic crystal for densities not too low, namely for r, $200.
For higher densities (r; <100) the paired states seem to
be even more favored, as already discussed, but in that
range we begin to develop charge leakage [violation of as-
sumption (A22) in the spherical cell method] so that our
method allows us to focus on the range r, * 100 only.

At this point it is worth commenting that the same
general analysis as given above can be straightforwardly
applied to short-ranged (i.e., Lennard-Jones or similar)
interactions between fermions (as in He?). This is done in
Appendix C and it gives a practically vanishing contribu-
tion for the exchange effects studied above. The analysis
confirms that most of the energy gain is at long range.
The conclusions are therefore that exchange effects are
important in structured low-density systems with
Coulomb interactions and especially so when coherence
effects are present; furthermore it is possible to address
them (in the ground state) through a second quantized
variational method. As a result, paired structures, both
true crystalline and orientationally averaged (including
orientational glasses), seem highly likely in three dimen-
sions and they can be viewed as exchange-driven three-
dimensional Peierls dimerizations. A by-product of such
an analysis is the generalization of the concept of a super-
solid, from condensed localized neutral bosons (He*) to
condensed paired localized charged fermions, with an in-
teresting coexistence of diagonal and off-diagonal long-
range order. If this pairing condensation persists beyond
melting (where we have the case of diffusive pairs and su-
perconductivity, as discussed in the text) then we can ex-
pect a form of superconductivity due to a novel exchange
mechanism. The two-dimensional generalization of this
work is therefore interesting for reasons associated with
the recently found unconventional superconductors and
their universal behavior.!> Extensions of the present
work to r, <100 requires a different method, such as, for
example, simulation or analytical techniques'® capable of
searching for exchange and correlation-induced pairing
at higher densities in systems with large numbers of elec-
trons. It should also be noted that paired structures with
S =0 spin pairing of the type considered above were also
reported recently!” for two-dimensional systems in a
magnetic field in the extreme quantum limit, so that the
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theoretical inclusion of a magnetic field in the above ap-
proach should also be an interesting problem.

Finally we return to the paper of Abarenkov.® The
principal assumption made there in the final computation
relates to the sign of some index-dependent exchange-
correlation energy matrix elements which are taken as in-
dependent of pair indices and all positive; what we find is
that the types of indices are important. For indices be-
longing to the same pair those elements are positive due
to the stability of the singlet paired state in the back-
ground well; but for indices belonging to distinct pairs
those elements are negative (as would actually be expect-
ed if the separation of the two indices approached
infinity). Although therefore the basic description in Ref.
3 is similar to ours,! the philosophy adopted in that paper
is different: the basic calculation there consists of a cen-
tral site surrounded by the first neighboring sites. In our
case the basic calculation consists of a higher cluster,
namely a central pair surrounded by the first neighboring
pairs, all described in a self-consistent fashion. This
difference is crucial for orientationally averaged struc-
tures, since for such structures the effect of next-
neighboring sites is obviously important [see Fig. 4(a)].
Also our description, in contrast to the one in Ref. 3, ba-
sically describes the coherence properties of a paired su-
persolid, as explained in Sec. III.
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APPENDIX A: THE SPHERICAL CELL METHOD

1. Monatomic (Wigner) crystal

We begin with a brief review of the conventional
Wigner crystal within the spherical cell model. As men-
tioned in the Introduction the unit cell of the monatomic
crystal in this model is approximated by a sphere and the
electron is considered localized around the center. For
neutrality the sphere must have radius 7 a, so that the to-
tal charge (electron + background) within each sphere is
zero. Since by Gauss’s law the electric field outside each
sphere is zero for sufficient localization, it is an excellent
approximation that the Madelung energy for the crystal
can be determined by a sum of contributions from dis-
tinct spheres, the error being insignificant for symmetric
structures. In this model an electron only ‘“feels” the
background within its sphere under the proviso that the
total potential on the surface of the sphere vanishes. The
background therefore contributes a harmonic potential
with the minimum at the center of the sphere (see below).
It is then self-consistent to assume that the motion of the
electron around the center is harmonic and we can esti-
mate the energy per electron € by two different methods:
The first is standard!® and treats the electron as a point
charge. The second uses a different picture for the elec-
tron, namely that of a smeared distribution of charge lo-
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calized around the sphere center. We will see that the
second method is better suited for our purpose of general-
izing the model to the paired crystal, because (a) it pro-
vides a variational method with respect to the width of
the distribution and (b) it can treat intrapair exchange in
an ‘“obvious” way namely through a Heitler-London
combination of single-particle distributions.

a. Point-charge approach

In this standard picture the electron, viewed as a point
charge, is kept strictly localized around the center be-
cause of the attraction from the background. The energy
€, of this interaction can be determined either by the in-
tegral of the uniform background charge density multi-
plied by the potential of the point charge, namely (with
p=3/4mrlad and rys=ra,)

3

Ts

e

€n=pe | ) Y amridr (A1)

or, equivalently, by the integral of the point-charge densi-
ty multiplied by the potential of the background, namely

€= [ d*r[—ed(r)]V,(r)=—eV,(0) . (A2)

Now V,(r) can be determined either by Gauss’s law or by
direct integration, with the constraint that the total po-
tential vanishes on the surface of the sphere, namely
Vy(rws)—e/ryu=0. An elementary calculation yields

Vr=——Srit 32 (A3)
2riag 2 apr
giving therefore
3
Eeb - r_ Ry N (A4)

s

in agreement with (Al). The Madelung energy is then
given by
€y =€y T Ep (A5)

where the interaction of the background with itself is

-1 WS, 2
€pp = Pe fo 4mrdr Vy(r) (A6)
and with the use of (A3) yields
= Ry .
€ =5, N (A7)

s

Finally the total energy per electron in this point-charge
picture is

E:6M+Ek+€p (AS)

with €, =€, = 3#iw for the kinetic and potential energies
of the oscillator. But from (A3) and the fact that the po-
tential energy of the electron is —eV,(r) we obtain

2 2
wr=2mpe” __e” (A9)
3m mrla}

or equivalently
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w=—" Ry . (A10)
rS
Hence (A8) finally yields
9 3

=——+-—-R

€ 5, T Y, (A11)

which is the well-known result in this model. However,
the method is not easily generalizable to the paired case;
so we next consider an alternative.

b. Distributed-charge approach

In this picture we recognize as an immediate conse-
quence of zero-point motion the distributed nature of the
electron as a charge density —ep(r) localized around the
center. The Madelung energy is again given by (A5) with
€, given by (A6); the background potential is now

e

Vy(r)=———r*+C (A12)
rsap
with the constant C determined by
Vi(rws)+V(rws)=0 (A13)

where in this case V' (r) is the potential of the smeared
charge distribution, which is generally different from that
of a point charge. Once again this can be found either
from Gauss’s law or from direct integration and the re-
sult for an isotropic p(r) is given by
V(r)=—efi:;fo’41rr'2dr'p(r')+6 , (A14)
where the constant C is chosen in such a way that
lim V(r)=0. However, we will assume normalization,

r— o

namely

f d3rp(r)~1,

sphere

(A15)

which is valid whenever the width of the charge distribu-
tion is small compared to the radius of the sphere #.a,
(see below). Under these conditions V(ryg) is
~ —e/rys, i.., V has the form of a point charge when
viewed from the surface. Hence V is still given by (A3)
and €, is still given by (A7). Including the proviso (A15)
at every step, the major differences then with the stan-
dard point-charge approach are the following.

(i) In the calculation of €,,. This is again determined
either by the integral of the product of the uniform back-
ground charge density with the potential V(r) originating
with the smeared electronic charge

eeb=f d’r(ep)V(r)

sphere

(A16)

or alternatively by the integral of the product of the
smeared charge density with the potential of the back-
ground

e-ebz_r

sphere

d3r[—ep(r)]V,(r) . (A17)
These expressions are further used in ¢, for a particular
choice of p(r).

(ii) In the calculation of the total energy per electron €.
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In sharp contrast with the point-charge approach, the
above calculation of €, for the smeared charge has al-
ready included what was the potential energy €, of the
motion of the point charge in the method in Sec. A1 a.
[For example, we will see that in the oscillator case, the
positive potential energy €, appearing in Sec. A1 a will
be equal to the increase of the Madelung energy due to
the smearing of the charge; combine below Egs. (A27)
and (A30).] As a result the total energy per electron is
now given by

6=6bb+€eb+6k (A18)

rather than (A8). The kinetic energy €, of the electron
can be found from the wave function describing its
motion around the center (Sec. A 1 ¢ below).

This picture provides us with a variational method
since we can vary the final result for € with respect to the
width of the charge distribution and subsequently deter-
mine the energy (A18) at the minimum. Below we use
this method for the harmonic monatomic crystal.

c. Application of method b to a Gaussian distribution

Consider the electron in each Wigner-Seitz sphere to
be distributed around the center through a Gaussian
wave function, namely

3/4
\Il(r): %ﬁ‘?_ e—(mm/Zﬁ)rZ (A19)
corresponding to a single-particle density
1 2,2
(N=¥(r*=—FZ—e """ (A20)
P 7203

with the half width 0 =V'#%i/m®. Because (A20) gives

forws417-r2dr p(r)=erf Tws |_ 1/2;_ rZS e_r%vs /7
(A21)
we must require
o=0(r,) <<rys (A22)

in order to satisfy neutrality (A15). For the densities of
interest here, this turns out to be well satisfied. The po-
tential V' (r) originating with this charge distribution is
determined by (A 14), the result being exactly

Vir)= ~§erf (A23)

r
o

Further, the background potential is determined by (A 12)
and (A 13), the result being

e 3 e wS e
Vy(r)=— ri+= — |1—erf | — ,
b 2rla}d 2 ra, { agr
(A24)

which, with the assumption (A22), yields (A3) as dis-
cussed earlier. Correspondingly €,, as given by (A6) is
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€p=—"—— Ry, (A25)
which under (A22) yields (A7). For the interaction of the
smeared charge distribution with the background, Eq.
(A 16) together with (A23) gives

3 2 rws
€p=——""|1——— |erf
s r'ws
3 o 1 2 2
- —exp(—riys/0°) Ry, (A26)
\/7T rws re p wSs y
which in the limit (A22) leads to
2
€, =— >+ 2 Ry. (A27)

re  2r3 al

[Alternatively, (A17) also gives in the limit (A22) the
same result (A27), as expected.] Finally, €, is now deter-
mined with the use of (A19), the result being

3 3 a3

€, =—fiwo=—— Ry.

L= (A28)
g

In the limit (A22) the total energy per electron € is there-
fore given by

2
e=—2 4+ 3 0 ;3% g, (A29)

5r,  2r3 a3 2 o?

which can be analytically minimized with respect to o.
The minimum occurs at

oo=r"*a, (A30)
with a corresponding energy
9 3
=——+—F5 Ry, A3l
€ Sr, rs3/ 2 =Y ( )

which is identical to the point-charge result (A11). This
should be physically expected because of the equivalence
between the point-charge approach and the present ap-
proach as applied to a single Gaussian distribution. (It
was already mentioned, for example, that the potential
energy of the harmonic motion of the point charge in the
former approach is accounted for in the present approach
as an electrostatic energy of the interaction of the
smeared charge distribution with the background.)

As mentioned earlier, the other benefit of this ap-
proach beyond its variational character is that it can han-
dle intrapair exchange within a paired state through a
Heitler-London approach, a case where the point-
charged approach A la is not obviously generalizable.
The above method is essentially equivalently to the “self-
consistent phonon” method, but applied to an Einstein
oscillator.

2. The paired crystal

We follow a similar approach for a crystal now com-
posed of N /2 electron pairs and again use the Wigner-



11 662

Seitz model. In particular we consider in each sphere of
volume V /(N /2) a Heitler-London pair of electrons in a
spin-singlet configuration. In this simple way, we essen-
tially account for intrapair exchange through a first
quantization approach which is complementary to (and
will give the same results for a single pair with) the com-
plete second quantized approach followed in the main
text. Again we will make a self-consistent argument and
assume orientationally uncorrelated states, so that at the
end an orientational average can be taken. In such a
state no additional higher multipole contributions arise
(on the average) from any pair, and because of this the as-
sumed orientationally averaged pair state can indeed be
self-consistently sustained. The total energy is then again
a sum of contributions from distinct spheres; the total en-
ergy per pair can then be determined again by considera-
tion of a single sphere (but now of radius rys=2"3r.a,).
Under these assumptions the total energy per particle is

e=1(€p, + €, +ey) (A32)

where €y is the energy of an assumed two-particle
Heitler-London variational state in each pair. This in-
cludes the total kinetic energy for the pair and the poten-
tial energy due to the electron-electron repulsion (the po-
tential energy due to the interaction with the background
is again included in the €,, similarly as in A 15). As not-
ed above it is useful to use Gaussian trial states, namely

1

\I’(r,r’)=—%‘/-2-(l+—sz_) [¥1(0)h, (') + 4, (2" ), (1) ] (A33)
with
1 —(1/2)[(r—R;)*/0?]
()= PN i=1,2. (A34
hi(r 3432 ¢ i (A34)

These are symmetrically placed around the center of the
cell, they are separated by R(=R,—R,) and they have

overlap
S(R)= [ d’r pF(r)py(r)=e " R*/4" (A35)

The single-particle density corresponding to this state is
determined by

2
pHL(r)=<2 8(r—r,~)>HL=2fd3r’|‘I/(r,r’)|2 (A36)
i=1

and is of the form

PuL(r)= [¢§(r)+¢,§(r)+2sz : e_rZ/UzJ'

1
1+S2 77.3/20_3
(A37)

Note the effect of exchange: it adds a third peak around

the center (what might be called “bond charge,” a term

used, for example, in the physics of semiconductors), al-

though the total density is renormalized by 1/(1+5S?) to

comply with normalization, namely
[ drpgn=2.

sphere

[The case of no exchange is formally described by the

(A38)
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statement .S =0, which would be equivalent to a single
product of two Gaussian functions in (A33) and corre-
spondingly a simple sum of two single-electron densities
in (A37).] Again we can determine €,, and €,, in closed
form for arbitrary ratio o /ryg, by using (A6) and (A 16)
or (A17). However, it is still the limit o <<ryyq that is of
physical interest and this limit simplifies the results con-
siderably. First, for €;, we obtain the expected result

€pp = _6__25/3 Ry .

5, (A39)

Second, the term €,, can be written in terms of py; as
€= [ d*r[—epu()]V, (1), (A40)

which is generalization of (A17), where now, however,

V(1) is given by

e 5 3e

r
2rs3a8 21/3rsa0

V,(r)=— (A41)

instead of (A3). Alternatively €, can be found by Eq.
(A16) with V(r) now being

[r—R,| lr—R,|
erf - erf -2
Vir)=——2 A i
1+S? ]r_R1| |l'_R2|
erf ‘_r_
g
+2582 (A42)
In the limit (A22) both (A40) and (A16) yield
2 2
cp=——224 2 LR gy (A43)

¥y rf ag 2’}3 ag

Finally we have to determine ey . This is given by
\I/> + <\I/

and can be determined by Fourier transformation of W.
Indeed, any of the averages in (A44) splits into a direct
and an exchange term

e2

|r1_r2i

ﬁZ

V2
2m 2

)

(A44)

(\I/IhI\P)=~1—7((ABlh|AB)+(ABIhIBA)).
1+S8

(A45)
For the direct kinetic-energy term we have

ﬁZ

_
ZmV’

<AB AB>

2
= [d&rdi o) |~ 22 ‘¢1(r>¢2(r'> :

(A46)

which, after Fourier transformation
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d 3q iq-(r—R;) /] d3 %2
(r)= T (A47) <AB -y AB>= d’q_#q’
v f (277)31/}(1 2m v f 27} 2m Tom V@Y
with a?
., =3hw=i—‘2’ Ry.  (A49)
¢(q):(4ﬂ_02)3/4640q /2 , (A48) 4 2
For the exchange kinetic-energy term, the transformation
yields (A47) leads to the result
J
# o, > d3q —iq-(R,~R,) #%q? d3q iq-(R;—R,)
AB|———V2|BA)= (@)P(—q)e L=t (Qy(— b
< 2m ' f (277)3¢q¢ 4 2m f (277')3¢q¢
2 R 2
= [0S |1-— | [(S)=2iS? |1—— (A50)
60
The two-particle kinetic energy is therefore found to be
2
0 S* R?
€in=3— |1— — | Ry . (AS1)
ki T2 1+5% 602 |

Note that the effect of exchange is a reduction in kinetic energy because of the tunneling between the two centers. The
above result is equal to (38) for N =2, which was derived in the main text through a second quantization procedure, and

also equal to [2T(0)+2S(R)T(R)]/[1+S(R)?

] with T(0) given by (55) and T(R

) by (56), a result expected from the

kinetic-energy part of the result (48). For the electron-electron repulsion, the direct term becomes

e? > 477'e o ITRI~Ry)
AB|———— |AB)= (q)¥(q’) (— ( b
< lt—r'| f21r)3 2)3¢q¢qf(2 )31/] a-AE—q)
d3q 4me? _ 2272, 1R~ e? R 2‘10 R
= —e ¢ =—-crf =——crf = Ry, (A52)
f Q2r)?} q2 R V2o R r y
[
which agrees with (57), while the exchange term is some- where
what more involved but finally reads )
2909 s, 3 07
2 €= 3 T 2 + 3 2
<AB BA> o*  5r r) ad
lr—r'|
1 R?*  2a
f _d?q 4me? o —0%a2/2, TIURITRY) _R2 202 2 a TR erf V50 Ry (A58)
(2,”,)3 q2
a and is just the result we would have obtained had we ig-
=S(R)2V2/m—2 Ry, (A53) nored exchange [i.e., if the single-particle density (A37)
g were merely a sum of two displaced Gaussian functions].
which agrees with (58). The result is therefore The remainder
4
€411 = €xin + €aip + € (A54) Ae =S |20 .| R 1% R?
_ . e" 1+8% | R V2 | 2 0% al
with €, given by (A51) and with
— _a
1 2a, —2v2/7—> | Ry (A59)
= —— | R (AS5)
€T I1s? R O Voo | Y 7
is then the correction due to the Heitler-London intrapair
and exchange 3?2 agrees with (7(1)). Minimization of (A58)
2 a gives oo=r;"%ay, Ry=rws=2'"r,a,, and an energy
€= 7/m-2 Ry. (A56) § 0
1+8? o (21) /2173 3

The result (A54) agrees with the second quantization re-
sult (48) for a single pair, as expected. Finally, Eq. (A32)
takes the form

=1(e,+Ae,,) (A57)

€=— + Ry
r, P32 ’

(A60)

which is always higher than its Bravais lattice analog
(A31). The result (A58) is consistent with and in fact gen-
eralizes (to 070) a previous result!® for the Madelung
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energy of an isotropically averaged Pa3 structure
({Pa3)), obtained with a lattice sum, namely
22 /3 1 ) (A6 1 )
= +—+ R
€ ) Agee 4z z

where z=(R /2a)(16m/3)!/* and a is the side of the un-
derlying conventional cubic cell @ =2ray(47/3)!/?, with
the only replacement of the fcc Madelung constant
Qe =—1.79175 with —%, as should be expected from
the use of the Wigner-Seitz sphere method. Inclusion of
exchange (AS59) alters these results only slightly, with the
resulting energy very close to (A60) for low densities. We
therefore conclude that at the level of Gaussian trial
functions, pure intrapair exchange is not quite sufficient
at low densities to promote pairing. [However, the lower
the values of r,, the larger the deviations from the above
“classical” values and it turns out that pairing is actually
favored at sufficiently high densities (around r; ~20), al-
though at such densities normalization (A 15) within each
sphere is no longer satisfied and we encounter charge
“leakage” problems indicative that the liquid-
homogeneous-phase is preferred.] Consideration there-
fore of the interpair effect is needed, and this is done
through the second quantized approach as described in
the main text (Sec. III). We find there that the interpair
effect in a coherent paired supersolid can still be de-
scribed at an effective cell level,’ which in a range of den-
sities leads to sufficient energy lowering to favor pairing.

APPENDIX B: ALGEBRAIC DETAILS

The evaluation of either (W|H|W)/{W|W) [see
46)] or (W|H|V)/(¥|¥) [see (45)] in the text is
lengthy, but can be carried out in a straightforward way
by repeated (and interconnected, whenever necessary) ap-
plication of the following relations (B1)—(B3).

1)
{d,(R),d}.(R")}=5,,S(R'—R)

K. MOULOPOULOS AND N. W. ASHCROFT 48

T —
{ CkorCk'o’ } - Boo’skk’ .

The strategy therefore is at every step to substitute
d,(R )d (R’) by

8,5 S(R'—R)—d.(R")d,(R) .
2)
Hdl(R)=[H,d](R)]+d} (R)H (B2)
and
3)
[H,d] (R))]d] (R,)
=([H,d} (R))d} (R)}—d] (R)[H,d] (R))].

(B3)

The repeated application of the above relations (until
the operators d eventually encounter and annihilate the
vacuum |0)) leads to the final results for
(WIHIW)/{W|W) or (V|H|W)/{¥|¥) (see below)
which involve only three types of quantities: (i)

S(R'—
defined by (16), as is obvious from the above; (ii)

(0ld,.(R")[H,d| (R)]|0)=8,, T(R—R’),
with T defined by (17); (iii)
(0ld, (Ry)d, (R){[H,d} (R)],d] (R;)}[0)

=8 8 U(RI_R3,R2_

0103 0'2[74

R4, RI - Rz)
_80104 azasU(RI
with U defined by (18).
The final results for arbitrary NV are, to lowest order in
the overlaps,

R,R,—R3;,R;—R,),

B1) (WIH|W)=NT0)+13 3 U(0,0,ij)—8E +0(S*
i jFi
with the overlap S defined by (16). Relation (B1) results (B4)
from (11) and the standard anticommutation relations with
J
SE= |3 38, T(i)NS(j)+3 3 3 8, Ulijji,ip+3 3 3 3 T(0) )S(jm)?8, 5
i jFi i i i jFim##i,j
IS > Ss SS(mz)U(szt])+ >3 > 85 5, S(mj)U(O0, jm,ij)
i jFEim#ELLj i jFEIimF#Lj
133 3 3 8 , S(mn)U0,0,ij) (B5)

i jFEim#Ei,jnFEm,i,j

and
(Wiw)=1—-1 zzssssw) +0(S*) . (B6)
Similarly o
(Y|H|W)=N |NT( 0)+IE§UOOU
=

—1AE+1AE+0(S%) (B7)

[
with AE having the same form as SE but with any symbol
8,5, substituted by Ay, and with AE also having the
same form as §E but with any symbol SSkS] substituted by

Ay, where the new symbols mean the following: A, re-
striction of {i,j} to all interpair possibilities (irrespective
of spin); Zij, restriction of {i,j} to all intrapair possibili-
ties (which have only opposite spins). Finally, we also
find
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(Y|W)=N]1-13 3 A,;S(ij)?
i jFEi

+13 38,;S0j)*+0(8*) ¢ . (B8)

i

APPENDIX C: APPLICATION
TO SHORT-RANGED INTERACTIONS

We determine here the dominant interaction element
U(0,0,R) that corresponds to a system of localized He>
atoms. In this case the interaction is short ranged and it
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that this interaction can very accurately be described by a
double Yukawa form, namely

Voy(n=-=re-r—L-vr, ()

which is a very convenient form for analysis. The poten-
tial (C2) matches (C1) extremely accurately if we take
A =Erye®, B=EryeP, a=a/r,, and b=p/r,, with the
definitions E =2.0199¢, a=14.735, and B=2.6793.

Use of (C2) together with Gaussian wave functions
with half width o around the lattice sites gives for the
direct interaction element

3

can very accurately be described by a Lennard-Jones po- U(0,0,R)= f _.d_q_3_ Viy(ge —q%0?/2+iqR (C3)
tential, namely (27r)
12 6
Vo, (r)=de _rrO_ ’ _ If_ (c1)  With the Fourier transform Vpy(g) of (C2) being
Vv, =4 4 B
For He? the values of the parameters are €/kp =10.2 K, py(q)=4m g?+a?  g*+b? (C4)
or equivalently €=6.46X10"°> Ry, and ro=2.56
A=4.84qa,. It has been shown by Foiles and Ashcroft!® The integration in (C3) finally gives
I
1 2,42 . _ ao R ao R
U(0,0,R)=— 7= {4e” " /? |2sinhaR +e  Rerf | —= — —=— | —e®Rerf | 2L 4+ =
3R nha er VR e“er V3 " Ve
2,2 . — R bo R
—Be /2 |2sinhbR +e "PRerf | = — —=— | —ebRerf | =L + 2 .
Vae | ¢ MV TV (€3
This for values of R >10a, is negligibly small, i.e., for R =110a, and o =43a, we obtain U(0,0,R)=2=—10"° Ry,

which is negligible compared to the long-ranged analog (65), which for the same values of the parameters (correspond-

ing to r, = 100) has a value of —0.0657 Ry.
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