PHYSICAL REVIEW B

VOLUME 48, NUMBER 15

Localized excitations in competing bond-order-wave,
charge-density-wave, and spin-density-wave systems

Chui-lin Wang

China Center of Advanced Science and Technology (World Laboratory), P. O. Box 8730, Beijing 100080, China

Wen-zheng Wang, Guo-liang Gu,* and Zhao-bin Su
Institute of Theoretical Physics, Academia Sinica, P. O. Boz 2735, Betjing 100080, China

Lu Yu
International Center for Theoretical Physics, P. O. Box 586, Trieste 34100, Italy,
and Institute of Theoretical Physics, Academia Sinica, P. O. Boz 2735, Beijing 100080, China
(Received 16 November 1992; revised manuscript received 14 May 1993)

The characteristics of localized excitations in quasi-one-dimensional systems are rather sensitive
to the interplay between the electron-phonon (e-ph) and electron-electron (e-e) interactions giving
rise to competition and possible coexistence of various symmetry-broken ground states such as the
bond-order wave (BOW), the charge-density wave (CDW), and the spin-density wave (SDW). Such
effects are observable in halogen-bridged mixed-valence transition-metal complexes and can be elu-
cidated within the Bogoliubov—de Gennes formalism using an extended Peierls-Hubbard model. The
coexistence of local BOW, CDW, and SDW distortions is demonstrated in this paper for polarons
and self-trapped excitons (STE) in different symmetry-broken ground states. An extensive study of
localized excitations over a wide range of the on-site e-ph coupling A2 and the Hubbard interaction
U leads to the following observations. (a) As Az increases at fixed U, the number of bound states
inside the gap changes from two to four for the STE case and from two to three for the polaron case.
(b) Upon its further increase, one type of STE with a certain pattern of SDW distortion and charge
transfer is transforming into another type of STE with a different pattern. (c) A nonmonotonic
dependence of the lattice relaxation energy on A; is predicted within the lattice relaxation approach
developed by Su and Yu earlier, and is attributed to a crossover from the weak-coupling to strong-
coupling behavior showing up as the emergence of new bound states inside the gap. Moreover, the
nonradiative transition rate of STE is also calculated and is used to tentatively interpret the very
short lifetime of STE in PtCl complexes. Such nonmonotonic dependence of the relaxation rate on
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the coupling constant may also be observed in other quasi-one-dimensional systems as well.

L. INTRODUCTION

For the last two decades the experimental and the-
oretical studies of quasi-one-dimensional systems, like
conducting polymers, charge-transfer solids (e.g., TTF-
TCNQ), charge-density-wave systems (e.g., NbSes), and
halogen-bridged mixed-valence, transition-metal linear-
chain complexes (HMMC or MX chains) have attracted
great interest among physicists and chemists. Apart
from potential applications, the scientific motivation is
mainly due to the availability of a variety of symmetry
broken ground states like BOW, CDW, SDW, and the
spin-Peierls state, their competition and possible coexis-
tence determined by the interplay between the electron-
electron (e-e) and electron-phonon (e-ph) interactions.
Even more interesting are the localized excitations such
as solitons, polarons, bipolarons, and excitons on these
ground states and their contributions to various observ-
able effects like optical absorption and resonance Raman
scattering. Among these quasi-one-dimensional systems,
the MX chains are of particular interest because members
of this family share the same crystalline structure, while
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their physical properties depend strongly on the species
and structures of the constituent metal (M) or halogen
(X) ions, and also on the organic ligands (L) and counter
ions (X or ClO;). By “tuning ” the strengths of e-e
and e-ph couplings, a big variety of states ranging from
SDW (e.g., NiBr), weakly distorted CDW (e.g., PtI) to
strongly coupled CDW (e.g., PtCl) can be materialized.
Therefore, these compounds are ideal prototypes for the
study of competing BOW, CDW, and SDW states, which
is evidenced by the large amount of experimental and
theoretical investigations devoted to them.' 3

From the theoretical point of view, the phase diagram
of these compounds has been studied within the extended
Peierls-Hubbard model by Nasu,* while the mapping of
the MX chains with on-site e-ph coupling and Hubbard
repulsion onto the Su-Schrieffer-Heeger (SSH) model of
polyacetylene® and the existence of solitons were consid-
ered by Ichinose.® The weak coupling continuum model
was studied by Onodera,” whereas the strong coupling
limit with competing BOW and CDW order was inves-
tigated by Baeriswyl and Bishop.® Furthermore, Bishop,
Gammel, and Phillpot have proposed a two-band model®
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to describe various physical properties of the MX chains
and an extensive series of studies have been carried out
using this model.!® The physical parameters involved in
these models can be determined either from the band
structure calculations!! or from the valence-bond calcu-
lations on small clusters.!?

In this paper, we focus on the localized excitations in
the competing BOW, CDW, and SDW systems, paying
special attention to their dependence on the coupling
strength, since the salient tunability of the MX-chain
family in practice spans a wide scope of realistic parame-
ters. We find that the characteristics of localized excita-
tions are rather sensitive to the interplay between the e-e
and e-ph interactions. We have explored various parts
of the phase diagram, including both BOW-CDW and
CDW-SDW competitions, and have studied in particular
detail the dependence of localized excitations on the on-
site e-ph coupling Ay and the Hubbard U in the CDW
dominating regime. In order to simplify the issue and to
emphasize the main physical features of the effects un-
der discussion, we use a simple one-band model instead of
the more realistic, but more complicated two-band model
proposed by Bishop, Gammel, and Phillpot.® It is reason-
able to expect that the main effects we describe here will
survive in the two-band case as well. During this research
work we have found the following.

(1) As to homogeneous states, they may coexist (like
BOW and CDW) or exclude each other (like SDW and
CDW without BOW), but the local distortions of the or-
der parameters can always coexist, only subject to the
symmetry requirements of the problem. For example, a
BOW kink will be accompanied by a CDW polaron, and
vice versa. Similarly, a self-trapped exciton (STE) in the
CDW dominating regime will contain local SDW distor-
tion and vice versa. This effect has been observed in stud-
ies on polyacetylene,'®> MX chains,'%'%15 and in cuprate
superconductors.'® However, we would like to emphasize
this effect and carefully examine its implications.

(2) As a conventional wisdom one would expect that
the relaxation rate of localized excitations will be a mono-
tonic function of the coupling strength. However, we have
found a counterexample showing nonmonotonicity. This
is mainly due to a crossover from the weak-coupling to
strong-coupling behavior signalled by the emergence of
new bound states inside the energy gap at a certain value
of the coupling strength. It will give rise to observable
effects.

(3) It is natural to think that the localized excitations
of a given type, say STE in a CDW dominating region,
would have the same character and pattern as the cou-
pling strength changes. However, this is not true either.
There is a well defined boundary in the parameter space
where one pattern of excitation is converted into another
pattern, both being compatible with the symmetry re-
quirements. This effect should also have observable con-
sequences.

In view of difficulties in finding analytic solutions of the
problem, most of our studies were performed numerically
using the self-consistent Bogoliubov—de Gennes (BdeG)
formalism.'” The Hartree-Fock (HF) eigenequations are
first solved for a given lattice configuration, and then

10 789

the final stable lattice configuration is determined self-
consistently through the gap equations obtained by min-
imizing the total energy of the system. In order to rule
out the finite size effects, the number of sites in the chain
has been varied from 20 to 200, and consistent results
have been obtained with a precision better than 1075.
Of course, it is not trivial to judge numerically whether
a state is localized or not. In our calculations, we first ex-
amined the correlation length [roughly the half-width of
the localized configuration and the corresponding high-
est occupied molecular orbital (HOMO) wave function]
which should be much less than the chain size and should
be independent of its change, then checked the possible
additional bound states whose energy level should be sep-
arated from the continuum band, and whose wave func-
tion should be localized in comparison with the extended
band states. Special caution should be taken in interpret-
ing results of a finite size calculation in the weak coupling
limit where the extent of excitations would diverge. In
this case results of the continuum model should be quoted
as a reference. In order to avoid the topological defects,
only even-membered chains have been considered.

The rest of the paper is organized as follows. In the
next section, we first describe the model Hamiltonian
and its symmetry properties, and then briefly review the
ground state properties and illustrate the CDW-SDW
competition phase diagram, derived by the BdeG for-
malism, as a guideline to the succeeding calculations. In
Sec. III, the configurations and electronic structures of
polarons and STE are demonstrated in various subsec-
tions corresponding to the competitions of BOW-CDW
and CDW-SDW, respectively. The coexistence of local
BOW-CDW and CDW-SDW distortions is clearly shown.
As main consequences of varying the driving on-site e-ph
coupling )z and e-e interaction U, the emergence of new
bound states and the crossover of STE types are elu-
cidated in detail. The attendant nonmonotonic depen-
dence of the lattice relaxation energy due to the emer-
gence of new bound states and its implication for the
nonradiative transition process of STE are manifested in
Sec. IV. Finally, in Sec. V, the calculated nonradiative
transition rate is used to interpret the very short lifetime
for STE in PtCl materials. Other possible experimental
consequences are also discussed. The details of the lat-
tice relaxation formalism are summerized in Appendix A,
while the calculation of the multielectron matrix elements
is outlined in Appendix B to make this paper more self-
contained. Brief reports on some obtained results have
appeared earlier.!®1°

II. GROUND STATE PROPERTIES
A. The model Hamiltonian and its symmetry

In the context of conducting polymers,!” the one-
dimensional Peierls-Hubbard Hamiltonian provides a
theoretical framework capable of treating both e-ph and
e-e interactions, and has been successful in interpreting
various experiments. The model for the MX chain sys-
tems is written as®®
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where c!, (ci,) creates (annihilates) an electron in the
d,2 orbital of the M (metal) ion at site ¢ with spin s.
It is assumed that each metal ion in the MX chain con-
tributes an unpaired electron, which can supertransfer
between the d,2 orbitals of neighboring M atoms bridged
by the X ions forming a charge-transfer band, where tq
is the supertransfer energy (hopping integral) between M
ions. The total number of such electrons IV is equal to
the total number of M ions in the ground state. v; and u;
are static displacement coordinates for the ith X (halo-
gen) ion and M ion, respectively; 8 and o are the intra-
site and inter-site e-ph coupling constants, which describe
the couplings of electrons to two different phonon modes.
The charge transfer rate is determined by the resonance
integral, i.e., to — a(u;+1 — u;). The on-site energy of the
electron depends on the distance between neighboring X
ions as -3(v;4+1—v;) in the tight-binding picture. U and V'
denote the on-site and nearest-neighbor Coulomb inter-
actions between electrons, respectively. K is the stiffness
constant, and the kinetic energy of ions is neglected here
for our quasistatic calculations, while effects due to quan-
tum fluctuations of phonons are another topic for further
considerations. This Hamiltonian exhibits obvious com-
petition between the Peierls instability coming from the
intrasite e-ph coupling (3-term) producing CDW, and
the intersite e-ph coupling (a-term) yielding BOW, and
the Hubbard instability coming from the e-e correlations
(U and V terms) giving rise to the magnetic SDW. It is
convenient to introduce dimensionless parameters

4(12 ﬂZ
1= =0 Az = ,
7TKt0 7TKt0
(2.2)
b= (1 2 B
to to

and to measure energy in units of to, i.e., H/to — H,
Ulto — U, V/te — V.

Moreover, the intrasite e-ph coupling (3-term) spoils
the single-particle charge conjugation symmetry pos-
sessed by the SSH model,®'7 and produces important
consequence, e.g., the single electron energy levels of this
system are no longer symmetrically distributed around
zero for a general configuration and coupling strength. Of
course, this asymmetry persists in the two-band model.?
Nevertheless, several combined symmetries can be found
in this situation. It can be easily shown that the Hamil-
tonian (2.1) is invariant under the following symmetry
operations:

(2.1)
[
Yi = Y—(i—1) Yi = V—(i—1)
(Si — “6—1' or 51 — —6_,' (23)
Cis — C—i5 Cis — C_js ,
Yi T —V-i Yi T TY—i
61’ — 5_(,-+1) or 6,- —_— 5—(i+1) (2.4)

Cig — C_(i+1)5 Cis — C_(i+1)s »

where 5 means spin orientation opposite to s. These are
combined parity and translation symmetry operations,
which hold for any electron filling and any excitations.
Particularly, for A\; = 0 and the half-filling case, two other
kinds of symmetry operations hold for periodic boundary
conditions, namely

{'71"—‘)’)’—1‘.,[ or ’Yi——>’)’—i_f
Cis — (—)lc~(i+1), Cis — (—)lc—(i+1)§’
(2.5)
Yi = —Y—(i-1) Yi = —Y—(i—-1)
(L2 e { — (Y, . 39

These are generalized electron-hole symmetries which
combine parity, translation, and charge conjugation op-
erations. It is noted that the CDW lattice distortions
v; and BOW lattice distortions §; are of opposite par-
ity in Egs. (2.3) and (2.4), and they possess different
symmetry centers. Therefore, the CDW order parameter
(ni4) + (n;y) — 1 (1 is the average density of electrons in
the system) and the SDW order parameter (n;;) — (n;})
may have different parity and symmetry centers. For ex-
ample, the second set of Eq. (2.3) shows even parity of
vi, CDW, and SDW order parameters, and odd parity of
d;; while the first set of Eq. (2.5) gives odd CDW, SDW
order parameters, and even ;. The consequences for the
stability of various exciton and polaron solutions obeying
different symmetries will be discussed in Sec. III.

B. Phase diagrams

The homogeneous ground state properties of such a
system (8; = b0, i = 7o) have been extensively stud-
ied in Ref. 8 with U = V = 0, and in Refs. 4 and
19 with U # 0,V # 0. Baeriswyl and Bishop? indi-
cated that the intrasite and intersite e-ph couplings lead
to a competition between the CDW and BOW ground
states, and there are three regions in the competing
BOW-CDW phase diagram where the Ay dominating re-
gion [A2 > A1/(1 4+ 2X)] corresponds to CDW states
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with do = 0, 70 # 0, and the A; dominating region
[A2 < A1/(1 4 2X;)] prefers a BOW order with o # 0,
Yo = 0, while the small intermediate region near the
phase boundary A, = A;/(1 + 2A;) corresponds to co-
existence of CDW and BOW states with §o # 0, o # 0.
We will use their phase diagram in guiding our numer-
ical studies on localized excitations in the BOW-CDW
competition regime. On the other hand, as U and V
are included, it has been shown analytically by Nasu*
and numerically through the BdeG formalism!® that the
dominance of U leads to a SDW state, while the CDW
state prevails in the A2 dominating region, and that ho-
mogeneous CDW and SDW states cannot coexist without
involving BOW.

In order to define the parameter regions for the suc-
ceeding analysis of localized excitations, the CDW-SDW
phase diagram, obtained by the BdeG formalism,'® is
shown in Fig. 1, where the parameter space is divided
into three main characteristic zones. In zone-I (above
curve OF') corresponding to large U and the small A, re-
gion, the SDW states dominate, and the CDW state can-
not be found there, i.e., this is a pure SDW region where
both the CDW order parameter and « vanish. Oppo-
sitely, zone-III (below curve OF), is a pure CDW region
where v and the CDW order parameter increase with A,,
while the SDW order parameters vanish. Interestingly,
the intermediate region, i.e., zone-II, where the competi-
tion of CDW and SDW is taking place, can be divided
into two subzones: zone-1I(1) and zone-II(2). We notice
that unlike the case of the SSH model for polyacetylene,?

U/to
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~

~

~
~
~
—
=
=
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FIG. 1. Phase diagram of the model system. For the ho-
mogeneous ground states, zone-I and zone-III correspond to
a pure SDW region and a pure CDW region, respectively,
while zone-II corresponds to the intermediate region where
the competition of CDW and SDW states is found. In zone-
II(1) and zone-1I(2), SDW and CDW are the most stable so-
lutions, respectively. For the excitonic states, curve AC in-
dicates the crossover from a two-bound-states region (left) to
the four-bound-states region (right), while curve BD shows
the crossover from the type-I STE region (left, see Fig. 8) to
the type-II STE region (right, see Fig. 9).
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the energy curve at v = 0 no longer shows a local max-
imum, but rather a local minimum corresponding to a
metastable SDW state. In zone-II(1), the v+ = 0 SDW
state corresponds to a true ground state, while the dou-
bly degenerate CDW states are metastable. To the con-
trary, in zone-II(2), the two degenerate CDW states cor-
respond to the ground state, whereas the SDW state is
metastable. The meaning of lines AC and BD will be
explained in the next section.

III. LOCALIZED EXCITATIONS

Various inhomogeneous excitations have been obtained
by Baeriswyl and Bishop® in the limit of strong on-site
e-ph coupling Az, i.e., Ay —> o0 as to — 0, while the
continuum limit of this model” has been discussed in the
limit of small A; and A,. The lack of analytical solutions
of the Hamiltonian (2.1) (even in the absence of U and
V') except in the limits mentioned above prompts us to
study it numerically in a wide parameter range within
the site-dependent mean field theory, i.e., the BdeG for-
malism. Some related results were obtained earlier by
Mishima and Nasu.4 In this section, we demonstrate sys-
tematically the configurations and electronic structures
of polarons and STE in different regimes of competing
BOW-CDW and CDW-SDW systems. For clarity and
simplicity, under the BOW-CDW and CDW-SDW com-
petitions, the e-e interaction U and the intersite e-ph
coupling \; are set to zero, respectively. Effects of these
neglected terms will be discussed in Sec. V.

A. Polarons under BOW-CDW competition

In this subsection we consider polarons in compet-
ing BOW-CDW systems neglecting the Coulomb inter-
actions.

In the adiabatic limit, an electron-polaron is generated
after one electron is added to the bottom of the conduc-
tion band, while the lattice distortions are introduced
in a general form as in the literature of polyacetylenel”
to trigger the localized excitations. As mentioned in
the Introduction, within the BdeG formalism, the HF
eigenequations of Hamiltonian (2.1) are first solved for
a given configuration, then the minimization of the to-
tal energy is materialized by solving the two gap equa-
tions for §; and «; to update the configurations until
the self-consistency is obtained. One typical solution of
electron-polarons in the CDW dominating region (i.e.,
the Ay dominating region in the phase diagram) is shown
in Fig. 2(a). In the self-trapping process, a polaron of the
order parameter 7y; in the CDW channel emerges from
the CDW ground state ; = 7o, whereas the BOW or-
der parameter §; transforms from §; = 0 into a kinklike
configuration in the central part of the chain. Likewise,
in the BOW dominating region (i.e., the A\; dominating
region in the phase diagram), a kinklike configuration
can be generated in the CDW channel during the forma-
tion of a BOW polaron, as shown in Fig. 2(b). There are
also localized SDW distortions accompanying the polaron
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FIG. 2. The configuration of an electron-polaron in (a)

the CDW region, (b) the BOW region. A polaron of the
order parameter vy, (dashed) is accompanied by a kink of the
order parameter 4, (solid) in (a), and vice versa in (b). Here
Yn and &, satisfy the first set of symmetry relations in Eq.
(2.3). U=V =0.0.

WANG, WANG, GU, SU, AND YU 48

even in the absence of the e-e interaction. A similar phe-
nomenon has been observed in the two-band model.1? It
is noted that the polaron configuration satisfies the first
set of symmetry relations in Eq. (2.3), where the CDW
and BOW order parameter «y; and 4; are of even and odd
parity, respectively. It is this symmetry requirement that
excludes the possibility of forming polarons in both CDW
and BOW channels simultaneously.

The intragap levels of the CDW polaron (i.e., the A;
dominating region) as a function of A, at fixed A\; =
0.3 are shown in Fig. 3, while these levels as functions
of A\; at fixed Ay = 0.4 are shown in Fig. 4. In Fig.
3, there are two bound states inside the gap when the
intrasite e-ph coupling strength A, is below 0.34, but as
A2 is increased beyond this critical value, a new bound
state splits from the top of the valence band. As seen
in Fig. 4, there are three bound states within the gap,
even if the intersite e-ph coupling strength A; is zero,
which indicates that the emergence of new bound states
is mainly caused by the strength of the intrasite e-ph
coupling Az. As will be shown in Sec. IIIC, a similar
situation also occurs for STE and it will have important
physical consequences. It is also noticed that the CDW
gap does not vary with A; (see Fig. 4), but it does increase
with A2 (see Fig. 3). On the other hand, the intragap
levels vary with both parameters. The two figures also
show the asymmetry of the gap levels with respect to
the midgap, which reflects violation of the single-particle
electron-hole symmetry due to the presence of ;.

B. Polarons under CDW-SDW competition

In this subsection we consider polarons in competing
CDW-SDW systems, neglecting the intersite e-ph inter-
action ;.

Under the CDW-SDW competition, the inhomoge-
neous excitations in the polaron channel are evaluated
in zone-IIT and zone-II of Fig. 1, and the results on the
hole-polaron and electron-polaron in zone-III are shown
in Figs. 5(a) and 5(b), respectively. The configurations
of polarons contain locally nonvanishing SDW distortions
in the CDW dominating regime, zone-III and zone-1I(2),
and nonvanishing CDW distortions in the SDW domi-
nating regime, zone-II(1). It is noted that the polaron
solutions can only satisfy the symmetries in Eq. (2.3)
or Eq. (2.4) for doping with electrons and holes, respec-
tively. The center of the electron-polaron is shifted by one
M-M distance compared with that of the hole-polaron
because a hole-polaron favors an oxidized M ion in the
CDW ground state while an electron-polaron energeti-
cally prefers to reside on a reduced M ion, although they
are of about the same size. The creation energy of the
electron-polaron is larger than that of the hole-polaron
due to the effects of e-e interaction U. There are three
bound states as the e-ph coupling A, is increased be-
yond or the Hubbard U is decreased below some critical
values.'® It is also noted that in the case of nonvanish-
ing nearest neighbor Coulomb interaction V, it does not
modify the above results substantially, if V' is small com-
pared with U and to.
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C. STE under CDW-SDW competition

In this subsection we study STE in various regions of
the phase diagram (Fig. 1), exhibiting the CDW-SDW
competition.

Unlike the case of polyacetylene,'” the energy of STE
in the MX-chain systems is not degenerate with that of
a soliton-antisoliton pair even in the absence of Coulomb
interactions. Therefore, STE is a rather stable exci-
tation playing an important role in the actual opti-
cal processes.2®2! At the strong coupling limit (Ay —
00, tg = 0, and Ay =0, U =V = 0), the analytical con-
figuration of STE has been given in Ref. 8. However, as
will be shown in this subsection, the presence of finite %,
and U will give rise to rather substantial modifications of
the STE structure. In the adiabatic limit, one electron at
the top of the valence band is initially photoexcited to the
bottom of the conduction band, with one hole left at the
top of the valence band. After the relaxation process, the
system will finally reach a stable state with localized lat-
tice distortions and the attendant single electronic states
split from the continuum band. The numerical procedure
is the same as described before, while the lattice distor-
tions are given by the self-consistent solutions of the gap
equations j

o= (TS Y)Y - 1) ], (3)
k,s
4T

D>
j=T1]
~
<]
=
=

N N N B

0.3 0.4 0.5 0.6

Az
FIG. 3. Intragap levels of the electron-polaron under the

BOW-CDW competition between the band edges (solid) in
the CDW region as a function of the intrasite e-ph coupling
strength Az, where A\ = 0.3, U =V = 0.0.
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where 9, are the eigenfunctions of Hamiltonian (2.1),
and the summation is taken over the occupied states only.

First consider the CDW region without Coulomb in-
teractions (i.e., along the z axis in Fig. 1), where the
effect of the on-site e-ph coupling Az on the lattice dis-
tortions 7; of STE is manifested in Fig. 6. For the weak
coupling case the lattice distortion is small, but there is
a sizable fraction of chain with reversed distortion, like a
soliton-antisoliton pair. On the other hand, in the strong
coupling limit +; is large, and strongly localized, but the
reversed distortion is almost absent. Correspondingly,
the gap levels of STE as functions of A, are plotted in
Fig. 7. As expected, the energy gap increases with the
increase of the coupling constant A;. When one electron
is excited from the valence band to the conduction band,
two localized bound states near the midgap are split off
from the top of the valence band and the bottom of the
conduction band in the weak coupling range. Each of
these two bound states is occupied by one electron. As
the coupling constant A increases to around Az = 0.28,
two new bound states emerge out from the continuum
resulting in a total of four localized bound states inside
the gap. The new lower bound state is occupied by two
electrons whereas the upper one is empty. These two
new bound states play an important role in the calcula-
tion of the lattice relaxation rate as will be shown in Sec.
IV. As ); increases further, no more new bound states
split off from the continuum. This feature has been in-
dicated by Baeriswyl and Bishop?® in the strong coupling
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FIG. 4. Intragap levels of the electron-polaron under the

BOW-CDW competition between the band edges (solid) in
the CDW region as a function of the intersite e-ph coupling
strength A1, where A\ =04, U =V = 0.0.
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electron-polaron in zone-III of Fig. 1 under CDW-SDW com-
petition. U = 1.0, V = 0.1, A2 = 0.6, N = 64, which contains
FIG. 7.

nonvanishing localized SDW distortions and satisfies the sym-
metry relations of Eq. (2.3). Only the configuration near the

defect is shown in the figure.
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tion of Az, Ay = 0.0, U =V = 0.0.

Intragap levels of STE corresponding to the con-
figuration in Fig. 6 between the band edges (solid) as a func-
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limit, Ay — oo, where they found only four localized
bound states associated with a tightly bound exciton,
and the corresponding energy levels are €1 = :E%A, and
€1g = :l:%A, respectively. The exciton creation energy
is Fex = %A, where A is the gap parameter. To study
the influence of the finite size effects, we have calculated
the exciton configuration for different numbers of chain
sites. For chain sites N = 32, 64, and 128, no substantial
differences have been found in plotting Fig. 6 and Fig. 7.
Thus the possibility that the change of bound state num-
ber is due to the finite size effects is ruled out. As in the
polaron case, the intrasite e-ph coupling Az is the major
factor leading to the emergence of new bound states even
if A1 is included.

As the Hubbard interaction is included, the main fea-
tures of STE are indicated in Fig. 1. In zone-I, as ex-
pected, no localized excitations (neither excitons nor po-
larons) are found since the localized distortions of v; are
so tiny compared with the electronic kinetic energy that
no self-trapping is taking place. On the contrary, STE
can be easily found in zone-III, where the ground state is
purely of CDW character. However, the local SDW order
parameter does not vanish within the localized STE. One
type of STE configuration is shown in Fig. 8, where the
localized SDW distortion is clearly seen. When parame-
ters U and A, cross the curve AC in Fig. 1, the number of
intragap bound states changes from two to four. More-
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FIG. 8. The configuration of type-I STE on the left of

line BD in zone-III of Fig. 1, U = 1.5, V = 0.0, A\, = 0.3,
N = 200, where the SDW order parameter behaves like a well-
localized spin-density wave, while the charge transfer about
eight sites. This type of STE satisfies the first set of symmetry
relations in Eq. (2.5). Only the configuration near the STE
is shown in the figure.
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over, when parameter values cross the curve BD (with
Az increased and/or U decreased), one type of STE with
a certain pattern of SDW distortions is transforming into
another type of STE with a different pattern. For type-
I STE (see Fig. 8), the SDW order parameter behaves
like a localized SDW distortion, and the charge transfer
from the CDW ground state takes place in both direc-
tions within a range of about eight sites. However, for
type-II STE (see Fig. 9), the SDW order parameter be-
haves like a spin kink, where the sign of spin density on
the left side of the symmetry center is opposite to that of
the right side, while the charge transfer takes place only
on the right side within a range of about four sites. Both
types of STE’s satisfy the first set of symmetry relations
in Eq. (2.5), where the CDW and SDW order parame-
ters are odd functions of the chain coordinates, while the
lattice distortions «y; are of even parity. There are other
types of STE which satisfy other symmetries. However,
their creation energies are all higher than the above so-
lutions according to our calculations.

In zone-II(1), no stable STE with only localized SDW
distortions can be found because of the dominance of
SDW in the ground state, but solutions of STE with lo-
calized CDW distortions, satisfying the first set of sym-
metry relations in Eq. (2.5), have been found. One ex-
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FIG. 9. The configuration of type-II STE on the right of
line BD in zone-III of Fig. 1, U = 1.0, V = 0.0, A2 = 0.6,
N = 200, where the SDW order parameter behaves like a
spin-kink, in which the sign of spin densities in the left side
of the symmetry center is contrary to that of the right side,
while the charge transfer takes place only on the right side in
a range of about four sites. This type of STE also satisfies
the first set of symmetry relations in Eq. (2.5). Only the
configuration near the STE is shown in the figure.
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ample is shown in Fig. 10 for a set of typical param-
eters. The situation in zone-II(2) is more complicated
than zone-III because of rearrangements of energy levels
for two different spin orientations due to the stronger e-e
interaction U compared with zone-III. Therefore, several
solutions satisfying different symmetries are possible in
this regime, from which we can determine the solution
with the lowest excitation energy for a given set of phys-
ical parameters. For example, in the situation shown in
Fig. 11, the lowest STE satisfies the symmetry relations
in Eq. (2.3), in which all three order parameters are of
even parity. It is worthwhile to notice again that the on-
site e-ph coupling As is the major driving factor for the
crossover of STE types since the position of point B in
Fig. 1 indicates that this crossover still exists even if U
is absent.

The structure of the electronic energy levels is shown
in Fig. 12, for a fixed A, and varying U. It is noted
that unlike the CDW case in the absence of Coulomb
interactions (Fig. 7), the energy levels for different spin
orientations split due to the e-e interaction U, which is
believed to be one of the main reasons for the occurrence
of inhomogeneous structures of the SDW and CDW order
parameters. Also, the number of bound states inside the
gap depends on U and A;. The regions of different bound
state numbers are divided by curve AC in Fig. 1, where
the left side corresponds to the region with two localized
bound states for each spin orientation, while the right
side corresponds to the region with four bound states. It
is interesting to notice in Fig. 1 that for 0.28 < A, < 0.4
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FIG. 10. The configuration of STE in zone-1I(1) of Fig. 1,
U =40,V =0.0, A2 = 0.3, N = 64, which possesses localized
CDW distortions and satisfies the symmetry relations in Eq.
(2.5). Only the configuration near the STE is shown in the
figure.
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FIG. 11. The configuration of STE in zone-II(2) of Fig.
1,U =3.0, V = 0.0, A2 = 0.35, N = 64, which is the lowest
energy STE possessing localized SDW distortions with this
set of parameters and satisfying the symmetry of Eq. (2.3).
Only the configuration near the STE is shown in the figure.
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FIG. 12. The energy levels of STE in zone-III and zone-

II(2) of Fig. 1 as functions of U. V = 0.0, A\, = 0.3, N = 64.
Only a few levels near the gap edge are shown in the figure.
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the number of localized bound states changes from four
back to two as U is increased beyond the line AC. When
U is increased further to cross the line OF, where the sys-
tem enters zone-II(2), the characteristics of excitations
with different spin-orientations are significantly different
from each other, i.e., the shallow spin-up levels (solid
lines) correspond to delocalized states, while the deep
spin-down levels (dashed lines) still correspond to local-
ized states, according to the spatial distribution of their
wave functions. This feature of different localization for
states with different spin orientations is due to the partic-
ularly strong splitting of the originally spin degenerated
levels via the strong e-e interaction U, and brings about
the complications for excitons in zone-II(2), mentioned
above.

IV. RELAXATION PROCESS OF STE

In this section, we elucidate one of the important con-
sequences of the emergence of new bound states due to
the increase of the intrasite e-ph coupling Ay, namely, the
nonmonotonic dependence of lattice relaxation energy on
A2, and then calculate the nonradiative transition rate
under this circumstance.

A. Lattice relaxation energy

The lattice relaxation theory of multiphonon processes
was developed in the early 1950s by Huang and Rhys22
and others in connection with the radiative and nonra-
diative transitions of the F center. The difference in
the lattice configurations of the initial and final elec-
tronic states gives rise to the multiphonon processes
observed in experiments. This theory has been gener-
alized by Su and Yu to consider localized excitations
in quasi-one-dimensional systems, taking into account
the self-consistency of the electronic states with lattice
configurations.?® A key quantity in this theory is the lat-
tice relaxation energy F, which in the present context
can be written as (in units of o)

_ Shwb

1 .
E, = i ~f|2 4.1
t() 7I'A2 ;"Yn ’Y’nl ) ( )

where 7% and v/ are dimensionless staggered lattice dis-
tortions in the initial and final states, respectively. The
Huang-Rhys factor S is the average number of phonons
(with energy hw;) emitted during the transition to bring
the initial configuration into the final one.?® In the non-
radiative decay process, the initial state is the STE state,
whereas the final one is the CDW ground state with con-
stant vf. The curves of E, and the energy difference
between the initial and final states in the relaxation pro-
cess of STE Wy as functions of A are plotted in Fig. 13.
In this figure, as expected, W;y is a monotonically in-
creasing function of A;. However, an abnormal behavior
was found for the E, curve. The lattice relaxation energy
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FIG. 13. The energy difference between the initial and

the final states W, (solid) and the lattice relaxation energy
E, (dashed) as functions of Az for pure CDW STE, N = 64,
AL =0.0, U=V =0.0.

first increases in the small A, region, and then decreases
when . is greater than about 0.28.

This nonmonotonic feature can be qualitatively ex-
plained as follows: As seen from Eq. (4.1), the lattice
relaxation energy is enhanced if the distortion increases
or if the width of the distorted region increases. For weak
coupling the increase of distortion dominates the decrease
in extent, whereas for larger couplings both the distor-
tion and the extent tend to their corresponding limiting
values. In the strong coupling limit, i.e., as Ay — oo
(to — 0), E, (in units of eV, while in this paper ener-
gies are measured in units of ¢¢) approaches the limiting
value 332 /2K .8 These features can be qualitatively seen
in Fig. 6 and have been checked by us numerically.

An amazing point is that this crossover from the weak-
coupling behavior (where E, increases with the increas-
ing coupling strength) to the strong-coupling behavior
(where E, decreases and saturates with increased cou-
pling) takes place exactly when new bound states are
split off from the continuum. However, this is not so sur-
prising because there are only two bound states for ex-
citons in the weak-coupling continuum model, but four
bound states in the strong-coupling limit.® Therefore, the
crossover should show up as an appearance of new bound
states inside the gap, giving rise to a downturn of the lat-
tice relaxation energy. Since the nonradiative relaxation
rate depends on F, in an exponential way, this crossover
is also the origin of the nonmonotonic behavior of the
transition rate as we will see in the next subsection.
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B. Nonradiative transition rate

Using the lattice relaxation formalism applied to quasi-
one-dimensional systems, the nonradiative transition rate
in the low temperature limit is written as23

p
2 s e(P=5)
hwaif P

1 P2 1 p
- _£ — a,t
X [4hG1 (1-%) + 2w 25] ’

W =

(4.2)

where p = W;s/(hws), and G; and G2 are electronic
matrix elements. These matrix elements depend on the
overlap integral which is sensitive to the presence of new
bound states. The detailed derivation is given in Ap-
pendix A.

The multielectron overlap integral (ef|e;) is related to
the configurations of the initial and the final states. Since
these states correspond to different lattice configurations,
the overlap integral in general is not vanishing. Put an-
other way, they belong to different complete sets, or dif-
ferent Hilbert spaces, if the system is infinite. The calcu-
lation of these multielectron overlap integrals is described
in Appendix B. It is also noticed that the overlap inte-
gral has a general increasing tendency with the increase
of the coupling strength. This increasing feature is due to
the appearance of new bound states as well. In fact, ac-
cording to the Levinson theorem,'” the number of bound
states split off from, say, the valence band is the differ-
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FIG. 14. The nonradiative relaxation rate as a function

Of/\z. N: 64, A1 :00, U: V = 0, to :07 eV, K = 6.16
eV/A, and m = 35.4 a.u. Only B varies with Aa.
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ence of the phase shifts at the top and at the bottom of
the band, divided by w. The new bound state split off
from the valence band will cause the whole continuum to
rearrange. Since the phase shift is defined up to modulo
27, the difference of phase shifts is getting smaller when
the number of bound states split off from a given band
increases from one to two, resulting in an increase of the
overlap integral.

Considering all the factors analyzed above, it is not
difficult to understand the nonmonotonic behavior of the
nonradiative transition probability curve (in the logarith-
mic scale) plotted in Fig. 14. There we plot log,, W vs
A2 curve. As seen from Eq. (4.2), W depends not only
on the dimensionless parameter Az, i.e., for a fixed A,
different combinations of g, 3, and K will produce dif-
ferent W. Therefore we have fixed to = 0.7 eV, K = 6.16
eV/A, and mass of X ion m = 35.4 a.u. and let Ay vary
with 3 in plotting Fig. 14. The shoulders in the curve
are caused by the overlap integral (e;|ef), which takes
very small values when the initial and final states are
nearly orthogonal to each other for certain values of A,.
The exact meaning of such a quasiorthogonality deserves
further study .

V. CONCLUSIONS AND DISCUSSIONS

In this last section, we discuss the connections be-
tween our numerical results and experimental investiga-
tions and make some concluding remarks.

As described in the above sections, within the Hartree-
Fock approximation, the properties of the homogeneous
ground state have been studied as a function of the
Coulomb on-site interaction U and intrasite e-ph cou-
pling strength A.. We found that for a variety of phys-
ical parameters of real MX-chain materials, the ground
state is the CDW state with Peierls instability when U
is relatively small and s is relatively large, while the
SDW state with vanishing lattice distortions prevails in
the opposite limit. For a particular material, the x-ray
diffraction and elastic neutron scattering experiments can
be used to determine whether the ground state is CDW
or not, whereas the neutron scattering and the spin res-
onance experiments such as EPR or NMR can be used
to check whether SDW is the ground state. There is
some consensus now among the researchers that PtCl
is a strongly distorted CDW material, and NiBr is a
SDW system without lattice distortion, while PtI is an
in-between CDW system with very small distortion. It is
also noticed that some new aspects of the Peierls insta-
bility (e.g., spin-Peierls) will show up as the temperature
is different from zero because of the particularly strong
competition of the CDW and SDW in the intermediate
region of our phase diagram. It is expected that the tem-
perature dependence of some observations will be mod-
ified by this competition, which will guide our further
investigations.

Evidence for the locally inhomogeneous excitations in
MZX-chain materials has been provided by several ex-
perimental probes, such as resonance Raman spectra,2’
polarized reflection and luminescence,?! photo-induced
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absorption,?* which also indicated at the non-negligible
role of Coulomb interactions for these materials. Accord-
ing to our calculations presented above, the STE in the
CDW dominating regime always contains locally nonvan-
ishing SDW distortions, and even in a part of SDW domi-
nating regime [zone-II(1) in Fig. 1], the STE and polarons
are still accompanied by local nonvanishing CDW dis-
tortions. Therefore, electron-nuclear-double-resonance
(ENDOR) experiments can be suggested to verify this
particular feature, because the double resonance of a mi-
crowave and a radiofrequency field can give information
of local hyperfine interactions directly, which can be used
to determine the site-dependent spin density except for
the sign. Moreover, electron-nuclear-nuclear-triple-spin-
resonance (TRIPLE) measurements with a third reso-
nance with an additional radiofrequency field can provide
information about the fine structure of each type of STE
and polarons with different symmetries described above,
including the sign of spin.2® It would be interesting to
check our theoretical predictions in such experiments.

In addition, we have also shown that the number of
localized bound states in exciton and polaron channels
changes from two to four, and from two to three, re-
spectively, as the e-ph coupling strength A, is increased
across the curve AC in Fig. 1, which has some important
physical consequences. The nonradiative transitions of
these localized excitations have been studied with the
conclusion that the crossover from the weak-coupling to
strong-coupling behavior showing up as emergence of new
bound states inside the gap is the origin of the nonmono-
tonic behavior of the lattice relaxation energy, which in
turn explains the nonmonotonic behavior of the tran-
sition rate. In this connection we note that the time-
resolved photoluminescence (PL) measurements?® yield
very short lifetime of the order of 100 ps for STE in PtCl
samples. If we adopt the parameters suggested in Ref. 27
K =6.16eV/A2%, 3 =236eV/A, to =0.7eV, Xy = 0.41,
hwp = 0.038 eV, the nonradiative decay rate of STE is
calculated to be 6.7 x 10'!sec™!, i.e., even larger than
the observed value. Very interesting results on PL of
mixed crystals PtCl; _.Br, were reported in Ref. 28. It
has been observed that the linewidth of PL almost does
not change with z, while one would expect broadening in
the middle range of mixing because STE on Br and Cl
to be quite different. On the other hand, the intensity
of PL drops by a factor of 100 when z increases from 0
to 1. It seems to us that a natural explanation would
be that the PL is mainly coming from Cl but not from
Br. This would happen if we assume that parameters
for Br correspond to the transition region with higher
relaxation rate. Of course, further theoretical and ex-
perimental work (such as photoinduced absorption in an
infrared region) is needed to confirm this interpretation.
We should, however, mention that this assumption is also
consistent with the resonance Raman data,?® namely, the
intensity and number of satellite lines are much bigger
for Cl than for the Br case. The theoretical calculations
of the optical absorption based on the lattice relaxation
approach are in progress, which can also include the non-
linear dynamical process of the lattice neglected in the
current investigation.
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In most calculations reported above, the intersite e-ph
coupling A; and the nearest-neighbor Coulomb interac-
tion V have not been included. Generally, the effect of
the A; term is to produce the BOW order in the ground
state, and to provide another channel for the locally inho-
mogeneous excitations in addition to the CDW channel
produced by the A; term. Although the simultaneous
competitions of BOW, CDW, and SDW can bring about
some complications in the phase diagram if the effect
of \; is taken into account, it is still reasonable to be-
lieve that the main results about the existence of the
localized nonvanishing SDW (or CDW) distortions and
the nonmonotonic dependence of the relaxation rate on
the coupling constant due to the emergence of new lo-
calized bound states will not be changed qualitatively.
However, the possibility of coexistence of SDW, CDW,
and BOW would appear as a result of including the A;
term, and some new features would also be expected for
the localized excitations. For example, the spin-Peierls
phase with coexistence of CDW and SDW will emerge
directly as a result of including the A; term, which has
been found by the Los Alamos group with a quantum
variational calculation.'® Another example is the emer-
gence of irrationally charged solitons in the possible co-
existence region.3? On the other hand, the next neighbor
Coulomb interaction V' generally favors the CDW state,
and leads to splitting of singlet and triplet excitons re-
lated to Coulomb binding. This effect has not been con-
sidered in the above calculations. We have indications
that the effect of V on the localized excitations is not
crucial, mainly because of the smallness of V' compared
with U and t¢ which is true for a wide variety of materials.
Furthermore, the correlation effects due to Coulomb in-
teractions between electrons, which have been neglected
in this Hartree-Fock framework, should be considered to
clarify which of the three main orders (BOW, CDW, and
SDW) is favored for various MX materials.10:3!

The one-band model in our consideration does not take
the effects of electrons on the X ions explicitly into ac-
count under the assumption that the difference of the
on-site affinities on the M and X ions is much larger than
the bandwidth. But when the system is in the weak cou-
pling limit, the strong hybridization between electrons on
M ions and on X ions will play an important role in de-
termining the properties of the system. In that case the
two-band model should be employed and some two-band
features will appear, such as the asymmetry of the pos-
itively and negatively charged excitations and the long
period superlattice structures in the strongly hybridized
case.l? Of course,we cannot detect these features in our
one-band calculations, but it is reasonable to believe that
for a large variety of MX materials, the main effects
we considered in the above sections within the one-band
model will survive the two-band complications and can
be checked directly by experiments.

In conclusion, within the BdeG formalism for the 1D
single-band Peierls-Hubbard model, the localized excita-
tions (STE and polarons) in the quasi-one-dimensional
systems like MX chains have been extensively investi-
gated under the BOW-CDW and CDW-SDW competi-
tions. The profiles of these nonlinear excitations have
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been elaborated in a wide parameter scope of the driv-
ing e-ph and e-e interactions to cope with the well-known
tunability of the MX-chain family. The corresponding co-
existence of local BOW, CDW, and SDW distortions is
demonstrated, and two different types of STE with differ-
ent patterns of CDW-SDW distortions and charge trans-
fer are found as the on-site e-ph coupling A, increases
above or the e-e interaction U decreases below a well-
defined boundary in the parameter space. These theo-
retical predictions are suggested for experimental verifi-
cation using ENDOR and TRIPLE techniques. As an-
other effect of the increase of Ay, the number of bound
states inside the gap is found to change from two to four
for the STE case and from two to three for the polaron
case, which could also be verified in optical experiments.
Within the lattice relaxation approach, the nonmono-
tonic dependence of the lattice relaxation rate on A; is
manifested as a consequence of the crossover from the
weak-coupling to strong-coupling bahavior signaled by
the emergence of new bound states, and is used to ten-
tatively interpret the very short lifetime of STE in PtCl
complexes.

It seems to us that the peculiar features found in
our studies of the Peiers-Hubbard model, namely, the
crossover from the weak-coupling to strong-coupling be-
havior as the new bound states emerge in the gap, the
nonmonotonic dependence of the relaxation rate upon
the coupling constant, and the pattern change of lo-
calized excitations, might be more generic in quasi-one-
dimensional systems with competing interactions. They
certainly deserve further experimental and theoretical ex-
ploration.
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APPENDIX A: FORMALISM
FOR CALCULATING THE NONRADIATIVE
TRANSITION RATE

We start from the original Hamiltonian, Eq. (2.1), to
calculate the nonradiative transition probabilities. The
phonon part of the Hamiltonian should be normalized as

K
5 zn: [(un

- vn)z + (un — ’Un+1)2

1
] = §Zw§zQ;qul )
ql
(A1)

where Qq; are normal coordinates, wg: are phonon fre-
quencies, q is the wave vector, and [ is the phonon branch
index.

After dimerization, each cell contains four atoms, two
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M atoms and two X atoms, so we have four branches
of phonons. Adding the kinetic energy of phonons to
the original Hamiltonian, having the phonon part second
quantized, the total Hamiltonian can be rewritten as??

H=HE + HE® + Hine

He = H0+ZSqIqu+ quzQ Qg1

th Z qu + 5 Z wgl(éql - 6231).r (AZ)
ql
x(Qq1 — Q1)
Hine = D (Sq1 + wa1Q5:") Qa1 — Q51)
ql
where
HO - - Z tO(C;H_l sC2is + C;i sC2i—1s + H-C-)
+ Hubbard terms.

and

Z 2 Sine mmerll et (A3)

Here i is the cell index, s is the spin index, and A accounts
for the atoms within one cell. R; is the cell coordinate,
N is the total number of cells. m; = my is the mass
for the metal atoms vy\hereas m3 = g4 is the mass for
the halogen atoms. Qg; are the normal phonon opera-
tors. ex(l,q) are phonon normal modes which obey the
orthogonality relations

> en(la)eallig) = dxa
l

S el 9)eallq) = 8 (Ad)
A

The electronic operators S;» s in Eq. (A3) are defined
as

— i 1
Sil,s = —a(czi $C2i—1s — Cg;_1 ,C2i—2s t+ HC) s
— i t
Siz,e = —0(Cgi 41,028 — C35,C2i-15 + Heel) , (A5)
t t
SiS,s = /8(021'_1 sC2i—1s — Cg;_2,C2i—2s T HC) ’

Sise=P(ch; c2ia — i ,c2i-15 + Hecl)

One can see from the rearranged Hamiltonian (A2)
that all terms having factors Qg, exactly cancel each
other, and we can recover the original Hamiltonian.
Therefore, we can choose as Q¢; either the initial state
lattice configuration or the final state lattice configura-
tion. The most important thing is that the electronic
state |¢ and the phonon state |72) each of which depends
on the lattice configuration and diagonalizes the non-
interacting H§ and ’th, respectively, should be chosen
such that the following equations are valid:

€|Hintle =0,

| Hint|7) = 0. (A6)
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The former equation leads to the gap equation, whereas
the latter provides the definition of Q; 0

Qa1 = @lQqM (A7)
representing the dynamical symmetry breaking. The ini-
tial state |9 is represented as |9 = |e;)) @ |f;), whereas
the final state is represented as |f) = |es) @ [7i5). For the
initial state, Qg; should be replaced by Q7 ;, and for the

final state, Qg1 should be replaced by Q;: ;- Therefore, the
Hamiltonian in Eq. (A6) can be split in two ways, one
using the initial lattice configuration, the other using the
final lattice configuration, and they should be equivalent
to each other.

Within the lattice relaxation formalism applied to
quasi-one-dimensional systems, developed by Su and Yu,
the nonradiative transition probability in the Born ap-
proximation is given by?23

2w i
W= 22 AV S f [ Ml ( Wig + D _(ng + 3)hwq
f q

1
- Z(ng + E)hwq)> )
q
(A8)
where 4” means statistical average over the initial states
and a summation over the required final state is under-

stood. The energy difference W;; between the initial and
final states is expressed as

Wir = kai - kaf + %Zsz*Qét
ki ks ql

_%ZQL*Q;! ’ (A9)
ql

where the letters 7, f indicate the initial or final states,
respectively, and the summations Zki and Zk, are

carried over all occupied single electron states.
In accordance with the previous discussion, either H} ,

for the initial state or ’H;fnt for the final state can be used

here to calculate the matrix element in Eq. (A8). The
J

an, aEn
iles) = Eilegiiler = &1y, - E1

Gy - G

where |k)) and |k;) represent the molecular orbitals for
the initial and final configurations, respectively. Here we
label the molecular orbital levels up from the bottom of
the valence band, and

N
(Eilkf>8 = Z "Z)It;s(n)'lpkfs(n)

n=1

@,
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results should be identical since, according to the general
theory of quantum transition, the transition probability
does not depend on the way the total Hamiltonian is
split, provided the total energy is conserved. Hereafter,
we use H{ , in the numerical calculation, and also omit
the BOW part of ! ,, namely, set a = 0.

By making use of the steepest descent method and
taking low temperature limit, the nonradiative transition
probability can be explicitly calculated to yield

2 (S pe(p—s)
hwpyWir \ p

1 P2 1 P
X(EGl -%) +2waZS] :

where p = W;¢/hwpy; G1 and G are electronic matrix
elements,

W =

(A10)

G1 = | (Sn +mwi(esles)vs) (v] —v})

n
D " 1Sn + muwi(eles)vi|?

1

Ge = m (A11)

with n as the index of the metallic sites, while the calcula-
tion of the overlap integral (¢;|es) and the matrix element
S, will be given in Appendix B.

APPENDIX B: THE MULTIELECTRON MATRIX
ELEMENTS

The electron overlap integral (g;|ey) is a product of two
% by & Slater determinants, ;|es), and {e;|es)+, where
% is the number of electrons for each spin orientation in
the system. For simplicity, in the original paper of Su
and Yu,2® a Hartree approximation was used to calculate
the matrix elements. Later on, Gu and Wang3? did the
calculation with Slater determinants. Their results are
outlined here for the convenience of reference.

Suppose in the initial state an electron with spin 1
is photogenerated, then the system approaches the final
state, i.e., the ground state, via a nonradiative transition.
We have the following explicit form of (;|ey)

a1H

(

e e e , B1
N |y - (1| Dy, (B1)
1 - (1 B
[
The matrix elements in Eq. (A11) are given as
Sn =B il(chicns =1 0n-14) le) . (B2)

which can be defactorized as

Sn = (eiles)+Sny + €ilef) 1 Snt
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with
Sns = ﬁ(ezl(c;r; sCns

~choyaCn-1s)lens
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1,..., % -1, %—H) for spin 1 and (k; = 1, ..., %) for spin

1, 1.e.,

vz
w2

where S, , is a sum of & Slater determinants of ¥ by &. <€i|CILTCnTle_f> €ilesn) O] x H Ck T(CLTCnT) H CLHO)
The kyth determinant of ;c} ,caslen)s (b = 1,..., ¥), ki=1 ky=1
is a determinant of (;les), with its ksth column be- (B3)
ing replaced by a column vector J),:t(n)'zpkf (n) (k; = with
J
Ol TT e (chyenr) TT ek, 410
ki=1 kp=1
(")¢1( ) @12} @l% @ll) 1/31(“)1#2(") s
= || 9% L (M (n) & -1 —1|2> (N —UPH|HIIE -1 — 1D ¥y (n)ye(n) - (G115
Py 4y (M)¥a(n) G +12---F +1 &+ 10y gﬂ(n)?/)z(’n)“'(ﬂJr 113 (B4)
ay o @Y ) e
et G-y G- | — D9 _,(n)dy(n)
Gy - G+ UF- D9y | (m)Yn (n)

There are &
is valid only if the following inequality is held:
Wis = S{hw)

S (hw)

terms in the right hand side of the above equation. It is noted that the steepest descent approximation

This inequality may be roughly interpreted as the smallness of the difference for W; ¢ and lattice relaxation energy

compared with the lattice relaxation energy itself.
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