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The structural and electronic properties of small (n ~5) Cu clusters are determined from first-
principles calculations based on the local-spin-density approximation, using an all-electron, Gaussian-
orbital formalism. The computational method includes use of a systematically refined numerical integra-
tion mesh, providing extremely accurate total energies and atomic forces, and a variational technique for
treating accidental degeneracies at the Fermi level. Equilibrium geometries have been determined for
the neutral clusters for n ~ 5, as well as for the Cu2 and Cu3 anions. The calculated properties of the di-
mer and trimer structures are examined in detail and compared to existing experimental measurements.
The influence of the Cu 3d states on cluster properties is analyzed. It is shown that there is significant
hybridization between the 3d and 4s in the cluster bonding states. One effect of this hybridization is a
strong bond-length preference in the clusters.

I. INTRODUCTION

There has been tremendous interest recently in the
properties of small atomic clusters. ' Small clusters gen-
erally have properties quite distinct from the correspond-
ing bulk materials. These properties are very sensitive to
the number of atoms in small clusters, often changing
dramatically with the addition or removal of a single
atom from the cluster. In larger clusters this size sensi-
tivity is diminished as the clusters become increasingly
bulklike. There is considerable interest in charting the
evolution of cluster properties as a function of cluster
size, in order to better understand the bonding and elec-
tronic properties of bulk solids. At the same time, the
particular properties of individual small clusters are of
fundamental and technological interest.

The electronic structure of transition-metal atoms
makes transition-metal clusters particularly interesting.
The atoms include both relatively localized 3d electrons
and relatively delocalized 4s electrons. Because of their
characteristically different length scales, it can be expect-
ed that the 3d and 4s electronic states will have a very
different cluster size dependence. With the atomic struc-
ture 3d' 4s, Cu is of special interest. Like the simple
alkali-metal atoms, Cu has a single s electron outside a
closed-shell electronic configuration. However, the Cu
3d states lie close below the 4s states in energy, and these
d states can thus be expected to play a role in determin-
ing the properties of Cu clusters. In the bulk metal, for
example, the 3d states make a significant contribution to
the density of states at the Fermi level, making the elec-
trical conductivity of Cu roughly four times that of K.
The inhuence of the 3d electrons is also refIected in the
bulk lattice structure. Bulk Cu has the fcc structure,
while the alkali metals have bcc ground states.

Cu clusters have received a great deal of attention in
the past. Detailed experimental studies of the electronic
properties of small Cu clusters have been performed. '

Cluster-size effects on the electronic bands in Cu clusters
have also been investigated.

Several theoretical calculations have been carried out
on Cu clusters. Quantum chemical methods ' have gen-
erally been limited to the smallest cluster sizes. Local-
density-functional methods have been used to study
selected cluster geometries for a variety of cluster sizes.
Most recently, the effective-medium theory, an approxi-
mate total-energy method, has been used to investigate
the geometries of Cu clusters containing up to 29
atoms, ' and to compare icosahedral versus cuboc-
tahedral structures for Cu clusters of up to 10000
atoms. "

In this work we use first-principles calculations based
on the local-spin-density approximation' (LSDA) to
determine the ground-state properties of small Cu clus-
ters, with n ~5. These clusters are small enough that
ground-state structures can be found, and their properties
systematically studied. The LSDA is known to give high-
ly accurate results for the structural properties of materi-
als, ' yielding bond lengths, for example, in close agree-
ment with experiment. To investigate the role of the Cu
3d electrons in determining the structural and electronic
properties of the clusters, we compare and contrast the
minimum-energy structures calculated for the Cu clusters
with the corresponding alkali-metal clusters. In addition,
we analyze the electronic structure of the various clusters
to determine the 3d character of the bonding states in the
cluster.

In the next section we brieAy discuss the computational
formalism we use to study finite atomic clusters. We then
proceed in Sec. III to discuss the results of our calcula-
tions for Cu clusters. We present equilibrium geometries
for all the neutral clusters with n ~5. We then discuss
the properties of the dimer and trimer in detail, compar-
ing the calculated results with recent experimental mea-
surements, and with results of previous quantum chemi-
cal calculations. Next we use recently developed gradient
corrections to the LSDA (Ref. 14) to determine molecu-
lar binding energies for the clusters. It is shown that the
gradient corrections are essential for obtaining binding
energies in reasonable agreement with experiment. The
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paper concludes with a discussion of the role of the Cu 3d
states in establising cluster properties.

II. COMPUTATIONAL FORMALISM

The local-spin-density approximation' (LSDA) is an
accurate first-principles, quantum-mechanical technique
for studying the properties of an ¹ lectron system. Ex-
tensive applications of the LSDA in the literature demon-
strate that structural properties such as bond lengths and
vibrational frequencies are given very accurately by the
theory, typically within a few percent of the correspond-
ing experimental measurements. '

In the LSDA, the ground-state energy of a system of
electrons and nuclei is expressed as a function of the nu-
clear coordinates, R;, and a functional of the electronic
density, p:
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The various terms in the energy functional represent
the internuclear Coulomb interaction, the electron kinet-
ic energy, the electron-nuclear interaction, the classical
Coulomb energy of the electrons, and in the last term, the
quantum-mechanical exchange-correlation energy, for
which we use the Perdew and Zunger parametrization'
of the Ceperley-Alder electron-gas data. ' The density is
expressed in terms of a set of one-electron orbitals, f;,
with occupation numbers 0(f, (1. Variation . of E[p]
with resect to the g,. 's leads to the Kohn-Sham equations,
effective Schrodinger equations which must be solved
self-consistently for the g s. Equation (1) has been writ-
ten in a spin-unpolarized form for convenience. The cor-
responding spin-polarized expression is a straightforward
extension, and is not given here.

Our computer codes irnplernent the LSDA using
an all-electron linear-combination-of-atomic-orbitals
(LCAO) technique with Gaussian-based orbitals. ' ' A
high degree of accuracy is achieved in the calculations
through the use of a numerical integration mesh' to
evaluate the multicenter integrals required for solving the
Kohn-Sham equations and for evaluating the total ener-

gy. The mesh can be systematically refined to yield essen-
tially arbitrary accuracy in evaluating the necessary in-

tegrals. In the calculations described here, the mesh was
typically refined to integrate the total electronic charge of
a given cluster to a tolerance of better than 0.001e, which
we find to correspond approximately to an absolute accu-
racy of 0.001 a.u. (0.027 eV) in integrating the total ener-

gy. This level of accuracy was adequate to reliably deter-
mine minimum-energy structures in most cases.

To determine the structural properties of the clusters,
the total energy is studied as a function of the nuclear
coordinates. To do this efhciently, we use the self-
consistent electronic orbitals to calculate atomic forces. '

The forces are simply the gradients of the LSDA total en-

ergy with respect to the nuclear coordinates. %'e include
the Pulay correction' in our expression for the forces, to
account for the dependence of our basis set on the nu-
clear coordinates. Highly accurate forces are obtained
through use of the numerical integration mesh. (Note
that additional Pulay-like terms are required to calculate
accurate forces in computational schemes in which fits
are made to the charge density and exchange-correlation
energy density. These additional Pulay-like terms ac-
count for incompleteness in the basis of fitting functions.
See the work of Fournier, Andzelrn, and Salahub for a
discussion of these techniques. )

The LSDA total energy and the atomic forces are used
together in an automated, conjugate-gradient-based op-
tirnization scheme to determine the ground-state
geometry of the clusters. The optimization procedure
starts with an initial guess for the cluster geometry, typi-
cally based on bulk bond lengths. The total energy and
forces are calculated for the initial configuration and fed
into the conjugate gradient routine, which returns a new
set of coordinates along the gradient direction in the
space of atomic positions. Total energies and forces for
successive new configurations are used by the conjugate
gradient routine to find the minimum-energy
configuration along the given gradient direction, and
from that configuration to find the energy minimum
along a new conjugate gradient direction, and so on.
This process continues until the cluster geometry is fully
relaxed (within any symmetry constraints imposed on the
cluster geometry) as judged by the vanishing of the forces
on the atoms in the cluster. In a typical calculation, the
forces on each atom were required to vanish to less than a
tolerance of 0.001 a.u. (0.027 eV/bohr) to identify
minimum-energy geometries in this procedure.

Our basis sets for the Cu clusters included 8s-, 7p-, and
5d-type atomic orbitals centered on each atom, contract-
ed from a set of 15 even-tempered single Gaussian ex-
ponents between o.=226 878.0 and a=0.05. Adding ad-
ditional long-range functions to this basis had a negligible
effect on the energy of the dimer, lowering its energy by
less than 0.01 eV. The basis was therefore deemed ade-
quate for determining equilibrium structures and binding
energies.

For metal-atom clusters, there are frequently several
electronic states at or near the highest occupied level, the
Fermi level EF, and the choice of how to distribute the
electrons among these states to minimize the LSDA total
energy is often unclear. As has been shown elsewhere, '

the lowest-energy solution can correspond to degenerate,
fractionally occupied states at EI;. To obtain the lowest-
energy solution, and to avoid self-consistency problems
associated with accidental degeneracies at Ez, we have
adopted ' a technique for making the energy variational
with respect to the occupation numbers of states near EF.
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The reader is referred to Ref. 21 for the details of the pro-
cedure. Note that while accidental degeneracies at EF
are not expected to have a large inhuence on total ener-
gies and forces for large systems, where the degenerate
states are typically delocalized over the entire cluster,
they can be important for small systems, where the states
involved are relatively compact. For the carbon dimer,
for example, the equilibrium separation changes by 10%
depending on choice of f s for the two highest-lying
states. ' This is about an order of magnitude greater than
the typical accuracy of the LDA in predicting bond
lengths.

To calculate the binding energies (i.e., atomization en-
ergies) of the clusters, we use the recently developed'
generalized gradient approximation (GGA) of Perdew
and Wang. The GGA makes gradient corrections to the
LSDA form of the exchange-correlation potential, and
leads to greatly improved binding energies as compared
to the LSDA. In this work we apply the GGA pertur-
batively to the self-consistent LSDA solution for a given
cluster. Using the self-consistent LSDA density and its
gradients, we construct the GGA total energy. A more
rigorous approach would be to calculate the density and
its gradients self-consistently within the GGA; however,
Fan and Ziegler have shown that the perturbative ap-
proach gives essentially the same bond length and
binding-energy results as the more rigorous approach for
a variety of systems. Although these authors did not ex-
plicitly consider transition-metal systems in their study,
their results suggest that differences between the pertur-
bative approach and the fully self-consistent approach
will be small for Cu clusters, and we adopt the simpler
perturbative method in this work.

III. RESULTS

A. Equilibrium structures

Cu clusters of up to Ave atoms have been studied using
the technique described in the preceding section. The
equilibrium geometries for the neutral clusters are given
in Fig. 1. As can be seen in the figure, all the clusters
were found to have planar structures in the ground state.
As discussed further below, the nonlinear trimer struc-
ture is about 0.3 eV lower in energy than the lowest-
energy linear structure. The Cu4 rhombus is 1.13 eV
lower than the optimal tetrahedral structure. (The planar
T-shaped structure for Cu4 was found to lie 0.55 eV
above the rhombus. ) Similarly, the trapezoidal structure
shown in Fig. 1 for the pentamer is 0.05 eV lower in ener-

gy than the lowest nonplanar structure, which was found
to be a trigonal bipyramid. The rectangular pyramid
structure was 0.36 eV above the trapezoid.

By removing an electron from each of the clusters of
Fig. 1 and performing self-consistent calculations of the
cation cluster total energies, we determined the vertical
ionization potentials (IP's) for the clusters. The results
are compared with available experimental values for the
IP's in Table I. It can be seen in the table that the LSDA
results are in reasonable agreement with experiment,

2.1 8

2.18

FIG. 1. The equilibrium structures for the neutral Cu clus-
ters with n ~ 5. Bond lengths are given in angstroms.

TABLE I. Vertical ionization potentials for the neutral Cu
clusters.

Cu
Cu2
Cu3
CU4

Cup

'Reference 24.

LSDA (eV)

8.43
8.61
6.30
7.24
6.80

Expt. ' (eV)

7.72
& 6.4

5.80)6.4
6.30

showing clearly the odd —even alternation of ionization
energies typical of small metal clusters.

The ground-state neutral clusters all have the lowest
possible total spin. Cu3 and Cu5 each have a net electron
spin of m, =—,

' due to an overall odd number of electrons,
while Cu2 and Cu4 have zero net spin. Furthermore, the
dimer and tetramer had closed-shell electronic structures,
with energy gaps of 2.02 and 0.97 eV between the highest
occupied and lowest unoccupied states, respectively. The
Cu3 structure has an accidental degeneracy at the Fermi
level, which, as discussed further in Sec. III C below, is
related to the Jahn-Teller distortion of the equilateral tri-
angle geometry for the trimer.

The planar ground-state structures of Fig. 1 are topo-
logically similar to the minimum-energy structures found
for the corresponding alkali-metal clusters, suggesting
that the similar electronic structure of the atoms leads to
similar bonding in the clusters. Note that group IIa clus-
ters are found to have three-dimensional ground-state
geometries for the tetramers and pentamers. The com-
parison of the present results with corresponding results
for alkali-metal clusters is taken up again in Sec. IV
below.
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FIG. 2. Total energy vs separation for Cu2 and Cu2

In Fig. 2 are plots of the cluster total energy versus
separation for the Cu dimer and the dimer anion near
their respective minima. The neutral dime r has a

0

minimum-energy separation of 2.18 A; a polynomial fit of
the potential curve yields a vibrational frequency of 292
cm '. These results are in good agreement with corre-
sponding experimental measurements of 2.22 A and 265
cm '. The results also agree well with the earlier Xo,
calculations of Delley et al. (2.22 A and 286 cm ') and
the configuration-interaction (CI) results of Bauschlicher,
Walch, and Siegbahn (2.32 A).

Similarly, the anion curve has a minimum-energy sepa-
ration of 2.26 A, and a vibrational frequency of 227
cm '. These results compare favorably to the experi-
mental values of 2.34 A and 210 cm '. Similarly, the
calculated cation bond length is 2.29 A, with a vibration-
al frequency of 232 cm '. %'e are not aware of published
experimental values for the cation bond length and vibra-
tional frequency.

The calculated structural properties for both Cu2 and
Cu2 are in very good agreement with experiment, and
reAect typical accuracies of the LDA for calculating bond
lengths and vibrational frequencies. The experimentally
observed shift to a larger bond length and softer potential
in going from the neutral dimer to the anion is very well
reproduced by the calculations. The trend to longer bond
lengths and softer potentials in both the anion and cation
dimers can be understood on the basis of the electronic
structure of the neutral dimer. The neutral dimer is a
closed-shell system with a gap of 2.02 eV separating the
highest occupied (HOMO) from the lowest unoccupied
(LUMO) molecular orbital electronic states. The large
gap implies that the HOMO states have considerably
more bonding character than the LUMO states. In going
to the cation dimer from the neutra1, an electron is re-
moved from a bonding HOMO state, resulting in less
overall bonding and a longer bond. In the anion dimer,
an electron must be added into an antibonding LUMO

TABLE II. Comparison of calculated and experimental re-
sults for the Cu dimers.

LSDA
r, (A) co, (cm ') r, (A)

Expt. '
co, (cm ')

Cu2+

Cu~

Cu2

2.29
2.18

2.26

232
292

227

2.22

2.34
265

210

'Reference 4.

state, again resulting in weaker bonding and a longer
bond.

By comparing the total energy of the relaxed neutral
and anion dimers in Fig. 2, we calculate an adiabatic elec-
tron affinity (EA) of 0.97 eV, in good agreement with the
experimentally derived value of 0.842 eV. Similarly
(though not illustrated in the figure), both the vertical
ionization energy, 8.61 eV, and the threshold ionization
energy, 8.59 eV, can be determined by taking the ap-
propriate total energy differences.

The results of this section are summarized in Table II.

C. Cu3

In Fig. 1, the minimum-energy structure for the Cu tri-
mer is shown to be a nearly equilateral triangle, with an
average bond length of 2.27 A. The equilateral triangle
geometry has a degenerate electronic ground state. A
single electron occupies the twofold degenerate HOMO
state. This geometry is thus Jahn-Teller unstable, and
distortion to the acute triangle geometry shown in Fig. 1
lowers the energy by 0.02 eV. As mentioned above, the
electronic structure of acute triangle Cu3 geometry has
an accidental degeneracy at Ef. The two electronic
states (a, b) involved are equivalent by symmetry in the
equilateral triangle geometry, and the occupation of the
two states is also equal, with 0.5e occupying each state.
The symmetry is broken by changing the apex angle from
60', and the two electronic states are no longer
equivalent; however, an accidental degeneracy of the
one-electron energies of a and b persists over a range of
apex angles close to 60'. The broken symmetry is
refiected instead by the occupation numbers, f, and fb.
The situation is illustrated in Fig. 3, where the cluster to-
tal energy is plotted as a function of apex angle for a fixed
triangle perimeter of P =6.81 A. The total energy exhib-
its a double-well structure, with the acute triangle
geometry slightly lower in energy than the obtuse
geometry. Included in the figure is the behavior of the
occupation number f, as a function of apex angle. The
occupation number of the b state is just fb = 1 f, . —
From Fig. 3 it is clear that the accidental degeneracy be-
tween a and b persists over the range 56' (8 (64', and f,
varies essentially linearly with the apex angle over this
range. In the minimum-energy acute triangle geometry
(8=56') the occupations are f, =0.99 and fb =0.01.

To illustrate the different character of the two one-
electron states a and b, charge-density plots of the two
states are shown in Fig. 4. It can be seen that the a state
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to be 0.02 eV, the same separation found here; however,
the CI calculation favors the obtuse geometry. Our
minimum-energy structure shown in Fig. 1 has an apex
angle of 55.9', which is very close to that of the metasta-
ble minimum found by Walch and Laskowski. The
lowest-energy linear configuration found in Ref. S lies
0.26 eV above the triangular geometries, also in good
agreement with the 0.30 eV value given above.

D. Cluster binding energies

The calculated total energies for the Cu atom and Cu+
and Cu can be used with the various cluster total ener-

-0.077
50 55 60

I

65 70
-0.2

8 (degrees)

FIG. 3. Total energy (diamonds) and a-state occupation, f,
(squares, see text) vs apex angle for triangular Cu3 structures.
These data correspond to a fixed perimeter of 6.81 A for the
clusters.

concentrates charge density in the region between the
two base atoms, enhancing the bonding between these
atoms, while the b state places bonding charge density be-
tween each of the base atoms and the apex atom. It is
clear that shifting charge into the a state will strengthen
the bond between the base atoms, leading to the acute tri-
angle structure. Conversely, adding charge to the b state
will strengthen the bonds to the apex atom, leading to an
obtuse triangle geometry.

The triangular structures for Cu3 lie about 0.41 eV
below the lowest-energy linear configuration (bond length
2.23 A) of the atoms. The trimer cation Cu3+ also has a
triangular structure, with an average bond length, 2.24
A. The linear structure for Cu3+ (a =2.23 A), however,
lies 1.85 eV above the nonlinear ground state, a
significantly greater energy separation than was seen for
the neutral trimers. The increased stabilization of the
nonlinear cation structure can be traced to the cation
electronic structure. Triangular Cu3+ has a stable,
closed-shell electronic structure; the linear structure, by
contrast, is an open-shell system, with an accidental de-
generacy at Ef, and fractionally occupied states.

For Cu3 the situation is reversed. In this case, the tri-
angular structure has an open-shell structure, while linear
CU3 has a stable, closed-shell structure. Accordingly,
we find the linear anion structure to be more stable by
0.56 eV. Note that the triangular anion has a total spin
S = 1, whereas linear Cu3 has total spin S =0.

Walch and Laskowski have performed extensive
configuration-interaction (CI) calculations for Cu3. They
also find a double-well energy surface for the neutral tri-
mer, with two nearly degenerate energy minima corre-
sponding to apex angles of 54.9 and 66.9, respectively.
The energy separation between these minima was found

FICx. 4. (a) Charge-density contour plot for the a state (see
text) of the minimum-energy Cu3 structure. (b) Charge-density
contour plot for the b state (see text) of the minimum-energy

Cu3 structure.
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Cu2

LSDA (eV)

2.72
(2.72)

GGA (eV)

2.15
(2.15)

Expt. (eV)

2.05

Cu3 4.56
(1.52)

3.47
(1.16)

CU4 7.78
(1.56)

6.09
(1.22)

CU5 10.48
(1.49)

8.09
(1.16)

TABLE III. Cluster binding energies. The values in
parentheses give the binding energy per bond in the clusters.

consider the inAuence of the 3d states on the cluster
geometries. A striking feature of Fig. 1 is the recurrence
of bond lengths in the various clusters. The dirner bond
of 2.18 A, for example, appears again as the short trimer
bond, and (approximately) as the short diagonal in the
tetrarner. Likewise, the long trirner bond, 2.32 A, ap-
pears as the perimeter bond in the tetramer, and in the
pentarner. Also significant is the similarity in different
types of bonds in each cluster. In the trimer and tetra-
mer, for example, the short and long bonds differ by less
than 6%. This similarity in bond lengths is not seen in
the corresponding alkali-metal clusters. For both Li3 and
Na3, the short bond is nearly 20% shorter than the long
bond. ' ' (Note that these structures are obtuse trian-

gies to calculate the molecular binding energies of the
clusters, assuming dissociation into the ground-state
atomic species. It is well known, however, that binding
energies calculated within the LSDA systematically
overestimate experimental binding energies. The Cuz
cluster binding energies give a direct illustration of this.
The calculated LSDA dissociation energy for the neutral
dirner is 2.72 eV, compared to a measured value of
1.96+0.06 eV. For Cuz, the calculated value is 2.20 eV,
compared to the experimental 1.57 eV. The calculated
cation binding energy is 2.57 eV.

The poor LSDA binding energies can be attributed to
the local approximation of the exchange correlation ener-
gy. Recent gradient-based corrections' to the LSDA
have shown great promise in improving calculated bind-
ing energies. In a series of recent calculations studying
hydrocarbon molecules, the generalized gradient approxi-
mation (GGA) of Perdew and Wang was found to yield
binding energies accurate to within 0.1 eV per bond corn-
pared to experiment. By contrast, the LSDA binding
energies were accurate to only 0.5 eV per bond.

As discussed in Sec. II, we use the self-consistent
charge density and its gradients from the LDA calcula-
tion to evaluate the GGA energy functional perturbative-
ly. Using the GGA to calculate the relevant total ener-
gies for the dimer and the Cu atom, we find a value of
2.15 eV for the dimer binding energy. This is clearly in
much better agreement with experiment than the LDA
result. We have used this perturbative GGA approach to
calculate the binding energies for the other neutral Cu
clusters. The results are presented in Table III.
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E. Discussion 5-
As noted in the Introduction, the atomic structure of

Cu, 3d' 4s, is similar to that of the alkali-metal atoms,
with a single s electron outside closed electronic shells,
and it may thus be expected that Cu clusters will share
features with alkali-metal clusters of the same size. The
ground-state geometries for the neutral Cu clusters
shown in Fig. 1, for example, are topologically identical
to the corresponding alkali-metal clusters. The proximity
of the Cu 3d and 4s energy levels, however, distinguishes
Cu from the alkaH-metal atoms, and it is interesting to

0

-10
I I I I

I

-8 -6 -4 -2

Energy (eV)
FIG. 5. Valence density of states (DOS) for the neutral Cu

clusters with n ~5. The full lines are the complete DOS; the
dotted lines are the DOS weighted by the 4s contribution to the
cluster eigenstates.
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gles, while Cu3 is acute. ) Similarly, the short bond in the
Li and Na tetramers are 11% shorter than the long
bonds. This comparison shows Cu clusters to have
stronger bond-length constraints than either Li or Na
clusters, which are themselves very similar. These
differences are apparently due to the Cu 3d states, and
can be understood on the basis of simple bonding argu-
ments. In the alkali metals, shorter bond lengths allow.
greater overlap of the s orbitals responsible for bonding,
and consequently stronger bonds. In the Cu structures,
the overlapping 4s orbitals must maintain orthogonality
to the 3d orbitals. This orthogonality constraint
represents an added kinetic energy cost to the system for
greater overlap, preventing a significant shortening of the
bonds. A greater uniformity in cluster bond lengths is
the net result.

The role of the Cu 3d orbitals in cluster bonding can be
illustrated in another way, by examining the d-state char-
acter of the cluster valence states. In Fig. 5 we present
density of states (DOS) plots for the clusters shown in

Fig. 1. These plots are generated using a 0.1-eV Gaussian
broadening of the discrete cluster eigenvalues. For each
cluster two curves are shown, the first giving the full den-

sity of states for the cluster, and the second, dashed
curve, showing the density of states weighted by the s-

state contribution to each state. This weighting term for
the ith electronic state is given by

~(s) —y y C(s)C (y(s))y )
j(s) k

Here the c; 's are the eigenvector coefficients for the lo-

cal orbital pj in the cluster state (ls;. The (s) superscripts
indicate that only s-type local orbitals are included in the
first summation. The m s are simply the Mulliken s-state
populations for the cluster eigenstates.

As seen in Fig. 5, there is a strong 4s contribution to
the states at the bottom and top of the valence manifold.
Since these states generally correspond to the most and
least bonding electronic states in the clusters, this result
is consistent with the view that the 4s electrons are im-

portant in cluster bonding. The difference between the
two curves for each cluster in Fig. 5 represents the 3d
contribution to the cluster density of states. As can be
seen in the figure, there is a significant 3d component in
the states at the bottom and top of the valence manifold
for all the clusters, and particularly for the even-
numbered clusters. This implies that there is consider-
able 3d-4s hybridization in the electronic states responsi-
ble for bonding in the clusters.

Recent theoretical treatments of Cu clusters have been
based on one-electron models for the Cu atoms in the

clusters. ' ' lt is assumed in these models that the Cu 3d
orbitals are inert, and that cluster bonding can be ex-
plained completely on the basis of the 4s electrons alone.
The results presented in Fig. 5 suggest that such treat-
ments may miss important effects due to the hybridiza-
tion of 3d and 4s orbitals in the cluster bonding states.

IV. CONCLUSIONS

In this work we have reported the results of first-
principles LSDA calculations for the structural and elec-
tronic properties of small Cu„clusters with n ~5. Our
calculations of the bond lengths and energy surfaces for
Cu2 and Cu3 are in good agreement with previous quan-
tum chemical calculations, ' ' and with experimental
measurements for these clusters. ' ' In addition, the
cluster ionization potentials shown in Table I are in good
agreement with experiment. "

The calculations show that the small Cu clusters have
planar ground-state geometries, similar to the corre-
sponding alkali-metal clusters. ' ' Unlike the alkali met-
als, however, the bonds in the individual Cu clusters
show small variations in bond lengths, both within a
given cluster, and in comparing clusters of different size.
This bond-length preference of the clusters was interpret-
ed on the basis of the contribution of the Cu 3d states to
cluster bonding.

Recent studies "' of Cu clusters have focused on the
behavior of cluster properties as a function of cluster size.
One facet of this work is to compare predictions of the
electronic shell model with observations for the Cu
clusters. The shell mode1 has been most usefully applied
to explain the properties alkali-metal clusters because of
the free-electron-like nature of the s-electrons in the
alkali-metal atoms. We have seen in this work that the
Cu 3d states play an important role in the bonding of the
smallest Cu clusters. It can be expected that the partici-
pation of the 3d states in the cluster bonding will
inhuence the shell model behavior of the clusters. It will
be interesting to study larger clusters using the first-
principles method described here in order to investigate
the role of the d states in the shell model behavior of Cu
clusters. Work on larger clusters is currently in progress.
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