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The determination of the widths and energetic positions of impurity bands in doped semicon-
ductors has been performed in the past by band-structure calculations of hypothetical impurity
superlattices or by applying multiple-scattering theories (e.g., the Klauder-V approximation) with
essentially different results. The related problems of ionization energies in dense plasmas and of
exciton ionization energies in highly excited semiconductors have additionally been treated using
two-particle Green’s-function techniques with the result of vanishing bandwidths with vanishing
temperature for all densities below the Mott value. The reasons for these differences are discussed
and the widths of impurity bands in doped semiconductors are calculated by the Wigner-Seitz
method and a multiple-scattering approximation, which is correct to first order with respect to the

impurity concentration.

I. INTRODUCTION

The calculation of impurity bands in doped semicon-
ductors is a complicated problem which requires, in prin-
ciple, the combined solution of the following problems.

(1) The bare potential of one impurity in the host semi-
conductor (e.g., of Si on a Ga site in GaAs) must be given.

(2) The screening of the bare potential by the presence
of all other impurities and the free carriers, respectively,
must be known.

(3) The formation of impurity bands for a constant
density of impurities has to be calculated.

(4) The formation of band tails by density fluctuations
has to be investigated.

(5) Apart from the screening of the bare potential
“real” many-body effects such as the formation of a D~
band and possible spin- and charge-density fluctuations
in a frustrated ground state have to be taken into ac-
count.

Closely related problems are those of the determination
of the density-dependent energies and widths of spec-
tral lines in dense plasmas and the formation of exciton
bands in highly excited semiconductors, in which cases
the heavier charge carriers are allowed to move.

In this contribution our main emphasis is on determin-
ing the formation of impurity bands for a constant den-
sity of impurities without fluctuations. We shall restrict
ourselves to the effective-mass approximation, treating
the host semiconductor as a homogeneous medium with
a dielectric constant € and the charge carriers as free par-
ticles with an effective mass m*. Bare potentials are ap-
proximated to be of pure Coulomb type. The coupling of
different bands of the host semiconductor by the impuri-
ties as well as impurity core effects thus are neglected.

The screening of bare Coulomb potentials by other po-
larizable neutral impurities in the low-density limit and
by charge carriers in the high-density limit is a compli-
cated problem, which has been handled with different de-
grees of sophistication.'™ The best static screening the-
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ory available now is to calculate screened potentials self-
consistently, as was done for disordered solids by Vignale
et al.5% by combining the coherent potential approxima-
tion with the local-density approximation.

In the case of dense plasmas and of highly excited
semiconductors the screening of bare potentials has been
treated by means of two-particle Green’s functions, tak-
ing into account the dynamic screening of the Coulomb
potential and dynamic single-particle self-energies in the
same approximation.””® The main emphasis was the de-
termination of the absolute values of the energy posi-
tions of both the analog of the conduction-band edge and
the impurity level, which means of the so-called Debye
shift which is of importance for the proper description of
thermodynamics.!® The result was a vanishing impurity
(or bound-state or exciton) bandwidth with a vanishing
temperature for all densities below the Mott one, defined
by the bound state merging with the continuum. The
reason for this deficiency is that the hopping of an elec-
tron between the impurities (or between the ions or holes)
was not taken into account explicitly in the approximate
two-particle Green’s function. The other impurities (ions
or holes) and the other electrons beside the considered
pair contributed only to screening. Therefore, no band
formation could be obtained.

In this contribution we shall restrict ourselves to the
simple Thomas-Fermi screening approximation. It gives
the correct high-density limit as well as the correct limit
at vanishing impurity density. For small impurity densi-
ties the Thomas-Fermi screening obviously is too large.
We want, however, to compare our results with those ob-
tained by Serre and Ghazali!! and, therefore, chose the
same starting point.

The density of states of impurity bands in the approxi-
mation of a nonfluctuating impurity density shows sharp
cutoffs and no band tails. Band tails can be obtained
either by the optimum fluctuation method!?™4 or by the
more simplified method of Serre, Ghazali, and Leroux
Hugon,!® additionally.
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“Real” many-body problems such as the formation
of a D~ band and a nondegenerate (according to the
third law of thermodynamics) ground state with spin- or
charge-density waves in a frustrated disordered impurity
lattice'® 19 are beyond the scope of this paper and will
not be considered. ’

The problem we shall be concerned with is the den-
sity dependence of impurity bands in the case of non-
fluctuating potentials. The earliest attempts in this di-
rection were Wigner-Seitz calculations?® of hypothetical
impurity superlattices carried out by Baltensperger,?!
Mott and Davies,'® and Bhatt and Rice.!” In all these
calculations bare Coulomb potentials were used. We
shall, therefore, first repeat them in Sec. II for Thomas-
Fermi screened (Yukawa-type) potentials in order to ob-
tain lower limits for the widths of impurity bands, sup-
posing that ordered impurity arrays give smaller bands
in comparison with disordered ones.

The standard method to treat disorder (without taking
into account density fluctuations) is the well-known self-
consistent coherent potential approximation.?2:23 Until
now it could be applied to the present case of long range
and, hence, overlapping impurity potentials,!! though
the recent extension of the multiple-scattering theory
to space-filling potentials?4 may lead to a corresponding
generalization of the coherent potential approximation.

As early as 1961 Klauder?® proposed a simplified
version of the coherent potential approximation, the
Klauder-V approximation, in which so-called multiple-
occupancy corrections are neglected which should be tol-
erable at usual impurity concentrations. The much eas-
ier self-consistent Born approximation,26:27 the Klauder-
III approximation, does not result in impurity bands at
all and can be used in the high-density limit only. The
Klauder-V approximation was first applied by Serre and
Ghazali!! to the problem of impurity band formation in
the three-dimensional case. Later it was used by Gold,
Serre, and Ghazali®® in the case of a two-dimensional
impurity arrangement as was realized in a sodium-doped
Si metal-oxide-semiconductor field-effect transistor. The
result of Ref. 11 is an impurity bandwidth which for typ-
ical densities (Np ~ 0.05 in the notation of Ref. 11) is
about 25 times larger than that obtained from Wigner-
Seitz calculations and which is much broader than found
experimentally (see, e.g., Ref. 29), resulting in a Mott
density which is about ten times smaller then the exper-
imental one.

Serre and Ghazalill tried to trace back this large im-
purity bandwidth to the enhanced Thomas-Fermi screen-
ing. Here, we adopt another point of view. We believe
the Wigner-Seitz calculations with the bare and Thomas-
Fermi screened Coulomb potentials to prove that screen-
ing enhances the impurity bandwidth, however, not to
the magnitude obtained in Ref. 11. We trace back the
enhanced bandwidth of Serre and Ghazali to another rea-
son.

In Ref. 30 it was proved in the case of §-like potentials
that self-consistent theories such as the coherent poten-
tial approximation or the Klauder-V approximation cor-
rectly reproduce the self-energy M|.—¢ in the limit of a
vanishing impurity concentration ¢, as is well known, but
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not its first derivative with respect to the concentration
%b:o at energies close to that of bound states. The
same is true in all cases of effective-medium approxima-
tions, such as in the case of the Bruggeman theory for
the effective dielectric constant of a composite close to
the frequency of a possible Frohlich mode.3! Because the
first derivative %|c=0 is responsible for the imaginary
part of M for small ¢, an error in this produces a wrong
density of states in the limit of small ¢, although the re-
sult for ¢ = 0 is correct. This was demonstrated in Ref. 30
to produce a strongly enhanced impurity bandwidth in
the case of é-like impurity potentials and will be shown
in this paper to result in the same effect for a Thomas-
Fermi screened Coulomb potential. We, therefore, will
use a correct linear approximation M = M |c=0+c%|c=0
for the calculation of impurity bands, which is applicable
for the small impurity concentrations of interest in doped
semiconductors.

In order to be definite we shall treat an n-type di-
rect semiconductor with shallow donors as impurities and
electrons as charge carriers in the following.

In this paper first we perform Wigner-Seitz calcula-
tions of impurity bands with bare and Thomas-Fermi
screened Coulomb potentials. After an outline of the
multiple scattering approach in Sec. IIT we will present
in Sec. IV the reasons why we prefer a linear concentra-
tion approximation against a self-consistent one for the
present problem. Results will be presented in Sec. V and
the conclusions are given in Sec. VI.

II. WIGNER-SEITZ CALCULATION
OF IMPURITY BANDS

The first and easiest structure-independent method
for an energy-band calculation is the Wigner-Seitz
method,?° which was applied to the calculation of
concentration-dependent impurity bands in semiconduc-
tors by Baltensperger,?! Mott and Davies,'® and Bhatt
and Ricel” for bare Coulomb impurity potentials. It will
be applied here to unscreened Coulomb and Thomas-
Fermi screened Coulomb potentials.

The basic assumption of the Wigner-Seitz method is
that around each (screened or unscreened) donor there
is exactly one electron in order to ensure charge neu-
trality, so that the combined effect of all other impuri-
ties with their neutralizing electrons is nearly zero at a
given ion. This assumption can be justified by the fact
that (in the case of Coulomb potentials) the Madelung
numbers of regular impurity lattices (e.g., —1.760122/r,
—1.791749/rs, and —1.791861/r, for simple cubic, fcc,
and bcc lattices®?) all are close to the value —1.8/r, of
the Wigner-Seitz approximation. The Wigner-Seitz ra-
dius 7, is defined as usual by 4Z(r,ap)3c = 1, where ¢
is the donor concentration and ap is the effective Bohr
radius

h2e e?

ap = =
m*e?2 2eEp

with Ep being the ground-state binding energy
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m*et

Ep=1°6
D= 2e2n?

of a single impurity.

In the case of a random donor distribution and a con-
stant electron density the Madelung number vanishes
(see, e.g., Ref. 33). At first glance this seems to dis-
prove the applicability of the Wigner-Seitz method to the
present problem. The electron density, however, is not
constant at all. Due to the requirement of local charge
neutrality the electron density over large scales will be
locally equal to the fluctuating ion density, and we can
suppose that each ion is neutralized by exactly one elec-
tron.

The small-scale electron distribution around each ion,
then, can be calculated with the help of the Wigner-Seitz
method. It gives rise, in principle, to a self-consistent
potential, which is approximated here by the Thomas-
Fermi screened Coulomb potential.

The Wigner-Seitz method requires for s states the so-
lution of the radial Schrédinger equation

d>p  2dyp
Sz T oo HE+V(D))e =0, (1)
with V(r) = 2 for the unscreend Coulomb potential

and V(r) = 2e7*rT7 with k2, = 43/ 257, for the
Thomas-Fermi screened one, inside a sphere of radius r,
with the boundary conditions %‘flh = 0 for the band
bottom and ¢|,,—o for the top of the band. We have cho-
sen effective length and energy units so that ap = 1 and
Ep = —1. The solution of (1) was obtained numerically
by the Runge-Kutta method of fourth order. The result
(for the lowest impurity band corresponding to 1s states
for r; — 00) is plotted in Fig. 1 for both potentials.

In the Coulomb case the result is identical with those of
Refs. 16, 17, and 21. The impurity band in the Thomas-
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FIG. 1. Result of Wigner-Seitz calculations of the

impurity-band bottoms and tops for bare Coulomb and
Thomas-Fermi screened Coulomb potentials.
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Fermi screened case starts correctly at Eg = —1 for
rs — oo and moves rapidly upwards with decreasing
rs. Its absolute energy position is not relevant, a De-
bye shift”1® was not taken into account and the energy
minimum of the continuum states as a function of ¢ was
not calculated. Its value is not equal to zero due to the
boundary conditions which are different from those of one
single Yukawa potential. The crossing of the top of the
impurity band with £ = 0 at r; = 4 has nothing to do
with the Mott value.

The essential result is that the width of the impurity
band calculated in this way is broadened by screening,
but remains much smaller than that obtained from the
Klauder-V approximation!! (e.g., ~ 25 times at 7, = 6.63
corresponding to ¢ = Ny = 0.05 in the notation and units
of Ref. 11).

III. THE SMALL CONCENTRATION
APPROXIMATION FOR THE SELF-ENERGY

The self-energy for small impurity concentration ¢ has
often been calculated (see, e.g., Ref. 34). We shall briefly
review here one of these calculations®® in order to provide
the basis for subsequent discussions. The equation of
motion for the one-particle Green’s function under the
approximations mentioned in the Introduction (see, e.g.,

Ref. 35) is
G(k,X) = Gk, k)
+PW s [ Pavik-ac@k), (@)
(2m)3 e
where
Gk, k') = 83(k — K')GO(k)

-1

(3)

, h2K?
ith G°(k) = |E —
with 609 = [B— LS
is the Green’s function for the conduction-band electrons
in the effective-mass approximation in the absence of im-

purities, and
V(k) = p(k)v(k) : (4)

is the Fourier transform of the sum of all impurity po-
tentials." The structure factor is given by

pk) =Q71) TR, (5)

where the R,; are the impurity positions and €2 is the
total volume. The form factor

; dre? 1
_ 3 —ikr _
o) = [@rvee e ©

is the Thomas-Fermi screened one-donor Coulomb poten-
tial with

6mree?
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The aim is to calculate the configuration averaged Green’s function G(k,k’) = (G(k,k’)), where the brackets ()

denote the average over all possible impurity configurations.

Iterating (2) one obtains

G(k, k') = 63(k — kK)GO(k) + GO(k) M; (k — K')v(k — K')G°(K')

+G0(k)% /dkuMg(k _ k”, K’ — k’)v(k _ k'/)Go(k”)’U(k/' _ k/)Go(k/) +oen (8)
[
with with
= 1
My (P1, s Pn) = (p(p1) - - - p(Pn))- (9) G(k) = E_ ’52‘3 “ M, E)’ (13)

In the case of an uncorrelated impurity distribution
the exact cumulant expansion for the M, is given by3%

Mi(p1) = (p(P1))e

(10)
Mz (p1,P2) = (p(P1))c(p(P2))c
+p(P1)p(P2))e + -+
with
(p(P1))e = P1(c)63(p1) = c63(P1),
(11)

(p(P1)p(P2))e = Pa(c)86%(p1 + P2)
=c(l1—c)83(p1+p2) + .

The 6 function is normalized so that iy [d3k 63(k)
=1.

A diagrammatic representation of (8) is discussed in
Ref. 35. The self-energy then corresponds to the sum-
mation of all diagrams of Figs. 2(a)-2(c) with different
weights P,(c) ascribed to the crosses. Retaining only
the diagrams of Fig. 2(a) and neglecting nonlinear terms
in the P,(c) we obtain after some algebra the following
result, which is correct linear in c:

(G(k,K')) = 8°(k — K)G(k) (12)
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~
-
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FIG. 2. Diagrams included into the linear approximation

(a), the self-consistent approximation (a) and (b), and those
neglected in single-site theories (c).

where the self-energy M (k, E) is given by

Mk X ,E)=6(k-X)M(k,E)

=c63(k — K)t(k,k'; E). (14)

t(k,k’; E) is the t matrix of one impurity (multiplied by
the total volume Q) which is given by the integral equa-
tion

t(k,K'; E) = v(k — k')
1 " " " "oyt

+(2—7r)—§/dk o(k — KGO (K")t(K", K'; E).

(15)

Hence the self-energy matrix M (k,k’, E) linear in c is
equal to the ¢ matrix of one impurity, multiplied by the
concentration and a § function ensuring momentum con-
servation. This approximation for the self-energy is iden-
tical with the Klauder-IV approximation.2® The calcula-
tion of impurity bands is reduced to the solution of the
one-impurity problem with subsequent simple numerical
calculations to obtain the desired one-particle quantities,
such as the densities of states and others, from M(k, E)
or G(k) (see, e.g., Ref. 36).

IV. COMPARISON WITH SELF-CONSISTENT
THEORIES

In addition to (14) the correct expansion (11) includes
diagrams such as those given in Figs. 2(b) and 2(c) with
different weights P, (c) # c ascribed to the crosses. These
weights are exactly known and correct the diagrams for
multiple-occupancy effects (see, e.g., Ref. 34).

However, if diagrams [e.g., those of Fig. 2(c)] are ne-
glected in some approximation, the weights P, (c) have to
be readjusted, otherwise spurious poles occur in G (see,
e.g., Ref. 34).

The Klauder-V approximation includes all diagrams of
Figs. 2(a) and 2(b) but with weights P, (c) = c neglecting
multiple-occupancy corrections. It corresponds to (15)
replacing in the kernel of the integral equation G°(k)
by the self-consistent Green’s function G(k) (13). The
intention of the Klauder-V approximation like that of all
effective-medium approximations is to include some self-
energy terms which are of higher than the first order in
c. This, however, with certainty leads to results incorrect
linearly in ¢. The reason is that the linearized solution
of a nonlinear algebraic equation is different from the
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solution of the linearized equation [e.g., (M — cA)? =0
gives M = cA, but M2 —2cMA—c?A? ~ M?—-2cMA =0
gives M = 0 and M = 2cA]. An effective-medium theory
leading to an nth-order equation for M reproduces the
correct first-order result (in the concentration) only if all
corresponding terms of nth order are taken into account
correctly. This, however, is not the case in any effective-
medium theory due to the neglection of the diagrams
shown in Fig. 2(c). This can be seen easily in the example
of 6-like impurity potentials in a conduction band with
a Hubbard density®” of states. In this case (see, e.g.,
Ref. 30) the Klauder-V approximation leads to the self-
energy
D cD

M=t T pooE=-m

(16)

and the coherent potential approximation?® as another
effective-medium approximation, including multiple oc-
cupancy corrections to the diagrams of Figs. 2(a) and
2(b), leads to

D cD

M=_E+1—(§—M)GO(E—M)'

(17)

Due to

G E—-M)=2E—-M-/(E-M)?-1] (18)

in the case of an unperturbed Hubbard density in both
cases nonlinear equations (of third order) are obtained for
M(E), the solutions of which would be correct linearly
in ¢ only if the Taylor expansions (16) or (17) would
correctly include all terms ~ ¢ and ~ ¢3.

The reason why this failure leads to a wrong density
of states of the impurity band is the following: The self-
consistent equation (14) with (15) replacing G°(k) by
G(k) in operator form

M =cv +vGM (19)
reproduces the correct result for ¢ — 0
M = cv+vG°M (20)

only if the expansion
G=G"+G°MG® + G°"MG°MG® + - -- (21)

converges, which is possible only if the solution M of
(20) has no poles as a function of the energy E. Poles of
(20), however, correspond just to poles of the one-donor
t matrix and hence to the energies of bound states, or
to the energies inside the impurity band in the case of
a finite impurity concentration. Hence the Klauder-V
approximation is incorrect for small ¢ just at the ener-
gies of interest. It does not result in the correct boundary
condition % |e=0- This incorrectness of effective-medium
theories at special energies in the limit ¢ — 0 was demon-
strated numerically for some physical models in Refs. 30
and 31. A detailed investigation, including the subject of
the present paper, will be given in a forthcoming paper.38

Because in real semiconductors at all possible donor
concentrations a theory linear in ¢ certainly is sufficiently
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correct, and because we are mainly interested in the en-
ergy range of the impurity band, in which the Klauder-V
approximation fails, we will restrict ourselves to the ap-
proximation given by (14) and (15) in the subseqgeunt
sections.

V. RESULTS

A. Numerical solution

First the integral equation (15) was solved numerically
for k = 0 and oo, in order to obtain the bottom and the
top of the impurity band, discretizing it to a set of lin-
ear equations which was solved exactly. We remark that
the influence of the electron-electron interaction on the
conduction- and the impurity-band positions (see, e.g.,
Ref. 33) as well as a possible Debye shift (Ref. 10) were
not taken into account so that absolute energy values are
of no physical relevance here.

The result is shown in Fig. 3. We have chosen the
same units as in Ref. 11 (e.g.,, ¢ = Ny = 1&2r-3) in
order to obtain directly comparable results. The result-
ing bandwidth is much smaller (by a factor of about 5 at
¢ = 0.05 corresponding to ry = 6.63) than that obtained
in Ref. 11. But it is larger (by a factor of about 5 at
¢ = 0.05) than in the case of the Wigner-Seitz calcula-
tion (see Fig. 4, too). Both results had been expected:
Even without density fluctuations (which are responsible
for extended band tails) disorder is expected to broaden
bands. The much enhanced bandwidth in the case of a
self-consistent theory is due to the failure in reproducing
%'FO as explained in Sec. III and as obtained in the
case of é-like potentials.3°

Higher impurity bands (resulting from 2s, 2p, ... states
at ¢ = 0) were obtained for small ¢ but are not shown.
They rapidly merge with the conduction band with in-
creasing c.

0.1
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0.00 0.04 0.08 0.12 o 0.16
c ((m/3)(4as)™)
FIG. 3. Impurity-band bottom and top obtained from the

numerical solution of the integral equation (15).
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FIG. 4. Impurity-band bottom and top and the
conduction-band bottom obtained from the solution of (15)
with a separable potential (Klauder-IV approximation), com-
pared with the results of Wigner-Seitz calculations (see Fig.

1).

B. Separable potential approach

Numerical solutions of integral equations are very time
consuming and can be avoided with a high degree of ac-
curacy using an artificial technique first applied to our
knowledge by Haug and Tran3® and subsequently proved
to be applicable to the present problem by Schwabe et
al.*! and Gold, Serre, and Ghazali.2®8 We replace the po-
tential v(k — k') by a so-called separable potential

vk — k') — —v(k)v(k) (22)
with

v(k) = V] v(k) | b, (23)

choosing b in such a way that in the limit ¢ — 0 the
correct lowest bound state in the potential v(k) is repro-
duced exactly. In our cases (bare Coulomb and Thomas-
Fermi screened Coulomb potential) b = % has been ex-
amined and finally chosen. We remark that, in principle,
b could be chosen to be a function of ¢ in such a way
that both the real potential v(k — k’) and the separa-
ble potential v(k) - v(k’) result, for instance, in the same
top of the impurity band. But because absolute energy
positions are of no relevance here, we abandoned this
possibility.

With the separable potential (22) the integral equa-
tion transforms to a simple algebraic equation with the
solution

3 1 1
Mk, E) = Mk, E) = 3R+ kEp1— kFT+1§7—'-E '

(24)

The result for the impurity band and for the bottom
of the conduction band is shown in Fig. 4 together with
the results of the Wigner-Seitz calculation. The top of
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the impurity band as a function of ¢ comes out to be
exactly equal to the energy eigenvalue of one single im-
purity calculated with the same separable potential. It
merges with the conduction band at ¢ = 1, correspond-
ing to a Mott value of r, = 2.4435, in good agreement
with the experimental value r, = 2.386.° The presence
of many impurities simply gives rise to lower states (with
k<ocoor = 27” > 0), in which case an electron can
be “aware” of the other impurities. The width of the
impurity band is nearly the same as in the case of the
full potential (Fig. 4) so that we decided (see Ref. 41) to
perform all subsequent calculations using the separable
potential. Its only lack of applicability seems to be the
fact that separable potentials result (for ¢ — 0) in only
one (1s-like) bound state, so that excited impurity bands
cannot be obtained, and that absolute energy positions
cannot be calculated from them due to the uncertainty
in separating v(0).

Figure 5 shows the energies as a function of k for the
conduction and impurity bands for different donor con-
centrations. For ¢ — 0 or K — oo the impurity band
degenerates to a straight line as a function of k as was
expected. E(k) is a real function in the impurity band.
This is an artifact of the linear approximation (14). The
imaginary part of M (k, E) is given by the imaginary part
of the t matrix, which has é-like character at the one-
impurity bound states. This is not the case inside the
conduction band; the finite lifetimes are indicated in Fig.
5 by dashed lines. In higher orders in ¢ the imaginary part
of the self-energy of the impurity band broadens into a
Lorentz-like peak even in non-self-consistent theories (see
Ref. 30), too.

Figure 6 shows the effective mass m** at the bottom
of the impurity band as a function of ¢. It starts from
m** = oo at ¢ = 0 and drops down to a value even smaller

03 S
0.2 4
0.1 A
< ¢=0.1
o
< 0.0 -
Led
0.1 c=0.1
0.3 e e e ey o
-1.0 -0.6 -0.2 0.2 0.6 1.0
-1
k (GB )

FIG. 5. Dispersion E(k) of the impurity band at different
concentrations and the conduction band for ¢ = 0.1. The
region with ImE(k) # 0 of the conduction band extends to
E = 0. The vertical lines indicate the electron lifetime, the
half-width of a Lorentzian approximation to ImG(k, k, E).
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FIG. 6. Concentration dependence of the effective mass

m™ (in units of m*) close to the impurity-band bottom.

than the effective mass of the unperturbed conduction
band, m** < m*, with increasing c.

The density of states inside the impurity band is plot-
ted for ¢ = 0.1 in Fig. 7. It is relatively small near
the bottom of the band and becomes infinite at the band
top due to the flatness of the E(k) curve for large k (see
Fig. 5). This divergency is an artifact of the effective-
mass approximation used: replacing the undoped crystal
by a homogeneous underground there is no Brillouin zone
boundary and the k vector extends to infinity instead of
a finite value.

The general behavior of the density of states (smear-
ing out the divergency) bears a close resemblance to the
experimental absorption spectra (see, e.g., Ref. 29, the
formation of D~ D% pairs was not taken into account
here) and is strictly dissimilar from the half-egg-like den-
sity of states obtained in Ref. 11. The shape of the den-
sity of states at the same time clarifies the difference of
the bandwidths calculated by either the Wigner-Seitz or
by the multiple-scattering approach. Due to the small
density of states near the bottom of the impurity band
the effective impurity bandwidth is much smaller than
its total value shown in Fig. 5.

VI. CONCLUSIONS

We have used both the Wigner-Seitz method and a
non-self-consistent multiple-scattering approximation to
calculate the electronic structure of impurity bands in
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FIG. 7. Density of states of the impurity band obtained
from the dispersion E(k) in Fig. 5.

doped semiconductors. We obtained from the non-self-
consistent approach a much smaller bandwidth than in
the case of a self-consistent approximation!! and traced
the difference back to an error of self-consistent theories
in the small concentration limit at the energies of in-
terest. The impurity band dispersion E(k) and its den-
sity of states, as obtained by us, are much more realistic
than those from self-consistent theories and closely re-
semble experimental line-shape data.2? The same effect
was already observed in the cases of §-like potentials3®
and of phonons in mixed crystals.4? A very small density
of states near the impurity-band bottom at the same time
explains remaining differences from the Wigner-Seitz cal-
culations with the same screened potential.

Because we concentrated on the comparison of the non-
self-consistent with the self-consistent approach we did
not try to improve the simple Thomas-Fermi screening
theory using, e.g., a local-density approximation, or to
include real many-body effects. Calculating an averaged
one-particle Green’s function only, we are also not able
to obtain extended band tails due to impurity density
fluctuations'?~14 or to obtain knowledge about a possible
Anderson localization?® of the impurity-band states.

We restricted ourselves to a three-dimensional im-
purity distribution. In the case of a two-dimensional
arrangement, e.g., in a 6-doping layer,** the problem
of a suitable interpolation between a three-dimensional
screening in the small concentration limit and a two-
dimensional one at high concentrations has to be solved
in addition.
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