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Effective dielectric response of a composite with aligned spheroidal inclusions
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The effective dielectric response eM of a composite with aligned spherodial inclusions is calculated.
Using the dipolar and the mean-field approximation (MFA) an analytical expression for eM as a func-

tional of the two-particle distribution function p' ' is obtained. It is shown that previous expressions re-

ported in the literature correspond to different choices of p' ', thus, clarifying the origin of their
discrepancies. The theory is further extended beyond the MFA by including the dipolar fluctuations
through a renormalization of the polarizability tensor of the inclusions. The absorption peaks are dimin-

ished and broadened by the spatial disorder, which also yields an easily identified coupling among elec-
tromagnetic modes with perpendicular polarizations.

I. INTRODUCTION

The study of the linear electromagnetic response of
composite materials has attracted the attention of many
researchers since the beginning of electrodynamics. '

This interest has been recently renewed due to the devel-
opment of new theoretical methods for dealing with
disordered systems and also to the potential applications
of composite materials in solar energy conversion, earth
sciences, biology, and other fields. It has been estab-
lished by now that the dielectric response of composites is
very sensitive to the topology of its microstructure. Here
we restrict ourselves to composites prepared as small in-
clusions, much smaller than the wavelength of the incom-
ing electromagnetic radiation, embedded in an otherwise
homogeneous, isotropic host material. The problem to be
considered here is the calculation of the macroscopic
dielectric response e~ in term; of the dielectric responses
of its constituents and the statis, 'ical properties of the dis-
tribution of inclusions. Although the results obtained so
far for spherical monodispersed inclusions cover a wide
range of methods and approximations, extensions to
nonspherical inclusions have been restricted, almost en-
tirely, to the mean-field approximation (MFA). Even in
this case the problem has not been thoroughly examined.

For a system with spherical inclusions, an early expres-
sion for e~ which appears in the literature was derived

by Maxwell Garnett. The Maxwell Garnett theory
(MGT) is a mean-field theory equivalent to the celebrated
Clausius-Mossotti-Lorenz-Lorentz relation. . The only
statistical property of the system required by this theory
is the fraction of the volume occupied by the inclusions.
In the popular Lorentz method (LM) for deriving the
MFA, ' one considers a fictitious spherical cavity in the
system, known as the Lorentz sphere, which is centered

at a reference inclusion. The MFA is obtained when the
contribution to the local field due to the other inclusions
contained in the cavity is neglected and the contribution
from those outside the cavity is taken in the continuous
limit.

Here we consider the study of shape effects in eM for
systems with aligned nonspherical inclusions. In this
case the macroscopic physical properties of the system
are anisotropic and the effective dielectric response will
be described by a second rank tensor e~ with its princi-
pal axes along the principal axes of the spheroids.

Our objective is the calculation of eM in terms of the
dielectric functions of its constituents and the statistical
properties of the distribution of spheroids. This old prob-
lem was stated already in Maxwell's treatise" in connec-
tion with a proposal of a microscopic model for explain-
ing the birefringence of crystals. In the dilute limit, when
the spheroids are so far apart from each other that there
is no interaction among them, the effective dielectric
response eM depends linearly on the polarizability tensor
a of an isolated spheroid. The fields induced in an isolat-
ed spheroid by a slowly varying (in space) external field
are well known' and the principal components of n are
given by closed analytical expressions. '

As the volume fraction of the aligned spheroidal in-
clusions increases, the interaction among themselves
through the local induced fields has to be taken into ac-
count in the calculation of the dielectric response. This
was done by Wiener' as early as 1912 within a mean-field
approximation. His expression for e~ was rediscovered
in 1953 by Bragg and Pippard' and in 1973 by Cohen
et al. ,

' who extended the LM to the case of ellipsoids by
neglecting the near field due to the inclusions within an
ellipsoidal fictitious cavity with the same eccentricity as
the embedded particle. However, an alternative expres-
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sion for e~ was also proposed by Galeener' which chose
instead a spherical fictitious cavity. Both of these expres-
sions, as well as a third alternative, have been rederived
through the random-unit-cell method. ' '

The only criteria to decide which of these expressions
is the correct one has been, so far, to compare their
asymptotic behavior in the limits of extreme eccentricity
(e~ 1), fiat dishes, and needles, where the exact result is
known. ' Obviously, this criteria is unsatisfactory. As
an alternative to the phenomenological models above,
here we solve a microscopic model. We consider a com-
posite consisting of a homogeneous, isotropic matrix with
aligned identical spheroidal inclusions. We show below
that even within the MFA, for nonspherical inclusions
e~ depends on the microstructure of the sample, as
characterized by its two-particle distribution function,
besides the volume fraction. The three expressions above
are correct; they are special cases of the MFA, but they
correspond to three different choices of the two-particle
distribution functions. The reason one of them fails in
the e —+1 limit is also discussed.

After developing the MFA, we improve on taking into
account the Auctuations in the induced dipole moments.
To this end we introduce a renormalized polarizability
tensor a, in a similar way as it was done for the case of
spherical inclusions. We show that the two elec-
tromagnetic resonances of a single spheroid, correspond-
ing to polarization along its principal axes, appear shifted
and asymmetrically broadened in the absorption spectra
of the composite due to the field Auctuations. Further-
more, the fluctuations also couple these two modes, even
when the external field is along a principal direction,
yielding two absorption peaks instead of the single peak
predicted by the MFA.

A very closely related problem is that of dichroism in
nematic liquid crystals. In this case, instead of in-
clusions, we have aligned anisotropic polarizable mole-
cules. There have been many investigations of the anisot-
ropy of the local field in these systems. ' So far, the
theoretical approaches have been phenomenological ex-
tensions of the LM which do not take properly into ac-
count the role played by the distribution functions nor by
the field fluctuations.

The structure of the paper is as follows: In Sec. II, we
present the theory, starting with the derivation of the
MFA along with some cornrnents about its comparison
with earlier results. Then we present a formalism which
takes us beyond the MFA. The results are presented and
discussed in Sec. III and Sec. IV is devoted to con-
clusions.

II. THEORY

Let us consider a system of N ))1 aligned identical po-
larizable spheroids with semiaxes a and b =c, polarizabil-
ity components a~ (in principal y axis) with centers locat-
ed at random positions IR;I within an otherwise homo-
geneous, isotropic matrix characterized by a dielectric
function eh. The system is excited by a spatially depen-
dent external electric field E,„with a wave vector
q « 1/a, 1/b and oscillating with frequency co. By exter-

m Ch
a~ = -'ab

L e +(1—L )ez
(lb)

where e and eh are the dielectric functions of the in-
clusions and host, respectively, and L, z are the depolari-
zation factors of a spheroid which fulfill grL~ = 1. For a
prolate (oblate) spheroid, that is when t2 )b (a (b ), the
depolarization factor along the symmetry axis is given
b 13

1 1 1+e
ln

g2(e) 2e 1 —e
(P),

L,(e)= '

1 1
1 — tan g(e ) (0),

e g e

(lc)

and

L =L =1(1 L, ), — (id)

where

e —
( 1 r2 yr2 )1/2 (le)

is the eccentricity, r & (r & ) is the smaller (larger) of the
semiaxes, and

g (e) = e /( I —e )'~

Hereafter (P) or (0) following any expression refers to
prolate or oblate spheroids, respectively. Notice that
both the host and inclusion contribute to the charge in-
duced at the surface of a given spheroid, and both contri-
butions are included in the polarizability, as given by Eq.
(lb). It is for this reason that we take s;2' as the un
screened interaction tensor.

Due to the long range of s,j~, the evaluation of sums
such as those in Eq. (la) might yield ill-defined integrals
and shape-dependent intermediate results. In order to
circumvent these difhculties, here we adopt the same pro-

nal field we mean that produced by charge and current
densities introduced to perturb the system, as opposed to
the field induced by polarization or conduction charges.
Setting our coordinate system along the principal axis of
the polarizability tensor of the aligned spheroids, with
the z axis along the axis of symmetry, the induced dipole
moment p; of the ith spheroid obeys

p;r =ar Eg, + g s,r. p.
j,5

where the superscripts y, 5=x,y, z indicate Cartesian
components and Eo, is the electrical field at R, in the ab-
sence of the spheroids. We remark that Eo; and E,„;
differ due to the polarization of the host. The unscreened
interaction tensor s;j~relates the y component of the
electric field at R, produced by all the charges induced at
the surface of a polarized spheroid with dipole moment

p at R . This induced field is dipolar only at large dis-
tances; the explicit expressions for s;j~are given in Ap-
pendix A. The principal components of the polarizability
tensor of a single spheroidal inclusion, in cgs units, are
given by'
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—i(, q R,. —cut)P'Y =p xe (3)

Here we write P;~ instead of P ~ since in the system under
consideration there is a further dependence on i due to
disorder. When Eo, =E,„,/eh is substituted into Eq. (1),
with E„and q along a particular but arbitrary principal
direction g, one gets

Pf=ar E,„5 ~/eh+ +span P&

j,5
(4a)

where we write qr as a Kronecker's delta function 5&&,
and we introduced the transformed, q-dependent interac-
tion

S~s=S~s(q) =s~ e
~J &J V

(4b)

whereR; —=R; —R .
Since the longitudinal external field lies along the prin-

cipal direction g, the macroscopic electric field

E(r, t)=Eqe'q ', as well as all the other pertinent
macroscopic fields such as the polarization density and
the displacement field, lie along g. Therefore,

where n is the number density of the inclusions, ( )
denote ensemble average, and ( P;r ) = (P )5~~ is indepen-
dent of i. The first term on the RHS of Eq. (5) takes ac-

cedure used in Ref. 20: First we chose a longitudinal
external field with a small but finite wave vector q along a
principal direction of the system, such that 1/q is much
smaller than the size L of the system. This choice elimi-
nates the dependence on the shape of the sample and, fur-
thermore, it allows the identification of the external field
with the macroscopic displacement field. This can be
shown as follows: (i) The external longitudinal field
equals the longitudinal projection of the displacement
field D since both have identical divergence and a null
curl. (ii) Since E„ is longitudinal and along a principal
axis, then D~~E,„~~q at distances from the boundary of the
sample much larger than the inverse wave vector 1/q.
(iii) Then, in the thermodynamic limit (L —+ ~ ), D=D
is longitudinal and therefore D=E„. As a final step, we
take the q —+0 limit, that is, one keeps only the lowest-
order term in the small quantities qa and qb.

The choice of a longitudinal external field is just a
matter of convenience; a transverse external field would
be related in a different way to the macroscopic fields, but
it would convey the same components of the dielectric
tensor when referred to a fixed reference frame since the
dielectric response is regular in the q~0 limit.

The longitudinal external field can be written as

E,„(r,t ) =E„qe'q'
where q =q/q and r and t are the space and time coordi-
nates, respectively. In an ordered system the polarization
p, would have an oscillatory dependence on i, exp(iq R,. ),
inherited from that of the external field. We get rid of
this trivial dependence in this and subsequent equations
by introducing the transformation

count of the host depolarization in the absence of the in-
clusions, and the second one is the longitudinal depolari-
zation due to the inclusions themselves.

Recalling that the macroscopic dielectric tensor eM is
defined through D=eME, and the longitudinal field E„
equals the macroscopic displacement field D, we obtain
from Eq. (5)

ei, /eQ(q, co) =1—4me„y~„(q, co), (6a)

where g~„(q, co) is a principal component of the external
susceptibility tensor defined through

n (P ) =y~„(q, co)E,„. (6b)

For long wavelengths, the local macroscopic dielectric
response eM(co) is finally obtained through the limit

eQ(co)= lim eQ(q, co) .
q~O

(7)

When the procedure above is repeated with g along each
of the two remaining principal directions, we obtain the
full dielectric tensor eM(io).

A. The mean-Aeld approximation

In the MFA the disorder-induced fluctuations of the
dipolar moments are neglected, thus one takes P;
=(P)5 ~r. Since the average of the off-diagonal Carte-
sian coinponents of Sf~. vanish, from Eq. (4a) we obtain
that the average dipole moment obeys

(P ) =eel lR+e(eX S()e(eP )
J

(8)

which can be trivially solved for (P ). Therefore, com-
bining Eqs. (7), (6), and (8), one obtains readily an expres-
sion for the effective dielectric response,

&&eQ+(I —X&)eh L~e~+(I L~)ei, —

where

4eee ( C(—l i:—lim XS(()
q~O J

= lim X ee((exp( —iqRe" i)q~O J

is the longitudinal average of the particle-particle interac-
tion. X& is independent of i due to the homogeneity of
the ensemble. Here f=4nnab /3 is th.e volume fraction
of spheroids and ar =ar/ab

The average interaction is now calculated as

X —1 = lim s ~~(R)e 'q p' '(R)d R,1

q O4~

which contains the two-particle distribution function
p' '(R) of the spheroids. In the very special case of
spherical inclusions with a spherically symmetric distri-
bution function, X~=—,', independent of p' '(R), and elf
depends only on the volume fraction of the spheres. On
the other hand, for spheroidal inclusions eM becomes a
functional of p' '(R) even in the MFA.
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In the rest of this section we will illustrate the depen-
dence of e~ on p' '(R) by first considering, in p' '(R),
only the hole correction (HC): p' '(R) takes the value 0
within a small correlation hole that surrounds the in-
clusion and the value 1 outside. If the hole is given by
the volume excluded by hard aligned spheroids, that is, a
similar spheroid of semiaxes 2a and 2b=2c, then it can
be shown (see Appendices B and C) by direct integration
of Eq. (10) that

where X& is the depolarization factor of the inclusions
given in Eqs. (lc) and (ld). In this case Eq. (9) is exactly
the same expression as the one derived in Ref. 16 using
the Lorentz method with a spheroidal fictitious cavity
with the same eccentricity as the inclusions. On the oth-
er hand, if the correlation hole is spherical, then one ob-
tains Galeener's expression' which was originally de-
rived with the LM but with a spherical fictitious cavity
instead of a spheroidal one. Also, the expression derived
by the method of Niklasson and Cxrandqvist' using as a
random unit cell a spheroid with a cofocal spheroidal
coating, can be derived directly from Eq. (9); in this case
the exclusion hole in pHc is a spheroid cofocal to the in-
clusion. Moreover, for any spheroidal correlation hole

X& are simply the depolarization factors of the hole, as
shown in Appendices B and C.

Therefore, we have shown that the three results men-
tioned above are correct within the MFA, but they corre-
spond to different systems characterized by three
different distribution functions. Among them, it is only
Galeener's expression that does not hold in the e —+1 lim-
it. However, we point out that in this case, the radius of
the spherical correlation hole must be larger than the
largest axis to avoid interpenetration. Thus, the excentri-
city is bounded by e ( 1 f (e ( 1 —f—) for prolate (ob-
late) spheroids, and the e ~1 limit has no physical reali-
zation except in the trivial f=0 case.

It is interesting to notice that in the three cases dis-
cussed above, the shape of the fictitious cavity in the LM
or the shape of the coating in the random-unit-cell
method is related directly to the microscopic shape of the
exclusion hole in the two-particle distribution function.
This is not surprising because performing the MFA to-
gether with a HC distribution function is equivalent to
replacing the exterior of the correlation hole with a con-
tinuous, uniformly polarized medium, which is the basis
of the previous phenomenological procedures. However,
our microscopic approach clarifies the ambiguity in the
choice of the cavity. Furthermore, our theory is capable
of accounting for the structure which would appear in
the two-particle distribution function of any real system.
We remark that our theory does not require a cavity, as it
can be applied to systems with an arbitrary p' ', and that
for some conceivable systems our MFA result will not be
equivalent to a system described by any spheroidal cavity,
as Xr obtained from Eq. (10) need not obey the depolari-
zation factors' sum rule [Eq. (ld)].

We also remark that, as shown in Appendix B, within
the MFA and for a spheroidal correlation hole, and more
generally, for any two-particle distribution function with

spheroidal symmetry, we obtain the correct results when
we substitute the exact interaction s;~ by the dipole-
dipole interaction tensor

trs=(1 —5; )BrB,(1/8;, ) (12)

B. Beyond the mean-Beld approximation

Following the procedure of Ref. 20 we now introduce a
renormalized polarizability tensor with principal com-
ponents a*~ through ihe approximate equation

pr =a*r E,„5 &/eh+ Q Sr&(p ) 0
'

J
(13)

where, as before, g indicates the direction of the longitu-
dinal external field which is taken along an arbitrary
principal direction. The value of a ~ will be chosen
below by demanding a consistency condition among Eqs.
(13) and (4). The term within parenthesis in Eq. (13) is
the local field that would be produced if the induced di-
poles had no Auctuations. This field fluctuates due to the
disorder in the positions R; and therefore in the interac-
tions S;~~. The fluctuations in the true local field due to
the fluctuations in the induced dipoles themselves are in-
corporated approximately through the renormalized po-
larizability.

Taking now the ensemble average of Eq. (13) one ob-
tains an equation exactly similar to Eq. (8) but with ar re-
placed by a*~. Therefore, the macroscopic dielectric
response is given by

X~eQ+( I X~)eh-
where a*~=a*&/ab .

The problem is then the calculation of cx'~, for which
we also follow the method proposed in Ref. 20. First one
substitutes the expression for PJ', as given by Eq. (13),
into the right-hand side of Eq. (4a) and then takes the en-
semble average of the resulting equation. One obtains

(14)

=1+a'~pa"~firn zsp~sz~)
CXy q 0

The term within square brackets in this equation corre-
sponds to the variance of the interaction. Clearly, in the
absence of Auctuations this variance would be zero and

in Eq. (la). This is due to the vanishing of the angular
average of all higher multipolar fields when integrated
over the surface of a spheroid.

Finally, before closing this section, we want to add that
the proper choice of the two-particle distribution func-
tion will be determined by the specific characteristic of
the samples to be examined and the best thing would be
to extract p' ' directly from the samples. Nevertheless, a
calculation of eQ for the hard-spheroid models, with a
better approximation for p' '(R) than the hole correction,
will be welcomed.
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the renormalized and bare polarizability would coincide.
We remark that the q~0 limit of each of the terms
within the square brackets depends on the direction of q,
but this dependence disappears from the variance. This
statement is equivalent to the absolute convergence and
shape independence of the integrals that correspond to
the averages in Eq. (15) for a constant external field, as
discussed in Ref. 23. Therefore, the particular direction
g plays no special role from here on.

Equation (15) constitutes a system of two coupled
second-order algebraic equations for a*' and a*"=a*
whose coeKcients depend on the fluctuations of the in-
teraction tensor. The solution of this system of equations
is substituted into Eq. (14) to obtain the sought after mac-
roscopic dielectric response. To perform this calculation
we require the two- and three-particle distribution func-
tions as well as the bare polarizability of the inclusions.
An application to a specific system will be developed in
the next section. To abbreviate, in the following we will
refer to the procedure described in the present section as
RPT which stands for renormalized polarizability theory.

III. RESULTS

In this section we apply the theory above to a system of
metallic spheroidal inclusions embedded in dispersionless
gelatin. We choose for the inclusions a Drude dielectric
function

e = 1 —
co~ /co(co+i /r), (16)

where co is the plasma frequency and ~ the electronic re-
laxation time. For gelatin we take e& =2.37 independent
of frequency.

If we restrict ourselves to the low-density regime, we
can assume that the three-particle distribution function
p' '(R„R2,R3), which is required for the evaluation of
lim~ o( gjkS Jr Sjlr ), can be approximated by

p"'( R, , R» R, ) =p"'(R» )p'"(R 23 ) . (17)

I

0

I ( ~

-Y=Z '

0
0

0

a
0

0

values are given in Appendix D and Qr is a set of quad-
ratures whose derivation is displayed also in Appendix D.

In the case of extreme eccentricity e —+1, the parame-
ter go becomes 1 (0) for prolate (oblate) spheroids. From
the prefactor in Eq. (20), fr ~0 in this limit. Thus, the
e6'ect of the fluctuations disappears in a system composed
of sharp needles (liat dishes) and our theory yields the
same asymptotic behavior as the MFA, which for our
choice of p' ' is the correct one, as pointed out before.

The calculation of eM is performed in the following
way: first we calculate, by numerical integration, the
coefficients fr, given in Eq. (20) and then we solve (also
numerically) the system of coupled quadratic equations
given in Eq. (18). The results obtained for a*r are then
substituted into Eq. (14) in order to get erM

In Figs. 1 and 2 we show Imeg (y=x, z) calculated
within RPT, as a function of co/co~ for a system of prolate
spheroidal metallic inclusions with eccentricity e=0.5
and 0.9, respectively, a lifetime ~=1000/co and a filling
fraction f=0.01. We also show the corresponding calcu-
lations in the MFA, which display a single resonance
peak for each direction y. These peaks originate from
the surface plasrnon resonances of an isolated spheroid.
The resonance that occurs at a higher (lower) frequency
corresponds to polarization along the short (long) axis of
the spheroid, as is also the case for isolated spheroids, ei-
ther oblate or prolate. Both peaks are red shifted with
respect to those of a single particle due to the interac-
tions, but their width (1/r) remains the same. This
width is due only to dissipation since in the absence of
fluctuations there is only one optically active mode in the
q ~0 limit. On the other hand, the corresponding peaks
in RPT are asymmetrically broadened. The origin of

In this case Eq. (15) becomes

1+ia*ryfr a*
5

where coefficients fr are given by

f ys —~&b2 p(x gy5gsr)
J

(18)

Z.O

I—I

~ O

l
I

I

I

I

I

(

\

I

0,44

and they account for the self-interaction of the ith in-
clusion mediated by the other jth inclusions. We further
assume that p' ' is given by the hole correction with a
spheroidal correlation hole with the same excentricity as
the inclusions.

Substituting the expressions for s,.~r given in Eq. (A3)
into Eq. (19), one obtains, after some algebra,

fr =54frj (r}o+1)Cr Q (20)

where r}o=1/e (rjo= 1/g(e) ) is the value of the
spheroidal coordinate which defines the surface of the ac-
tual inclusion, and we chose the upper (lower) sign for
prolate (oblate) spheroids. Here, Cr are constants whose

I I I

QJ/(d

FIG. 1. Imaginary part of the principal components of the
macroscopic dielectric response eg as a function of the normal-
ized frequency co/co~ for a composite made up of prolate in-
clusions aligned along the Z axis. The volume fraction is

f=0.01, the eccentricity e =0.5, and the dissipation constant is
~=1000/co~. The dotted line was calculated using the MFA
and the solid line using RPT. The inset shows an amplified re-
gion of the same figure.
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FIG. 2. Same as Fig. 1 but with a larger eccentricity e =0.9.
FIG. 4. Same as Fig. 1 but with a much larger eccentricity

e=0.99. The results of RPT using a dipolar interaction tensor
are also shown as the dashed curve.
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these broadenings is the excitation of manifold modes
which become optically active in a disordered system,
whose spectrum covers a continuous range of frequencies.
This range is quite unsensitive to dissipation. It is to il-
lustrate this point that we chose such a large lifetime.

It can also be seen in Figs. 1 and 2 that for each direc-
tion y, the RPT results show a small secondary peak at a
frequency which corresponds to the primary peak of the
unequivalent direction y. This can be interpreted as the
coupling between electromagnetic modes with polariza-
tions along the y and y directions, and originates from
the nondiagonal elements of the variance of S;~ in Eq.
(15). The presence of the secondary peak, which is absent
in the MFA, is an unequivocal signature of the fiuctua-
tions, in contrast to the disordered-induced broadening
which might be confused with the broadening due to dis-
sipation within an individual inclusion. In the case of
spheres, this coupling also exists, but the modes with mu-
tually perpendicular directions cannot be discriminated
since they have the same frequencies. In general, the
strength of this mode coupling diminishes as the eccentri-

city increases, as can be seen by comparing Figs. 1 and 2.
In the limit e —+1 the coupling vanishes since in this case
the fluctuations disappear.

Figure 3 shows the result of a similar calculation as in
Fig. 1 but for a larger volume fraction f=0.1. In this
case, for each direction y=x, z, the primary and secon-
dary peaks are so disorder broadened that they overlap
and can no longer be individually resolved as in the previ-
ous figures.

The main peaks in our calculations are always red
shifted with respect to the corresponding ones in the
MFA. However, as the eccentricity increases, the loca-
tion of their maxima approaches the corresponding ones
in MFA, and in the limit e —+1 both calculations coin-
cide. In Fig. 4, we show how the results of RPT ap-
proach those of the MFA; to this end we chose a large ec-
centricity e=0.99. We also show the results of a RPT
calculation using the dipolar interaction tensor t;ri [Eq.
(12)] instead of the exact one s;, [Eq. (A3)] (the corre-
sponding parameters f~ are calculated in Appendix E).
It can be clearly seen from this figure that, while the
latter calculation does approach the MFA, there are sub-
stantial deviations in the former case, which does not at-
tain the correct MFA limit when e ~1. Nevertheless, we
remark that these two RPT calculations depart from each
other only at high eccentricities. Although we have only
shown results for prolate inclusions, we have obtained
similar results for the oblate case.

IV. CONCLUSIONS

0.0
0,5 0.0 0,5

FIG. 3. Same as Fig. 1 but with a larger filling fraction
=0.1.

In this paper, we have calculated the effective dielectric
response eM of a composite, prepared as a homogeneous,
isotropic matrix with aligned spheroidal inclusions.
Since most of the work in this field has been done with
spherical inclusion, the main purpose here was to explore
the effects of a nonspherical shape. The calculations were
performed assuming that each inclusion was uniformly
polarized; an assumption which is valid in the low-
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density regime. First, we obtained, in the mean-field ap-
proximation, an explicit analytic expression for e~ in
terms of the dielectric functions of the matrix and the in-
clusions and as a functional of their two-particle distribu-
tion function p' '. By choosing specific models for the
correlations in p' ', we obtained different expressions
which were derived previously using phenomenologica1
approaches, thus clarifying the origin of their discrepan-
cies. We also discussed the inadequacy of the e —+1 limit
as a criterion for judging their validity. However, our ap-
proach may incorporate more realistic forms of the corre-
lations, for which different results will be obtained. This
means that one requires more rnicrostructural informa-
tion besides the volume fraction of inclusions in order to
apply an effective medium theory even in the MFA.

We extend the mean-field theory by taking account of
the field fluctuations through the introduction of a renor-
malized polarizability tensor. The calculations of this
tensor now requires information not only about p' ' but
also about p' '. We present results valid in the low-
density regime where p' ' is approximated by a product of
p' ' and where multipolar effects can be neglected. Nev-
ertheless, this factorization approximation is not
demanded by the theory. At high densities, where the
approximation is no longer valid, one can still use the
theory if one has enough information about the micro-
structure of the system in order to be able to calculate the
variance of the interaction [Eq. (15)].

The system chosen was metallic inclusions in disper-
sionless gelatin and a Drude dielectric function was used
for the metallic part. We presented numerical results for
the imaginary part of the effective dielectric tensor e~ as
a function of frequency for different combinations of
geometrical and structural parameters. The structure of
the peaks in this spectra shows that spatial disorder in-
duces an asymmetric broadening a1ong with a coupling of
modes with perpendicular polarizations. We remark that
this coupling arises in our system even though it has no
orientational disorder, and that, since it is absent in the
MFA, it is a clear signature of the fluctuations. We be-
lieve that the concepts developed in this paper will also
prove to be relevant to the calculation of the optical
properties of other anisotropic disordered systems such
as nematic liquid crystals, in which the distribution func-
tions of the actual microstructure and the disorder-
induced field Auctuations have not yet been incorporated.

APPENDIX A

The interaction tensor s,~j is defined as

~y y6 5
i ij j (Al)

where E;~ is the component of the electric field at R; in-

duced by a spheroid at R with a dipole moment p, along
the 5 direction. The interaction tensor is symmetric in its
Cartesian indexes and it depends only on the vector
R; =—R; —R, that is s,7~ =s,rj (R; ), thus here we will

omit the indexes i,j and give explicit expressions for
s7s(R) in prolate (oblate) spheroidal coordinates ($, 71, $)
defined by'

x =F[(71 + 1)(1—g )]' cosp,

y =F[(71 + 1 )(1—g ) ]'~ sing,

z =F71(,

(A2a)

where x,y, z are the Cartesian components and F
=(az bz)'~ .—The upper (lower) sign used here and
later is for the prolate (oblate) spheroidal coordinates.
The parameters a„and b„are one-half of the distance
along the axis of symmetry and either of the two equal
axes, respectively, within a spheroidal surface for a given
g. The range of the coordinates is

I + 1+70O (P),
0~71~ ~ (0),
—1~/~1,
0~/~277.

(A2b)

In these coordinates the Cartesian components of the
interaction tensor can be written as

+71 1—
s ~(R) =3(710/a ) cosp sing,

71'+ 1 q'+ g'
(A3b)

1/2
2

s '(R)=3(71o/a)
2 z z71'+- I

cosP, (A3c)

s'"(R)=3(7)o/a) z z 2
cos p+ —Q&0(71) . ,

71'+ 1 71'+ g'

(A3a)
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s"(R)= —3(710/a )' Qo(71 )— Y1

71 +g
(A3d)

(P),
Qo(71) = (A3e)

Q', o(71) is the derivative of the associated Legendre poly-
nomial of the second kind,

where go is the value of the spheroidal coordinate which
defines the surface of the actual spheroidal inclusion,
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—,'g ln
+1

Qio(n)= '
—1 (P),

i) cot '(g) —1 (0),
and Q', o satisfies the relation

Qlo(n)=ilQIO(n)+1~(il'+1) .

(A3$

(A4)

Since the two equal axes of the spheroid are along the x
and y directions, the components of the interaction tensor
with y Cartesian components are identical to the ones
with x Cartesian components with the replacement of
cosP by sing and vice versa. Also, it is easy to show that
at large distances (g ))1), the components of the interac-
tion tensor s~ become identical to the ones of the
dipole-dipole interaction tensor [Eq. (12)]; this only
means that at large distances the electric field induced by
a polarized ellipsoid is dipolar.

For l even the angular integral vanishes by symmetry.
For odd l =2n +1 it also vanishes because its integrand
is the product of Pz„+z(p) times a polynomial of order
2n in p to which it is orthogonal. Similar results can be
shown to hold for the angular integral corresponding to
oblate spheroids, and for the xx and yy components of
the interaction tensor. The result above does not apply to
the l = 1 case since the complex exponential cannot be re-
moved. Therefore, the average of the exact interaction
tensor is equal to the average of its dipolar component.
This average will be performed explicitly for the simple
(HC) distribution function in Appendix C.

APPENDIX C

In this appendix we calculate the average of the in-
teraction tensor X&—1 as defined in Eq. (10) for the (HC)
correlation function

APPENDIX B pHc«V) =« rH(p))— (C 1)

In this appendix we show that, for two-particle distri-
bution functions p' '(R) with spheroidal symmetry, the
multipolar contributions to the average of the interaction
tensor X&—1 as defined in Eq. (10) vanish for multipoles
higher than the dipole. By spheroidal symmetry we mean
that the level surfaces of p' ', i.e., those on which p' '(R)
is constant, are coaxial spheroids. For prolate spheroids
this can be expressed in spherical coordinates as

p(R, p, )=p(r, ),
where p=cosO and 0 is the azimuthal angle,

r& =+1 e(r& )p R—

(81)

(82)

is the small semiaxis of that particular level surface that
contains the point (R,p). Notice that Eq. (82) is an im-
plicit equation for r & in the more general case where the
eccentricity e(r& ) of the level surfaces depends on r&.
First, we perform a multipolar expansion

a " Pi(S ) " Pi+i
i+i = & &+ag 1+ F1+2 (83)

where B1 are the expansion coefficients and for
definitiveness we have chosen g=z. Then, to evaluate Eq.
(10) we need the integrals

where 6 is the unit step function, p=cosO, 0 being the
azimuthal angle in spherical coordinates, and rH(p)
=ra &/(1 —eHp )' (rH(p) =rH & l[1+g (eH )p ]'~ ) de-
scribes the surface of a prolate (oblate) correlation hole
with semiaxes rH& and ra& and eccentricity eH. The
function g is defined in Eq. (lf}.

As shown in Appendix B, the average might be calcu-
lated by considering only the dipolar contribution t,~ to
the exact interaction s,i' . Using Eqs. (10) and (12) we
write

X'—1= lim f f dpPz(p)e'~ "p' '(R, p, ) .
q~O 0 8 —1

(C2)

e 'i "= g (
—i) (2l+1j)&(qR )Pi(p),

1=0
(C3)

p'"(R,p)= g pi(R)Pi(p),
I=O

(C4a)

where Pi (j&) is Legendre polynomial (spherical Bessel
functions) of order l and

Notice that, in contrast to Eq. (84), in Eq. (C2) we keep
the complex exponential since otherwise the integrand
would be only conditionally convergent.

One now expands the exponential and p' ' in terms of
Legendre polynomials:

Ii= f d R p' '(R) (84) pi(R)= f dip~"(R, p)Pi(p) .
2l+1

(C4b)

for l ~ 2. Notice that we omitted the exponential e'q' and
the limit q ~0 since for l ~ 2 the integrand in Eq. (84) de-
cays rapidly enough for the integral to be absolutely con-
vergent. The integral corresponding to l= 1 will be dis-
cussed in Appendix C.

Changing variables from R to r &, Eq. (84) becomes

Ii de(r& ) p' '(r& )= f dr& 1+r&e(r&)
2'7T 0 dr r &

X f dpi+i(iu)l 1 e (" )p ]
(85)

X,—1= lim g ( i )'(2l+—1)
q~O

ji(qR )
X f "dR" '

p, , (R)
1x f dppz(p)pi(p)pi'(p) .

But we know that

(C5)

Substituting Eqs. (C3) and (C4) into Eq. (C2), one gets
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ji(qR )
X f dR pi(R) . (C7)

f dp P2(p, )P, (p, )P, (p) =—', ( ll'00~ 11'20)2, (C6)

where (1„12m,m2i1, 12LM ) are the Clebsch-Gordan
coefFicients as given in Ref. 26. Thus, combining Eqs.
(C6) and (C5), one can write

X,—1= lim —', g ( i )'(—21+1)(ll'00~11'20)
q 0

fl's=54fil (rl +1)f f dil dip' '(21, $)Ur (21,$'),

(D2)

U"~= 3 (1—
g ) g + 1 g (1—~2)~ ( )

8 2+$2 ( 2+1)2 2 2+1

+(il'+ g')-'Q' (D3a)

where g0 is the value of the spheroidal coordinate which
defines the surface of the actual inclusion, and

Using Eq. (Cl) we find the coefficients

0, R &rH(,
PI ~10 ~ R )~H&

and for rH( &R &r»,

(C8a)

1 —22

(i12+$2) (212+1)2

Uxz—
21 +g 21 +1

2

(D3b)

(D3c)

(21+1)f dp Pl(p) (P),
0

(21+ 1)f dp Pi(p) (0 ),
JMR

(Cgb)

U"=(q'+g') Q, (q)— (D3d)
212+ (2

For p' ' we now choose plHcl as defined in Eq. (Cl). After
expressing pHc in spheroidal coordinates one gets

where

1 1—PR
eH

1 /2

(P) (C8c)

fr =54frlo(rlo+- I) 2f dil f dg Ur (rl, g)
~1

+2f dil f dgUr (21,()

2
—1

1 ~H&

g(eH) R'

1/2

(0) . (C8d) where

(D4a)

Substituting these expression for pi into Eq. (C8) and tak-
ing the limit q —+0, we obtain, after some algebra,

1 "» dR&,=
3

+f R p~(p~ —1) . (C9)

The first term on the right-hand side corresponds to a
spherical exclusion hole. The remaining integral can be
done by elementary methods and yields

22)o(1 —3/42)o)'i (P),
22)o (0),
2ilo (P) ~

7l2= '

2rlo(1+ 3/4rlo)' (0),
3+- 4rlo+il

kl '9 —
?0

7j + g0

(D4b)

(D4c)

(D4d)

X,=L, (eH ), (C10) One is able, then, to perform the integrals over g analyti-
cally, leading to

where L, (eH ) is the depolarization factor of a spheroid of
eccentricity eH and is given by Eqs. (lc). For the particu-
lar case in which the correlation hole excludes only the
volume limited by the overlap of two inclusions, then
eH =e and we obtain Eq. (11).

fr =54frl (21 +1)cr f dil V~ [21 gl(21)]
1

+ dg V~

APPENDIX D

In this appendix we calculate the coefficients fr as
defined in Eq. (19). When one writes explicitly the aver-
age (g&sSf~ S;r ) in sPheroidal coordinates (see APPen-
dix A), for p' ' with azimuthal symmetry, Eq. (19) be-
comes

where

zz Cxx 2 ~czx ~ Cxy 4

(D5a)

(D5b)

=3('9 kl)= 2 2 ~o(kl) 2~2(kl)+ ~4(fl)
8 (212+1)2 .

f~ =f F'f f f drldgdp(il'+g')p' '(21, $)

X[S '(q, g, P)]'. (D 1)

+ Ql(l u
1 g
2 'g + 1

Substituting into this equation the explicit expressions for
S~ [Eq. (A3)] and integrating over P yields

3

+ ~i(Ql(l) 21 u (D5c)
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V"~(r), g, )= [Wo(g, )
—2W2(g, )+ W~(g, )],

(r) +1)
(D5d)

2

H"(S )= Khaki'»i(S» (E4a
I=O

where P&(p) are the Legendre polynomials of order l and

q2+1, W, (g) ) —W4(g) ) (D5e)
XX

P
ZZ —4

Q Xg I XZ —3
0 0 5 & 0 0

g XX — 4
2 7

ZZ 8 QXg — 6 QXZ —3

(E4b)

(E4c)
0V"(r),g))=Qo r) u + —2Qogu+g Wo(gt) . (D5f) (E4d)

Equation (DSa) is the same as Eq. (20) where we identify
Qr with the expression within square brackets. In these
expressions

One now expands p' ' in Legendre polynomials, as it was
done in Eq. (C4), and substitutes it in the integrand of Eq.
(E2). Then, after performing the integration over p, one
obtains

(D5g)

2

,'fr = ,'ab—fg—h$,f 4p2I(R)dR,
0 4l+1 0 g4 (ES)

Wo(ki)= '

W2(ki)= '

n+ki
ln

r) 2

1 ) 1—tan
7l rl

——tan
7l '9

(i+ r)'W—o(ki)

(1—ki) —n'Wo(ki »

(DSh)

(D5i)

where the harmonic coefficients p21 are defined by Eq.
(C4b). At this point one chooses for p' ' the hole correc-
tion pHC, defined by Eq. (Cl), and substitutes its harmon-
ic coefficients, as given by Eqs. (C8), into the integrand of
Eq. (ES) in order to obtain, after some algebra,

f"=fV+ ——' fd'r hr~'I I, (E6a)
b I=o

where

3

+r) W2(g, ),
(1—g))'

3

(DSj)

(b la ) (P),
f$ = —,'fh$ X '

lb (0)
2T2 (P),

I =' —2(T2 —T, ) (0),

(E6b)

(E6c)

where the formulas above (below) correspond to prolate
(oblate) spheroidal inclusions.

I2= (T4 —T2),

I4 =+ '(7 T6 —10T4—+ 3Tq ) .

(E6d)

(E6e)

APPENDIX K

Assuming the hole correction [Eq. (Cl)] for the two-
particle distribution function, we calculate here the
coefficients fr required in Eq. (18), when the dipole-
dipole interaction tensor tr. [Eq. (12)] is used instead of
s; [Eq. (A3)]. Their definition is given in Eq. (19) which
becomes

~ frs=(ab2)2 y trstsr
4 1J J1

J

When t,r is substituted from Eq. (12) into this equation
and the ensemble average is calculated for a system with
azimuthal symmetry, one gets, in spherical coordinates,

Here d is equal to the eccentricity e or to g(e), as defined
in Eq. (le), depending on whether the spheroidal in-
clusions are prolate or oblate, respectively,

T~ = X U X dX (E6f)
0

v(x)=(1+d x )' (E6g)

and the upper (lower) sign is for prolate (oblate)
spheroidal inclusions. This convention will be also fol-
lowed in the expressions below. The integrals T„are tab-
ulated and are given by

1 (bla) —1
T, =— — (oblate only),

g (e)

,'fr = ,'ab ff dR —f dp —p''(R, p)Hr (p), (E2) 1T2=+
2 V)+ 2U)3

Sd
(E7b)

where p =cosO and

Hrs(p)= f dPe (3RR 1) e e—
277 0

T=+ T—1

2d'

3
1 (E7c)

X(3RR—1) er (E3)

Here er (y =x,g, z) are the unit vectors along the Carte-
sian axes and R=R/A. Using this definition and per-
forming the integrals over P, one is able to write

T6 + T4
1

2

3
1

5
(E7d)

where P=sin '(e) or 1n[g(e)+v&] for prolate or oblate
spheroids, respectively, and v, =(1+d )'r .
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