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Low-field magnetotransport study of localization in a mesoscopic antidot array
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Low-field negative magnetoresistance has been studied on G,* ion focused-ion-beam-patterned
GaAs/Ga,;_,Al, As heterojunctions as a function of carrier density and temperature. The negative mag-
netoresistance (NMR) is very large at low densities and decreases with increasing carrier density, giving
a magnetoconductance linear in T at low densities but closer to a InT dependence at higher values. The
NMR of this grid structure is well explained using weak localization modified by boundary scattering in
an array of one-dimensional point contacts. The NMR disappears after illumination as the patterning is
screened by the increased electron density. From this model, we fit the phase-breaking rate as
1/74= A + BT, where the constant term is attributed to boundary scattering and the linear temperature

dependence arises from electron-electron scattering.

I. INTRODUCTION

A strong negative magnetoresistance (NMR) is a char-
acterization feature in two-dimensional (2D) arrays of an-
tidots fabricated by focused-ion-beam (FIB) techniques.'?
This paper reports a detailed study of this phenomenon,
and relates this to the nature of the localization and con-
duction processes. A large number of works have recent-
ly studied the properties of 2D dot (or antidot) lattices>*
usually fabricated on GaAs/Ga,;_,Al, As heterojunc-
tions; however, the large negative magnetoresistance
seems to be a particular feature of the very strong modu-
lating potential produced by FIB patterning. A study of
the temperature and magnetic-field dependences allows
us to fit the properties in terms of a largely 1D conduc-
tion process limited by the weak interconnections be-
tween the antidot regions.

The samples were produced as described in paper I,! by
a process of FIB patterning onto conventional
GaAs/Ga,;_,Al, As heterojunctions that had high mobil-
ities of ©=0.65(1.2)X 10% cm?/Vs at n =3.5(4.5)X 10!!
cm™? in the dark (fully illuminated) before patterning.
The sample details are given in Table I. According to the
damage-induced depletion theory,’ a space-charge region
is formed around each implanted spot, characterized by a
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depletion length,? leading to a region of exclusion for
electrons. Between the two nearest spots, a saddle-
shaped potential constricts the electron flow and a reser-
voir forms away from the damaged regions, thus acting
as an antidot. In Table I, the width W, and the length [,
of the constrictions is given, as deduced in Sec. IV. The
pattern configurations of the samples are as described in
paper I.! The magnetotransport measurements used con-
ventional ac lock-in technique at ~ 15 Hz, at currents of
~50 nA, taking care to avoid possible electron heating
effects. Temperatures were measured using a calibrated
Ge resistor, and the carrier densities were varied using
persistent photoexcitation with a red LED, and leaving
the system to equilibrate for a period of hours before
measurement.®

II. RESULTS

A. Results at 4.2 K

The negative magnetoresistance in low fields was ob-
served in all of the samples except sample 2, which was
the most weakly patterned. Figure 1 presents a variety of
magnetoresistance traces as a function of B recorded on
sample 1 at 4.2 K after varying bursts of light by LED.
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TABLE I. The pattern parameters for the four samples that have the same sample numbers as those
in paper I (Ref. 1). Because no NMR was found on the most weakly patterned sample 2, the values of

W, and [, for this sample in the table are absent.

Configuration Separation of Accelerating Spot size
Samples size (um) spot (um) energy (keV) (um) W, (nm) 1, (nm)
1 100X 250 1.0 20 0.4 57.6 340
2 100X 250 2.0 10 0.8
3 100X 400 0.8 20 0.4 67.4 328
4 100X 400 1.0 20 0.4 69.8 374

The carrier density labeled on each trace corresponds to
that in the constrictions, which was measured from the
Shubnikov—de Haas (SdH) oscillations in higher fields.!
For a particular trace, with the magnetic field increasing
from zero, the magnetoresistance first decreases, giving a
negative magnetoresistance, and then the SdH oscilla-
tions emerge above ~0.5 T, the precise value depending
on the concentration. In sufficiently high fields, the SdH
oscillations become dominant as edge states propagate
through the constrictions. The NMR, which can be as
big as 13.6 kQ per square, with a relative change of
Ap, (B)/p,(0) of 46% at 1.03X 10'! cm ™2 (nearly dark)
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FIG. 1. Magnetoresistance traces taken at five fixed carrier
densities at 4.2 K. The traces with concentrations above
1.61X 10" cm™? are offset for clarity. Please refer to paper I
(Ref. 1) for detailed pattern configurations of samples. The car-
rier densities labeled on the traces are those measured by SdH
oscillations in strong fields.

is a strong function of the carrier density. For higher
densities, the NMR almost completely disappears, sug-
gesting that the NMR (or the localization) in our samples
stems from the pattern-induced depletion potentials in-
stead of random impurity potentials as in disordered sys-
tems.” The electrons were shown in paper I to strongly
screen the patterning potential, so that the modulating
potential profile falls as the carrier density (and Fermi en-
ergy Ep) rises. This is associated with a rapid rise in con-
ductivity as the constrictions open up. We therefore as-
sociate the large NMR with the presence of the applied
patterning potential. With increasing concentration, the
field range in which the delocalization occurs falls from
~1.4 to 0.5 T or less. For comparison with theory we
use the magnetoconductance G (B) (the inverse of R,,),
which is shown as a function of B in Fig. 2 for one sample
for various carrier densities. A comparison of the
carrier-density dependence of the conductance for two
different pattern periods is shown in Fig. 3.

B. Temperature dependence

Temperature dependence of the NMR was studied
from 4.2-0.6 K, and Fig. 4 shows a typical plot of the
low-field magnetoconductance for a set of temperatures
in a strongly patterned structure. The solid lines are fits
that will be described below. The low-field region is used

for study here to avoid any influence of the
Shubnikov-de Haas oscillations.
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FIG. 2. The increase in magnetoconductance G (B)— G (0)
measured on sample 3 at 4.2 K for several different electron
densities. The solid lines are a guide for the eye.
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FIG. 3. Conductance at 4.2 K as a function of carrier density
in samples 3 and 4.

All samples show a conductivity that decreases as tem-
perature falls, but this is strongly related to the strength
of the patterning and carrier density. Figure 5 shows a
typical example for a 1-um-period structure. For the two
lowest densities 1.03 and 1.27 X 10!! cm 2 there is quite a
large linear increase in conductivity with temperature,
but for the higher densities this begins to saturate and is
much closer to a In7T dependence. For example, when the
conductance at 2.0X 10! ¢cm ™2 is replotted as a function
of InT as presented in the uppermost curve of Fig. 5, it
shows a good straight line. Similar detailed studies were
done on several samples at typically four or five different
densities.

III. ANALYSIS

It is well known that NMR is explained in disordered
systems as due to either localization or interaction effects.
Localization theories’ ~® predict a logarithmic correction
to the drude conductivity in a 2D disordered systems and
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FIG. 4. Magnetoconductance as a function of B at six fixed
temperatures at a carrier density of 1.73X 10" cm ™2 measured
on sample 3. Symbols are the measured results and the solid
curves are calculated by Eq. (1) in Sec. IV with K,=1/9.5 and
K, =5/24 for specular reflection (see text for details).
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FIG. 5. The two types of temperature dependence of the con-
ductance seen at high and low electron densities. The data are
for sample 1. The conductance at 2.0X 10'! cm~? is drawn as a
function of both In7T and T to demonstrate the InT dependence
at higher carrier density. The solid lines show the results of a
least-square fitting to a simple linear T (lowest two traces) or
InT dependence (upper three traces).

a T ?/? dependence for 1D, arising from a single elec-
tron scattered in a random impurity potential in the
weak-field limit o, 7, <<1, where w,=m*/eB is the cy-
clotron frequency and 7, is the elastic collision time with
impurities. This effect is suppressed when B =B,
=#/4eDr,, where D is the electron-diffusion coefficient.
B, is typically around 0.1 T.'° Electron-electron interac-
tion theories also predict a logarithmic correction to the
conductivity in 2D disordered systems, which is due to
the enhanced Coulomb interaction between diffusively
moving electrons''? even in the regime of w,7, >>1.1>1
The NMR due to this interaction, which is proportional
to B? (Refs. 13 and 15) in both 1D and 2D systems, can
be observed up to fields of B <B2=k,T /gup,'* '® giv-
ing a parabolic curve. For GaAs in our samples, B, is es-
timated to be of order 1.5 T for the temperature range of
interest. The two theories have been widely used to fit
experimental data.!”2*

However, the data presented above show a number of
important differences from that seen in conventional
disordered 2D systems, which makes the use of the con-
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ventional theories inappropriate. Notably: (1) both the
field range (in excess of 1 T) and the magnitude of the
change in conductance (over 50% in some cases) are
much larger than usual; (2) the low-field limit of the
NMR is linear in B, in comparison with the parabolic be-
havior that is normally seen; (3) the NMR is strongly pat-
tern dependent, mostly disappearing when the density is
high and the patterning is screened out.

We therefore look to an explanation based on the pres-
ence of the antidot lattice.

We imagine the antidot lattice as the following. Each
reservoir, in which the electron concentration is higher
than in necks,! can be thought as a 2D electron gas
(2DEG) with high mobility similar to the material before
being patterned. The saddle-shaped potential between
two adjacent implanted spots behaves as a constriction to
the electrons with a width W, and length /,. The width
W, was estimated by letting W, =2R_(B), where R_.(B)
is the cyclotron radius at the magnetic field where the
first strong SdH oscillation minima appear in the trace,
which means the sample is in a 2D transport regime
where the cyclotron radius is smaller than the half of the
constriction width. Before putting electrons in the sam-
ples, the energy bottom of each neck should be the coin-
cident point of the two equipotential lines from two adja-
cent depletion centers. We assumed that the screening
distorts the equipotential circles in the neck region when
the electrons populate the necks, leading to a W, separa-
tion between two equipotential lines. By this geometrical
relation we estimated /, as [, ~1/2W,d. These two pa-
rameters are also listed in Table I. For the electron
elastic-scattering time 7, in the necks, we approximate it
as the same as that in the reservoirs. Physically, this cor-
responds to the assumption that the patterning process
only caused periodical potentials in the 2D junction and
no additional disorder scattering exists. Both the es-
timated 7, and the mean free path of electrons [,
(l,=vpT,, where vy is the Fermi velocity) are listed in
Table II for one sample using the measured carrier densi-
ty and u, <(n,)"* and the unpatterned mobility. We
found, first of all, /, > W,, i.e., the electrons in the con-
strictions move ballistically from one side wall to the oth-
er and then are scattered by the boundary. The theory of
weak localization in one-dimensional disordered sys-
tems?> (AA theory) is not applicable in our case, since it
is valid only if I, <<W,. Second, as we will see below,
l,>>W, holds for all our samples at the temperatures
and the concentrations of interest, implying each con-
striction is a one-dimensional system in low fields just like
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that in a point contact.?%?%2” Neglecting the resistance
in each reservoir and assuming the net current in the
transverse direction is zero, the patterned 2DEG can be
thought as an array of one-dimensional point contacts in
series and parallel connection. The number of the con-
tacts is L /d and W /d in the two directions, respectively.
Here L, W, and d are the length, the width of a 2DEG,
and the pattern period, respectively.

Having set up such a physical picture, we found that
the magnetoconductance properties of our samples
should be described by the theory of one-dimensional
weak localization modified by boundary scattering that
was first studied for diffuse surface scattering by Dugaev
and Khmelnitskii (DK) (Ref. 28) in the pure metal regime
(I, >> W) in the weak and strong magnetic field limits and
then extended by van Houghton et al.? to the crossover
between the regimes of /, << W (AA theory) and [, > W
(DK theory) in a narrow channel and a thin film includ-
ing specular boundary scattering.

The theoretical expression for the magnetoconduc-
tance, G (B) in such a one-dimensional channel, using a
semiclassical approach (A << W, ) under the diffusion ap-
proximation (I, <I, ) can be described as follows:?’

e VD

G(B)=G(0)——ﬂ% I

—1/2
1 + 1

T¢ T

o
’T'¢ T Te

B i —1/2
T
1 1

+ | =+
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—-1,2
] , (1

where 7, is the phase-coherent time depending on tem-
perature, D is the diffusion coefficient that simplifies to
D =(vgW, /m)n(l,/W,) in the limit [, /W — o, [, is the
length of each constriction, and 7z is the phase-
relaxation time ‘

4 2
lc lc Te

Bl K1W3UF KZWr% ’

Tp (2)
where W, is the width of each constriction, v is the Fer-
mi velocity, and I.=V'#/eB is the magnetic length. K,
and K, are two coefficients, depending on the scattering
mechanism, with theoretical values of K, =1/9.5 and

TABLE II. The characteristic parameters of the 2D array of point contacts.

n (cm™?) 7, (10712 ) 1, (um) (10'/s) A (10° s/K) A (10° s/K)
1.03x 10" 3.93 0.64 2.25 6.93 9.17
1.27x 10" 5.38 1.08 0.69 4.29 6.35
1.37x 10" 6.03 1.29 0.84 4.50 5.52
1.72X 10" 8.48 2.29 0.30 2.48 3.59
2.0X 10" 10.6 3.35 0.19 2.00 2.68
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K,=5/24 for specular scattering, and K,=1/47 and
K, =1/3 for diffuse scattering.

Fixing the constants K| and K, and the estimated pa-
rameters for W, and 7,, we fitted the theory to our mea-
sured magnetoconductance by least squares using the
phase-coherent time 7, as a fitting parameter. Figure 4
shows one of the fitting results for the magnetoconduc-
tance from sample 3 at 1.73 X 10'! cm ™2 and Fig. 6 shows
the fitting results for the phase-breaking rate 1/7, as a
function of temperature from sample 4. The smallest 7,
at 4.2 K for all the samples is 3.75X 107 !2 sec. So_the
shortest phase-coherent length / is calculated by Vv Dr,
to be 0.2 um, which is much bigger than the width W,.
The fitting results can be summarized as follows. First,
the fitting is good when values were taken for K;=1/9.5
and K,=5/24, which is consistent with a specular
boundary-scattering mechanism for the electrons.
Second, as shown in Fig. 4, good agreement was found up
to 0.3 T at lower concentrations and 0.2 T at higher
values. Above this field, disagreements begin due to the
onset of SdH oscillations and the electron trajectory
curves too much for this theory to be valid. The con-
ducting channels became wider at higher densities owing
to screening, so that the theory is only applicable in
weaker fields. Third, the plot (Fig. 6) of the phase-
breaking rate, which is the inverse of 74, shows a linear
increase as a function of temperature for all densities,
which will be discussed in the following section. The
same theory can be used to describe the conductances at
both lower and higher concentrations and generates a
linear dependence of the phase-breaking rate, indepen-
dent of whether the conductance is in a region that has ei-
ther a linear T or InT dependence.
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FIG. 6. The fitting results for the temperature dependence of
the phase-breaking rate, 1/7, from sample 4. The linear depen-
dence of 1/74 on temperatures occurring in all of the samples.
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IV. DISCUSSIONS

From Tables I and II, the mean free path (/,) is longer
than the length of each constriction /, which suggests
that Eq. (1) is not applicable in our case because the
diffuse approximation breaks down in this regime. How-
ever, we have two reasons to support our analysis in the
above section. First of all, an electron experiences many
boundary scattering events as it moves in a constriction
from one end to the other, so that the actual path of the
electron may be substantially longer than the physical
length. Second, the boundary scattering happens not
only in the constriction where the width is W,, but also
in the transition regions between the reservoirs and the
one-dimensional constrictions, where the width is still
smaller than or comparable to the mean free path in
Table II. So the “effective” length could be much longer
than the mean free path.

As mentioned above, Fig. 6 shows a linear increase of
/7y with temperature. In contrast, Choi, Tsui, and Pal-
mateer’® and Lakrimi’! have found that the magne-
toresistance of thin wires of GaAs/Ga,_,Al As below
B, (defined by [.=W) is independent of temperature
when boundary scattering is dominant. In our case both
the conductance and 1/7; contain a term linear in tem-
perature. We therefore conclude that there is an addi-
tional inelastic-scattering process present with a linear T
dependence.

Since the phase coherence length I, estimated from 7
in Fig. 6 is longer than the constriction length for all of
the data, we postulate that the majority of the additional
scattering comes from the transition regions at either end
of the 1D point contacts, where the width is comparable
to the electron mean free path. The phase-breaking rate
1/74 can then be expressed as

1/74=1/Tgpet 1/ Tpe » (3)

where 1/7,, is independent of temperature,3? being pro-
portional to the 1D boundary roughness scattering rate
and the subscript pc denotes the point contacts. For the
second term the subscript tr denotes the transitional re-
gion. There could be many sorts of inelastic-scattering
mechanism. We have calculated the scattering rate of
acoustic phonons with electrons which is proportional to
T.3%34 This rate is on the order of 10® (sec™!), about one
order of magnitude smaller than that in our data. For
electron-electron scattering, the scattering rate is

(kTP | E
m ‘Kp F
=——-1 4
1/74p 2 T#E, n KT (4)
when T > h /(kg7,) (Refs. 35 and 36) and
kBT EF’re
=——1In|—}— 5
1/T¢2D 2EF7‘e 1 # (5)
when T <h/(kgt,) (Refs. 35-37). In this work

h/(kgT,) is estimated at from 4.1 to 7 K, so the second
formula is applicable in our case. We ascribe the second
term of Eq. (3) to the electron-electron scattering in the
transitional regions. Therefore, we have
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FIG. 7. The ratio of the fitted ( 4) to the calculated (A, )
linear temperature coefficient of the phase-breaking rate in sam-
ple 1 (0), sample 3 (@), and sample 4 (V).
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1/7,=B+ In =AT+B, (6)

where B is a constant standing for the temperature-
independent (boundary) scattering rate. By fitting a
linear function of temperature to the measured curves in
Fig. 6 (symbols), we obtained the slope A and the inter-
cept B of the straight lines in Table II. The values of 4,
in the table are the calculated coefficients of the linear T
term in Eq. (6) which are very close to the measured ones,
the slopes of 1/7, vs T in Fig. 6.

The excellent agreement can be seen in Fig. 7, which
shows the ratio of 4 to A, for three different samples.

7359

In general, the measured values are a little below the cal-
culated ones, as would be expected, since only a part of
the mean free path will be within the transition regions.

In general the boundary scattering rate increases rapid-
ly for the lower-density, more strongly modulated results,
as would be expected qualitatively; however, no detailed
theory of this yet exists with which to make a quantita-
tive comparison.

Finally it should be remarked that although we are in
the regime [, >/,, W,, we would not expect to observe
any conductance quantization in our structures, since we
are making an ensemble average of > 10* point contacts.
Thus, any small fluctuations in width or potential height
will act to smear out the quantization. It is only when
high magnetic fields are applied, as in paper I' that
quantization can occur due to the much larger energy
scale of the Landau levels.

V. CONCLUSIONS

We have demonstrated that a characteristic feature of
an antidot lattice, acting as an array of point contacts, is
a strong negative magnetoresistance. This is also found
to be quite strongly temperature dependent, giving rise to
a linear temperature dependence of the conductivity for
strong patterning. Detailed analysis shows that the data
can be fitted by a combination of boundary scattering in
the point-contact regions and electron-electron scattering
in the transition regions to the electron reservoirs. For
more weakly modulated structures the same scattering
mechanisms and analysis lead to a In7 contribution to the
conductivity.
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