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X-ray re6ectivity study of the surface of liquid gallium
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X-ray reflectivity from the surface of liquid gallium was measured under ultrahigh vacuum conditions
using a novel technique for curved surfaces. The small deviations between the measured and theoretical

0
Fresnel reAectivity for an ideally sharp Hat interface for wave-vector transfer 0..5 A imply an inter-

0
facial width for the electron density profile of 1.3+0.2 A. This is consistent with a model of atomic

0
close packing which lacks structure along the surface normal at length scales & 10 A.

The properties and structure of the free surface of
liquid metals depend sensitively on the many-body nature
of the interactions and intra-actions between the ions and
the electrons, including subtle electron screening e6'ects.
Over the last two decades, research on liquid metals has
intensified because of their immense practical and basic
scientific importance. Nevertheless, our current under-
standing of their surfaces is still relatively primitive. '

Despite a wealth of data on the interfacial surface tension
y, neither its magnitude nor its variation from material
to material has received a satisfactory theoretical ex-
planation. The surface energy of liquid metals can be
-20% less than that of the solid at the melting tempera-
ture T; just above T, the temperature derivative of the
surface energy ("surface entropy") is significantly lower
than that of the solid. Extensive simulations, and recent
perturbation and asymptotic Euler-Lagrange calcula-
tions also predict the formation of positionally ordered
layers of atoms at the surface. Yet, except for a few iso-
lated experimental results the surface order of liquid met-
als has not been extensively studied.

Both Rice and others have performed x-ray reAectivity
measurements on liquid-metal surfaces. Unfortunately,
without the advantages of synchrotron x-ray sources
these studies were inconclusive. They implied interfacial
widths that were significantly broader than expected from
microscopic considerations, as well as structure along the
surface normal at unphysical lengths. In contrast, recent
studies of the surfaces of a number of nonmetallic liquids
obtained interfacial widths and characteristic lengths in
good agreement with simple physical expectations. '

The experiment we report here demonstrates that the in-
terfacial width between liquid gallium and its vapor is not
so anomalously broad as to preclude x-ray reQectivity
measurements at the large wave-vector transfers needed
to probe surface-induced atomic layering. ' In the
present measurements there was no evidence for struc-

0
ture at length scales exceeding 10 A.

The geometry of x-ray specular reAectivity has been
discussed elsewhere. " When the wave-vector transfer Q

along the surface normal exceeds about 5Q,
[Q, =(4m/k)sin&„where 8, is the critical angle for total
external reflection of x rays of wavelength A,], the ratio
between the measured x-ray reAectivity R(Q) from a
rough surface and the theoretical Fresnel reAectivity
R~(Q) from an ideal interface is given by

2
R (Q) /Rz( Q)= (l/p ) Jdz[B(p(z))/Bz]e'2'

Here, p is the bulk electron density and (p(z) )
represents the dependence of the horizontal plane-
averaged electron density on the surface normal coordi-
nate z. For Q ~ 5Q„an equivalent numerical result can
be obtained. ' Common to nearly all measurements on
disordered surfaces of nonuietallic liquids is that, for Q
much larger than atomic or molecular dimensions,
R (Q)/R~(Q) =exp( —Q tr ). This implies B(p(z) ) /
t)z ~p exp( —z /2o. ), where cr is a measure of the width
of the liquid-vapor interface. Surface-induced atomic
layering of period L can cause R /Rz to deviate from the
Gaussian law (with maximum deviation when QL-~);
for liquid metals I. is predicted to be of the order of the
atomic diameter D, . For Q &((2m/D, )-2 A ' x. rays
merely probe (p(z)) averaged over bz —l/Q and since
our range of wave-vector transfer was restricted to

0

Q ~ 0.55 A ' the data are relatively insensitive to
surface-induced atomic layering.

For free surfaces of simple liquids, which have been
shown to possess a (p(z) ) whose derivative is Gaussian,
0. is well represented by some combination of an intrinsic
width o.;„, as well as a thermal fluctuation term o,h. The
intrinsic width is given by the bulk correlation length g
which is typically of the order of the atomic (or molecu-
lar) radius, while tr,h-(k~T/y)' in the classical limit,
where y is the macroscopic surface tension. For H20,
y=73 dyncm ', implying that the Auctuation term is
the dominant contribution to the measured value of
~=2.8 A. Although one possible measure of the length
scale for the transition from the bulk to vapor density can
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be obtained from simple energy considerations (i.e.,
-ylrz. where IrT is the bulk isothermal compressibility)
this estimate is typically three or four times smaller than

Since o;«are of the order 1 A, the net interfacial
width for H2O and other nonmetallic liquids should be
dominated by the fluctuation term. For nearly all the
nonalkali liquid metals the values of y are almost an or-
der of magnitude larger than that of water, suggesting
that o.,& should also be about 1 A; however, since these
combine in quadrature the measured interfacial width

o~„,=Qo;«+o, b should not be much larger than cr;«.
Nevertheless, the only reported experimental values are
considerably larger than expected from experience with
simple liquids [i.e., 2.1 A (2X ) for liquid Hg and 3.9 A
(4X) for liquid Ga]. If this discrepancy were typical
R (Q) would be unobservably small in the range of Q
where interference maxima from surface-induced atomic
layering are expected. In contrast, the value of
cr =1.3+0.2 A we report here is consistent with measur-
able refiectivities at Q=2. 6 A, near the first peak in
the Ga liquid structure factor. '

X-ray re6ectivity measurements of liquid-metal sur-
faces pose some technical problems. First, the sample
must remain horizontal while being moved vertically to
intercept the incident beam that is deQected downward
by a. Since some of rneasurernents must be made at rela-
tively small angles (8, =0.35'), very small errors in sam-

ple height can move the beam unacceptably far from the
center of the horizontal sample surface. Second, for a
beam of height h =0.04 mm incident at 0.37' relative to
the horizontal, the angle of incidence relative to the sur-
face will vary by %1.2 if the liquid surface has a 150-mm
radius of curvature. The combined effects of large sur-
face tension (a problem for small samples) and mechani-
cally excited surface waves (a problem for deep samples)
frustrate efforts to attain this degree of fatness for
liquid-metal sample surfaces. Bosio et al. ' attempted to
extract reAectivity data from the curved surface of a
liquid-Hg drop, but were unsuccessful. The present work
employed a variation of their method in combination
with the more traditional specular reQection geometry.

The problem of mechanically excited surface waves
was overcome by using shallow enough samples (i.e.,
50.3 mm) that surface waves with wavelengths longer
than the sample depth were suppressed by viscous drag at
the liquid/solid interface. Initially prepared under high
vacuum, the substrates, 30-mm-diam stainless-steel Hats,
were sputtered free of oxides in an rf glow discharge sus-
tained in an argon atmosphere, through which liquid gal-
lium (99.9999% bulk purity) was later dropped onto the
substrate surface. The Ga spontaneously spread to cover
the sputtered surface with contact angles —10', as judged
by eye. These samples were transported through air into
a UHV chamber where x-ray measurements were made at
02 partial pressures less than 10 "Torr. The visible ox-
ide film that formed on the surface during transfer was
removed with a mechanical scraper, after which residual
oxides and other trace impurities were removed by
sputtering with 2-keV argon ions. Although surface
cleanliness could not be probed in situ, the efficacy of this
procedure in producing an oxide-free surface was tested
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FIG. 1. X-ray photoelectron spectra of the surface of a
liquid-Ga-In eutectic alloy atop a stainless-steel substrate. The
filled circles are the sum of ten scans from 24- to 14-eV binding
energy, showing 3d peaks of elemental Ga at 19.0 eV as well as
those of Ga20& at 20.7 eV. Following 20 s of 15-keV Ar+ bom-
bardment, four scans over the same energy window (open
squares) show no trace of the oxide peak.

FIG. 2. Schematic diagram of curved liquid-surface kinemat-
ics. The parallel incident beam at angle o. to the horizontal with
an intensity distribution Io(s) strikes the surface at a point
where the local normal is at an angle (t (s) to the vertical. X rays
regected from this point are detected at an angle P(s).

by studying a similarly prepared sample, also transferred
through air, in a dedicated x-ray photoelectron spectrom-
eter (XPS). Figure 1 shows the region of the Ga 3d peak
in the XPS from the surface of a Ga-In eutectic alloy (24
wt % In) before and after 20-s bombardment with 15-keV
Ar+; the absence of the GazO& 3d peak indicates
8 2—4% of a monolayer of oxide.

X-ray reAectivity measurements were made on the
Harvard-Brookhaven liquid-surface spectrometer in-
stalled on beam line X-22B, details of which are described
elsewhere. " The incident beam of wavelength A, =1.612
A was collimated to a vertical angular divergence to 0.05
mrad using a 0.5-mm slit immediately preceding the
toroidal mirror. Using a 0.03-mm-high defining slit 200
mm upstream of the sample, the beam height at the sam-
ple position was 0.04 mm. Its width was 0.4 mm with a
0.1-mrad horizontal angular divergence. As shown
schematically in Fig. 2, the incident beam is deflected
downward by an angle a, striking the top of a rounded
drop. Specular reQection of x rays from different posi-
tions along the drop yields outgoing rays at upward an-
gles P=a —2P, where P is the angle in the plane of in-
cidence between the vertical and the surface normal at
the point where the beam intercepts the top of the drop.
Intensity is measured as a function of P by vertically
scanning a detector with a 2-mm-high slit located 600
mm from the sample. Confirmation that the signal was
due to specular reAection came from horizontal scans of a
1-mm-wide detector slit through both direct and rejected
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beams for each n, as well as from vertical scans of the
sample position at fixed a and P with open detector slits.

The vertical intensity distribution of the incident beam
Ic(s)bs is well represented by a square wave with negligi-
ble angular divergence: Io(s)=1 for ~s~ S0.02 mm and
zero otherwise. Hence, the intensity I(/3)h/3 detected at
outgoing angle /3 (AP= —,

' is the detector's angular reso-
lution) can be interpreted quantitatively. Intensity ob-
served at P arises from a point on the sample for which
the surface normal is tilted in the plane of incidence from
the vertical by P =(a —P)/2, with resultant scattering an-
gle 28=(a+P). Then I(/3)AP=IO(s)R (Q) ~ds/d/3~5/3,
where Q =(2m. /A, )(a+/3). Neglecting the angular disper-
sion of the incident beam, the liquid surface with curva-
ture radius Ro maps the position s along the incident
wave front (and with it, the tilt angle P at the point where
the beam strikes the sample) onto P via
~ds/d/3~ =(Ro/4)(a+/3), so that I(/3)bP~ QR (Q).

Figure 3(a) shows I(/3)b/3 plotted as a function of Q for
a=0.37 (8, =0.35'). The solid line illustrates the best
fit of QRF(Q) to the data in the range 0.025 ~ Q ~0.075
A ', corresponding to b,p =6.4 mrad; the only adjustable
parameters in this fit were the absolute intensity and a
small offset that allowed for the +0.03' uncertainty in e.
Deviations from QRF(Q) outside this range are probably
due to the 0.04-mm height of the beam since, for
a=0.37', the projection of Io(s) on the incident beam on
the horizontal is = (0.04 mm)/sin(0. 37') or 6.5 mm,
which would span -41 mrad, or -2.3, if Ro were only
150 mm; from data taken at larger o., to be discussed
below, Ra+320 mm. The filled squares in Fig. 3(b) are
excerpts from the same data, divided by Q and normal-
ized to unity at Q„while the thin solid line represents
R~(Q). Since the relative values of data and RF(Q) agree
over more than two orders of magnitude, we can con-
clude that exp[ —(O. lo ) ] ~0.9, or o. ~ 3.2 A; however,
with increasing a the range of h, P illuminated by the
beam decreases and we show below that it is possible to
measure absolute reAectivities which place an upper
bound on o. at 1.3+0.2 A. .

The open circles identified as (c), (d), (e), and (f) in Fig.
3 represent P scans for +=1.8', 2.6', 3.3', and 4. 1

(Q=0.25, 0.35, 0.45, and 0.55 A '). The open squares
above each of these scans represent the background-
subtracted integrated intensity for each, while the heavy
solid lines represent the convolution of Rz(Q) with reso-
lution functions appropriate to the widths of the associat-
ed /3 scans. Although the curvature-dependent variation
in the orientation of the surface normal is responsible for
the widths of these scans their integrated intensities do
not depend on Ro. Aside from the last point at Q =0.55
A ', all of these measurements would be consistent with
R (Q) =Rz(Q) and o =0. The broken line in Fig. 2
represents a convolution of R (Q) with the distribution in

P as determined from the data in Figs. 3(c)—3(f), with
RF(Q)exp( oQ ) usi—ng the best fit value of o =1.3 A.
The quoted value of Ao =+0.2 A is obtained by varying
cr such that the model will go through either point (e) or
(f). Although theoretical models of liquid-metal clusters
predict surface-induced oscillations in (p(z)) that are
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more or less symmetric about p, they average out over a
0

length scale of —10 A, which corresponds to the smallest
length scale to which our data are sensitive. It follows
that unless (p(z) ) takes on values substantially greater
than p near the surface, this value of o. is independent
of the existence of surface order.

In summary, x-ray reAectivity was measured from the
surface of liquid Ga for wave-vector transfers Q S0.55
A '. The data would not be consistent with an electron
density profile along the surface normal having a Gauss-
ian width o. in excess of 1.3+0.2 A '. Specular x-ray
refiectivity would have to be extended to Q -2.5 A ' in
order to determine the existence of surface-induced atom-
ic layering; based on these results so far, such studies
seem practical. This bound on o. is compatible with the
theoretically expected contribution of -0.83 A (at
Q, =0.45 A ' with in-plane resolution b, Q„b Q
=0.032 X0.0004 A ) from thermal excitations if the in-
trinsic width is 5')/(1. 3 —0.83 )=1.0 A. It is not clear
what value to anticipate for the intrinsic width; however,
since this value is larger than typical estimates based on
the product y~T and smaller than the 1.5-A atomic ra-
dius, we believe that the surface is shown to be atomically
Oat.

The paucity of data on liquid-metal interfaces can
largely be attributed to difhculties in obtaining sufficiently
large, Hat surfaces and suppressing mechanically excited

FIG. 3. (a) Plot of I(P)AP for a=0.37. The abscissas are
converted to the corresponding Q value and represented by
open squares. The solid line shows a fit of QR„(Q) between
0.025 and 0.075 A (~P~ ~0. 18'). (b) Excerpt of data from (a)
divided by Q and normalized to unity (filled squares). (c)—(f)
Open circles are detector height scans at 0.25, 0.35, 0.45, and

o
0.55 A; open squares are background-subtracted integrated
intensities of those peaks. Heavy solid line segments denote
Rz(Q) calculated using Gaussian resolution functions with half
widths at half maximum of 0.016, 0.010, 0.009, and 0.007 A
respectively, corresponding to widths of the scans; broken line
segments show RF(Q)exp( —o. Q ) with o = 1.3 A.
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surface waves. In this work we have shown that quanti-
tative measurements can be made on curved samples.
Hopefully, the results and techniques presented here will
lead to more experiments on the surfaces of both pure
metals and alloys in the liquid state.
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