
PHYSICAL REVIEW B VOLUME 47, NUMBER 9 1 MARCH 1993-I
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We present systematic ab initio calcultions for the interaction energies of impurity pairs in Cu, Ni, Ag,
and Pd. The calculations are based on local-density theory and apply the Korring-Kohn-Rostoker
Green's-function method for spherical potentials. The full nonspherical charge density is used to calcu-
late the double-counting contributions to the total energy. In particular, we calculate the nearest- and

next-nearest-neighbor interaction energies of impurity pairs of the 3d and 4sp elements in Cu and Ni as

well as of similar pairs of the 4d and 5sp elements in Ag and Pd: these interactions determine the order-

ing or segregation behavior of the alloys at finite temperatures. Comparisons are drawn with experimen-
tal phase diagrams, solid solubilities of the impurities, and also with the available information about the
interaction from diffuse-scattering experiments. The physical mechanisms determining the nearest-

neighbor interactions of the impurity pairs are discussed using simple model calculations based on the
tight-binding method and the jellium approach: (1) The 4d-4d interactions in Ag and Pd, being repulsive

at the beginning in the 4d series and attractive around the middle, can be understood by considering
both the changes of the d bond and the repulsive energies between different atomic rearrangement of iso-

lated impurities and impurity pairs. For 3d impurity pairs with the large local moments (Cr to Co) in Cu
and Ni, magnetic effects also become important. (2) The repulsive interactions of 4sp-4sp in Cu as well

as of 5sp-5sp in Ag can be understood by the electrostatic interaction between the excess ionic charges of
the impurities, being screened by the conduction electrons of the host, while the stronger repulsive in-

teractions of 4sp-4sp in Ni as well as of 5sp-5sp in Pd mainly arise from the breakup of the sp-d bonds
between the sp impurities and the transition-metal hosts.

I. INTRODUCTION

The interactions of point defects in solids have been
the subject of numerous experimental studies in the last
decade because the knowledge of the interaction is in-
dispensable for the understanding of many basic physical
processes, such as diffusion, short-range order, segrega-
tion, ordering, etc. It is obvious that the diffusion prop-
erties of impurities in metals depend strongly on the
vacancy-solute interaction energies. Most interesting,
from a technological point of view as well as the funda-
mental point of view, are the interatomic interactions in

alloys, which are essential for the understanding of phase
diagrams. While a huge amount of experimental data
about the phase diagrams exist, the theoretical under-
standing of the phase stability of the alloys is one of the
most important but unsolved problem in metal physics. '

The present paper represents a small contribution to this
important problem.

Recently, we have successfully calculated solution en-
ergies of impurities from first principles. The calcula-
tions are based on local-density-functional theory and ap-
ply the Korringa-Kohn-Rostoker (KKR) Green's-
function method for impurities together with a recently
developed accurate total-energy formalism. Based on

this method, we have succeeded in calculating the
vacancy-solute interaction energies in several hosts. The
experimentally known interaction energies of vacancy-
solute pairs in Cu, Ni, Ag, and Pd are very well repro-
duced by the calculations and the microscopic mecha-
nisms have been elucidated. Further, the calculations
have been applied to the interaction energies of the im-

purities with the probe atoms ( Rh, ' Pd, and "'In) in

Ag and Pd. By comparing our results with the available
experiments, we have found in most cases good agree-
ment with perturbed angular correlation (PAC) experi-
ments. '

In this paper we use the same method to study the
impurity-impurity interaction in Cu, Ni, Ag, and Pd. We
have chosen the series Sc to As as the impurities in Cu
and Ni and the series Zr to Sb as impurities in Ag and
Pd. The reason for treating these combinations of host
and impurity elements, which all belong to the same row
in the periodic table, is that lattice-misfit effects, which
are not included in the present calculations, should be
reasonably small. The microscopic mechanisms of the
impurity-impurity interactions are discussed with the
help of model calculations based on the jellium model
and the tight-binding approach.

In Sec. II we brieAy discuss the present calculational
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method. In Sec. III we discuss the calculated results for
the nearest- and next-nearest-neighbor interactions of im-
purity pairs in Ag and Pd. In most of the cases studied
here, the nearest-neighbor interaction is much stronger
than the interaction at next-nearest-neighbor sites. In or-
der to elucidate the physical mechanisms governing the
chemical trends of the nearest-neighbor interactions, we
have examined the following two kinds of interactions:
the covalent interaction between the d orbitals on the
nearest-neighbor sites and the repulsive interactions be-
tween the ion cores. In Sec. IV we describe the nearest-
and next-nearest-neighbor interaction energies of the im-
purity pairs in Cu and Ni. The micromechanisms of the
impurity-impurity interactions in Cu and Ni can also be
explained analogously to Sec. III, although there are con-
siderable differences for the strongly magnetic 3d impuri-
ty pairs (Cr to Co), which have their origin in the large
magnetic moments of these impurities. On the basis of
our calculations, we discuss in Sec. V some characteristic
features of the phase diagram of the corresponding
binary alloys, in particular solid solubilities of impurities
and ordered structures. We also compare our results
with the available effective pair interaction energies, of
Ising-type models, determined from diffuse-scattering ex-
periments. We summarize the main results of the present
paper in Sec. VI.

Since the 1ong-standing problem of predicting the
phase stability of alloys from first principles has attracted
large theoretical efforts, we will brieAy note the
differences between our more fundamental approach to
calculate the interaction energies in alloys and those us-

ing the Korringa-Kohn-Rostoker coherent-potential ap-
proximation (KKR-CPA) and the Connolly-Williams ap-
proach. The present calculation, while restricted to the
dilute limit, considers only configurations, the energy
differences of which define uniquely the pair interactions
for nearest and next-nearest neighbors.

The generalized perturbation method' (GPM) com-
bined with the KKR-CPA method starts from complete-
ly disordered alloys, as described quite realistically by the
KKR-CPA, and then calculates the interactions by in-

serting two specific atoms into the CPA medium. In this
way the concentration dependence of the interaction is
fully included as a result of the embedding into the CPA
medium. However, additional approximations cannot be
avoided. While the KKR-CPA relies already on the
single-site approximation being not unproblematic for al-
loys with charge transfer, " in the GPM the two- and
more-center interactions are calculated in the frozen-
potential approximation and moreover by taking only
single-particle energies into account. In the present treat-
ment, all these approximations are avoided, which has to
be paid for by being restricted to the dilute limit.

In principle, the Connolly-Williams approach deter-
mines in the same spirit the interactions from different
configurations. Here the results of supercell calculations
with many different configurations in the unit cell are
fitted by models containing two- and three-center interac-
tions. The best fit obtained by the smallest number of pa-
rameters determines the optional model for the interac-
tions, which can therefore not be determined uniquely.

The statistical part of the calculations, i.e., the calcula-
tion of the phase diagram from given interactions, could
be performed either by the cluster variational method'
or by the Monte Carlo method. ' The latter more accu-
rate method has been used for some of the results cited in
Sec. V, e.g. , calculating the solubility of Co in Cu.

II. METHOD OF CALCULATION

In this section we summarize only briefly the main
characteristic features of the calculational procedure, as
it has been discussed by Klemradt et aI. We will outline
the theory for paramagnetic systems; the generalization
to magnetic systems is obvious. The calculations are
based on the KKR Green's-function method for the im-
purity calculations and on a recently developed accurate
total-energy formalism. In the KKR Green's-function
method, the Green's function of the system is expanded
in each cell into radial eigenfunctions of the local poten-
tial, assumed to be spherically symmetric within the
Wigner-Seitz spheres. For the spherical potentials, we
use the I =0 component of the full cell potential, which is
constructed from the full cell charge density. All the
multiple-scattering information is contained in the
structural Careen's-function matrix Gzt". (E), which is re-
lated to the Gt"L. (E) of the ideal crystal by a Dyson equa-
tion

GLt. , (E)=GLt., (E)+ X GLt. "(E)Et'"., (E)Gt"."L, (E),

(2.1)

where At&"" (E)=tt" (E)—tt"" (E) is the deviation from
p II

the host t matrix tt" (E). The rank of G is determined by
the number of perturbed potentials and the number of an-

gular momenta taken into account.
For the present impurity systems, we calculate self-

consistently all perturbed atomic potentials in the two
kinds of impurity clusters shown in Fig. 1; Fig. 1(a) shows
the 20-atom impurity cluster for the nearest-neighbor in-

teraction energy and Fig. 1(b) the 22-atom impurity clus-
ter for the next-nearest-neighbor interaction energy. In
the 20- (22-) atom impurity cluster, the two impurity
atoms are situated at the nearest-neighbor (next-nearest-
neighbor) sites 1, whereas 18 (20) host atoms occupy the
sites 2 —5 (2 —4) and are nearest neighbors to at least one
of the impurity atoms. The maximum angular momen-
tum l,„ for the Green's function is chosen to be 3. It
was shown in Ref. 3 that both approximations are
sufficient to obtain reliable total energies. The change of
the integrated density of states, necessary to "alculate the
change of the single-particle energies induced by the im-

purities, is determined by Lloyd's formula, which analyt-
ically sums all perturbations of the wave functions over
the whole infinite space. The energy integration is per-
formed by a contour integral in the complex energy
plane. ' The double-counting contributions for both the
Coulomb and exchange energies are calculated by use of
the full anisotropic charge density in each Wigner-Seitz
cell ~

' The integrations over the exact faceted Wigner-
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4
4l

3

Seitz cell can be performed by introducing a Heaviside
function, which is equal to 1 inside and 0 outside the cell,
expanded by spherical harmonics within the circumscrib-
ing sphere of the Wigner-Seitz cell. We apply density-
functional theory in the local-density approximation of
von Barth and Hedin with the parameters as given by
Moruzzi, Janak, and Williams. '

The interaction energy E;„, between the two B impuri-
ties in the host 2 is defined as the total-energy difference
between two states: (l) the final state where the two B im-
purity atoms are located at nearest-neighbor (or next-
nearest-neighbor) sites l and (2) the initial state where
both the impurity atoms are infinitely far away. Thus
E;„, is given by
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(2.2)

(2.3)

(2.4)

where E~~ represents the total energy of the system with
the X-Ypair in the center of the cluster and AEzz is the
excess energy with respect to the energy of the ideal A
crystal. All energies E~z's are calculated using the 20- or
22-atom geometries shown in Fig. 1.

III. CAI.CULATED RESULTS
QF THE IMPURITY PAIRS IN Ag AND Pd

A. Impurity-impurity interactions
in a noble metal Ag

Figure 2 and Table I show the calculated interaction
energies between pairs of equal impurities in Ag. Table I
also lists the results for Pd, discussed in the next subsec-

0
O

0.2—

I I I I I I I I I I I I

X—X in Ag

Ql 0.0—
O
C
O —Q.R—

In this section we discuss the calc~ilated results for the
nearest- and next-nearest-neighbor interaction energies of
the 4d and 5sp impurity pairs in Ag and Pd. All the pairs
considered here are nonmagnetic.

FIG. 1. Two impurity clusters used in the present calcula-
tions. All the atoms are on fcc sites. (a) The 20-atom cluster of
D2& symmetry for the nearest-neighbor interaction. Five kind
of sites are shown: one impurity site 1 in the center and four
nearest-neighbor sites (2—5) adjacent to the impurity sites. (b)
The 22-atom cluster of D4& symmetry for the next-nearest-
neighbor interaction. Four kind of sites are shown: one impuri-

ty site 1 and three nearest-neighbor sites (2—4) adjacent to the
impurity sites.

C

~——0.4—0
0
l5
3. —0.6—
O

—O.B—
I I I I I I I I I I I I

Zr NbMoTc RuRhPdAgCd In Sn Sb

FIG. 2. Interaction energies between two identical 4d or Ssp
impurities in Ag. The large solid circles () indicate the in-
teraction energies for the nearest-neighbor sites, and the small
solid circles () refer to the next-nearest-neighbor sites.
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TABLE I. Calculated nth-neighbor interaction energies E„'"' (n =1,2) of 4d and 5sp impurity pairs (Zr to Sb) in Ag and Pd (in eV).
Negative values mean attractive interaction, positive ones repulsive interaction.

Impurity Zr Mo Tc Ru Rh Pd Ag Cd Sn Sb

Eint
1

Eint
2

0.09
—0.07

—0.50
0.07

—0.74
0.13

—0.56
0.12

Host Ag

—0.25
0.08

—0.02
0.03

0.04
0.00

0.06
0.00

0.22
0.03

0.24
0.05

0.29
0.05

Eint
1

Eint
2

1.48
0.06

1.06
0.08

0.38
0.1 1

—0.04
0.09

Host Pd
—0.14 —0.05

0.05 0.01
0.00
0.00

0.18
0.00

0.67
0.04

0.87
0.05

0.90
0.07

tion. Positive energies mean repulsive interaction be-
tween the impurity atoms, negative ones attractive in-
teraction. From Fig. 2 it is obvious that the nearest-
neighbor interactions are of major importance. Follow-
ing the characteristics of the chemical trends found in the
calculation, the nearest-neighbor interaction energies can
be classified into the following two groups.

(1) For the 4d-4d pairs, except the impurity pairs at
both ends (Zr, Pd) of the 4d transition-metal series, the in-
teraction is attractive and its magnitude changes parabol-
ically from Zr to Pd, with the minimum at Mo.

(2) For the Ssp-5sp pairs, the interaction is repulsive
and its magnitude increases with the valence difference
between the impurity and host atoms. A parabolic
dependence is found from Ag to In and a smaller increase
from In to Sb.

It is found from the comparison between the calculated
results and the observed structures of phase dia-
grams'' ' shown in Table II that the fundamental
characteristic features of ordering systems such as AgZr,
AgCd, AgIn, AgSn, and AgSb are the repulsive interac-
tions between the nearest-neighbor impurity atoms in the
host metals; this is easily expected because the atom of
the impurity element becomes surrounded with the atoms
of the host element as a result of the repulsive interaction
of the impurity pair. Contrary to this, if the interaction
between two impurities is attractive, the impurity atoms
attract each other and then the binary alloys of host and
impurity elements should become of segregation type; in
line with this reasoning, the impurity-impurity interac-
tions of the binary alloys AgNb, AgMo, AgRu, and
AgRu, being of segregation type, are indeed attractive.
Thus we may expect that the difference between solid

0
where G"" (E) is the Green's function of the virtual
bound states of the isolated impurity specified by n as

G Illl
0 1

E Ed+i I— (3.2)

I and Ed represent the half width and energy level of the
virtual bound state, respectively, of the impurity in Ag; I
may be estimated by Heine's relation, ' and then Ed can
be obtained by assuming Nd of a free atom, while the co-
valent (interatomic) interaction Vdd between two d or-

solution type and segregation type of the binary alloys is
only distinguished by the nearest-neighbor interaction of
the impurities, which can be obtained from the calcula-
tions of a dilute limit. However, the differences between
the uniform solid solution and the ordered compounds, as
well as those among a variety of ordered structures, de-
pend on the more subtle interatomic interactions at the
more distant neighbor sites (see Sec. V for details).

Here we will discuss the physical origins of the
nearest-neighbor impurity-impurity interactions. First,
we explain the interaction of 4d-4d pairs. The basic
feature shown in Fig. 2 is the strong binding of two 4d
impurities, due to the covalent hybridization between the
4d states. In order to examine the chemical trends of the
covalent interaction, we use the Alexander-Anderson
model. ' All the information of the electronic struc-
tures of d states for two impurity atoms in a free-
electron-like host can be obtained by solving a Dyson
equation

G"" (E)=G'" (E)+ g G"" (E)V"" (E)G" "(E), (3.1)

TABLE II. Experimental information about ordering, decomposition and solid solubility in binary alloys of host elements (Ag, Pd)
and (Cu, Ni) and impurity elements (Zr to Sb) and (Sc to As). All data are shown in Refs. I and 17—19. The symbols in the table are
defines as follows: +, ordered compound exists (++; stable up to the melting point), and EI should be )0 (or ))0); —,miscibility

gap is found, and El should be (0; and l, s, c, large, small, continuous solid solubility, and therefore, if c, ~E; ~
is small, if ++1,

E, ))0 and E, ~ 0, and if ++s, E& ))0 and E2 (0;?, no experimental data available (the prediction is given in parenthesis); and 0
indicates the very few minor differences between observations and calculations (see text).

Zl Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb

Ag
Pd

CU
Ni

Sc

++s
++Os

+s
+ +?(l)

++s
++Oi

++l +l
Cr

s
+c

?( —s)
l

Mn

c
+l

s
s

Fe Co Ni CU

+l
++l
Zn

+l
+l

++l
++l

++l
++l

++l
++l

++l
++l

++l
++l
As

++l
++Os
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bitals on the neighboring atoms may be estimated follow-
ing Harrison and Froyen. ' The d functions of two im-
purity atoms in jellium can be classified by the molecular
orbitals ddo. , ddt. , and dd5 according to their azimuthal
angular momentum I, =O, 1, or 2 around the molecular
axis. The ddo. orbital is singly degenerate, and the dd~
and dd6 ones are doubly degenerate. Because of the co-
valent (interatomic) interaction Vdd, each of these states
splits into a bonding and antibonding state. Thus one
would expect six difT'erent peaks. The average potential
on each site can be determined self-consistently by use of
Eq. (3.1) and the equations

V"" = U(Nd —Nd ),
1

Nd = ——I dE ImG"" (E),

(3.3)

(3.4)

where U (=5 eV) is the intra-atomic Coulomb integral
and Xd is the d-electron number of the isolated impurity
n. A more detailed discussion of I, Vd'd, and U will be
given elsewhere. Using the resultant phase shift P, we
can calculate the d-bond energy Ub, „d between the two X
impurity atoms,

(Ebond )Uxx Ef
irlt bond f

ergies may be neglected because the d orbitals of Ag are
very localized like core electrons and the sp bonds are
weak. The calculated covalent interaction energy (d-
bond energy) is shown in Fig. 3. It is obvious that the
chemical trends of the KKR results are reproduced very
well by the simple model: The model calculations repro-
duce the parabolic behavior across the 4d series with the
minimum at Mo where the bonding states are just filled.
It should be noted, however, that the energy di6'erence
between the KKR calculations and the simple model cal-
culations becomes very large toward the early transition-
metal elements. This difterence arises from the neglect of
the repulsive interaction between the ionic cores, which is
known to become important for the interaction between
the early transition-metal atoms with a larger Wigner-
Seitz radius. According to Pettifor, this repulsive in-
teraction energy between the neighboring ion cores can
be written by use of the d-electron numbers as

—(0.87+0.15' )R
rep=a d e 7 (3.6)

where a (=216 eV) was fitted to reproduce the d-band
width and Wigner-Seitz radius of the pure Mo and R is
the bond length of the Ag bulk. Then the contribution of
the repulsion energy E,'„', to E;„„due to pairing of two X
impurity atoms, is given by

—U[(Nd )
—(Nd ) ] . (3.5) E"'"= Uxx+ Usa —2Uax

int rep rep rep (3.7)

In order to estimate E;"„',", we must also take into ac-
count the bond energies between host and impurity and
host and host [as in Eq. (3.7)]. However, those bond en-

Zr Nb Mo Tc Ru Rh Pd Ag
I I I I I I I I

4d —4d in Ag0.8—
X

repulsion
X~

~x~~

0.6—
)

0.4—

y 0.2
LeI

O. O

O
-0-2C

Q
g —0.4
LI
c 0.6

—0.8—

—1.0—

ond
Ision+

/

+
+ r d k)ond

+
I I I I I I I I

3 4 5 6 7 8 9 10
4d-electron number per atom

FICs. 3. Interaction energies (A) between two identical 4d
impurities in Ag, obtained by the simple model calculations and
two contributions: d-bond energy (+) and repulsion energy
(X). The results of the KKR calculations () are also shown
for comparison.

E;„',= b,Z, b, V~ ( R, ) eo b Z, b Z ~, (3.8)

where b, Vz(R, ) is the change of the Coulomb potential at
the position R„being induced by an isolated impurity
with the excess charge AZ2 at the neighboring site. The
interaction is repulsive, since the potential b. V~(R, ) for
Cd —Sb impurities on the neighboring site has the same
sign as AZ2, i.e., it is repulsive for Azp )0. This uncom-
plete screening of the potential on the neighboring site is
the reason why two sp impurities are repelling each other.
It also explains directly why the In-In interaction is about

The calculated results for E,'„', and the sum total of E;„',"
and E";„', are also shown in Fig. 3. It is obvious that the
di6'erences between the KKR results and the d-bond en-
ergies are mainly attributed to the repulsive interactions.
Thus we may conclude that the interaction energies of
the impurity pairs of d elements in Ag mainly consists of
the d-d covalent interaction between two impurities and
the changes of the repulsive interactions between the ion
col es.

Next, we will discuss the repulsive interaction of 5sp-
5sp impurity pairs. It can qualitatively be understood by
considering the electrostatic interaction of the two impur-
ities, ' being properly screened by the Ag host. This
can be shown either by replacing the two impurity poten-
tials by pseudopotentials and using second-order pertur-
bation theory or by using the expression for the interac-
tion energy derived in Ref. 4, being based on the
Hellman-Feynman theorem with the nuclear charge as a
variable. By treating the changes of AZ, and AZ2 of the
both impurities as a perturbation, the electrostatic in-
teraction energy E;'„', is in this case given by
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4 times larger than the Cd-Cd interaction. Of course, the
above expression for the interaction is based on perturba-
tion theory and only holds for small AZ s. For higher
valent impurities, Eq. (3.8) is no longer valid. The co-
valent interaction between the Ssp orbitals at two impuri-
ties, which is not included in the approximate formula
(3.8), also becomes important; it is attractive and cancels
a main part of the repulsion due to the electrostatic in-
teraction. Consequently, one may expect the smooth
change of the interaction energies from In to Sb. A more
detailed discussion of the trends of the interaction ener-
gies will be given elsewhere. Note that in the above dis-
cussion the d band of Ag does not enter at all. We be-
lieve that it plays a minor role in the interaction, so that
for this purpose the Ag host might be well described by a
jellium model.

B. Impurity-impurity interactions
in a transition-metal Pd

The calculated nearest- and next-nearest-neighbor in-
teraction energies of the 4d and Ssp impurity pairs in Pd
are shown in Fig. 4 and Table I. We also note that the
next-nearest-neighbor interaction energies are very small
compared to the nearest-neighbor interactions. It is
found from a detailed comparison between Tables I and
II that the differences between the segregation and solid
solution behavior of the corresponding binary al-
loys, " ' known experimentally, can be explained by
considering only the dominating nearest-neighbor in-
teraction: An attractive interaction leads to segregation,
a repulsive one to a solid solution. In all cases the theory
explains the observed experimental behavior (see Secs. III
and V).

It should be noted from the comparison between Figs.
2 and 4 that the fundamental trends of the interactions in
Pd are rather similar to those in Ag, although the in-

teractions are much more repulsive in Pd than in Ag:
The strong attraction in the middle of the 4d series disap-
pears for the Pd host, and the repulsive interactions for
the early 4d impurities and also for Ssp impurities are
much stronger in Pd. The disappearance of the strong at-
traction in the 4d impurity region can be explained by
considering, in addition to the d-d bond between the two
impurities, the energy loss due to the breakup of two d
bonds between the host orbitals and the 4d impurity or-
bitals, which occurs as a result of the impurity pair for-
mation. This effect can be neglected in the Ag host be-
cause the bonding between the impurities and host atoms
is rather weak, as discussed in Sec. IIIA. According to
the Alexander-Anderson model discussed in the previous
subsection, the energy loss due to the breakup of two d
bonds between the Pd and impurity atoms becomes very
large for the early transition-metal impurities: It is the
largest for the Pd- Y pair as the system is characterized by
strongly covalent bonding. Since the total 4d electron
number of the Pd- Y pair is —10, the low-lying bonding
states are fully occupied, leading to an optimal bond
strength and consequently a very large bond-breaking en-
ergy. The strong repulsion of Ssp-Ssp pairs in Pd can be
explained along similar lines: By forming the pair, two
rather strong Ssp-4d bonds between the Ssp impurities
and the Pd host must be broken. This energy loss is not
overcome by the energy gain due to the formation of the
weak Ssp-Ssp bond between both impurities and the addi-
tional Pd-Pd bond; the special strength of the Ssp-4d
bonds of Ssp impurities in Pd can be estimated from the
large solution energies in Pd (see Fig. 4 in Ref. 5). For
these reasons the interaction energies of Ssp impurities in
Pd are repulsive.

IV. CALCULATED RESULTS
OF THE IMPURITY PAIRS IN Cu AND Ni

1.0—
Q)

0 0.8—
I

0.6—
0

~~
g 0.4—
l0

O.Z—
C

I I l I I I I I I I I

PJ

In this section we discuss the calculated results for the
nearest- and next-nearest-neighbor interaction energies of
the impurity pairs Sc to As in Cu and Ni. The electronic
structures for the ground states of impurity pairs of Sc to
V, Ni, and Zn to As in Cu are nonmagnetic, but magnetic
for the impurity pairs of Cr to Co in Cu and all the im-
purity pairs in Ni. The microscopic mechanisms of the
impurity-impurity interactions can be explained similarly
as discussed in the previous section, except for the
strongly magnetic impurity pairs of Cr to Co, where the
changes of the local moments due to pairing of the im-
purities becomes important.

A. Impurity-impurity interactions
in a noble metal Cu

0.0—

0 Q I I I I I I I I I I I I

Zr Nb MOTc RURh PdAg Cd In Sn Sb

FICx. 4. Interaction energies between two identical 4d or Ssp
impurities in Pd. The large solid circles I,

'~) indicate the interac-
tion energies for the nearest-neighbor sites, and the small solid
circles (0) refer to the next-nearest-neighbor sites.

Figure 5 and Table III show the calculated interaction
energies of these impurity pairs (Sc to As) in Cu. Table
III also includes the results for Ni, being discussed later.
For the comparison with the results of the 4d impurity
pairs in Ag, being nonmagnetic, the calculated results
without spin polarization are also shown in Fig. 5 ~

Again, it is obvious that the nearest-neighbor interaction
is dominating. We find from a detailed comparison be-
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FIG. 6. Local moments of the isolated 3d impurities (0) and
the 3d impurity pairs (0) in Cu. The Cr and Mn impurity pairs
have antiferromagnetic configurations, and the Fe and Co im-

purity pairs have the ferromagnetic configurations.

FIG. 5. Interaction energies between two identical 3d or 4sp
impurities in Cu. The large solid circles () indicate the in-
teraction energies for the nearest-neighbor sites, and the small
solid circles (0) refer to the next-nearest-neighbor sites. Open
circles (o and o) refer to calculations without spin polarization.

tween Tables II and III that the observed fundamental
characteristic features of the phase diagrams" ' can
qualitatively be explained by the nearest-neighbor in-
teraction of the impurity pairs: The attractive interac-
tion leads to segregation, the repulsive one to a solid solu-
tion (see Sec. III). By comparison of the results of Fig. 2
for Ag and Fig. 5 for Cu, we see that the characteristic
features are very similar, except for the impurities Cr,
Mn, Fe, and Co, which are magnetic.

Here we will therefore only discuss the magnetism of
the nearest-neighbor impurity pairs of Cr to Co in Cu.
The ground states of the impurity pairs are antiferromag-
netic for Cr and Mn and ferromagnetic for Fe and Co.
The existence of an antiferromagnetic configuration for
Mn and of a ferromagnetic configuration for Fe is in
agreement with neutron-scattering measurements of
Davis, Burke, and Rainford. The magnetic moments
for the impurity pairs as well as the isolated impurities

are shown in Fig. 6: a vanishing moment for the V pair,
a considerable decrease (

—0.22 and —0.16) for the anti-
ferromagnetic configurations of Cr and Mn, a small de-
crease ( ——0.05) for the ferromagnetic configuration of
Fe, and a considerable increase (0.24) for the ferromag-
netic configuration of Co. The behavior of the moment
changes due to pairing can easily be understood by use of
the Alexander-Anderson model combined with second-
order perturbation of the covalent interaction matrix ele-
ments: For the antiferromagnetic case the moments al-
ways decrease, while for the ferromagnetic case the mo-
ments decrease or increase depending on the derivative of
the local densities of the states at the Fermi level. For ex-
ample, the small change of the moments of Fe is easily
explained by considering the peak position of the density
of states of the minority spin: Since the peak is located at
the Fermi level, the splitting of the minority peak cannot
change the moment. These moment changes lead to a
complicated behavior of interactions for the strong mag-
netic impurity pairs. If we use the tight-binding approxi-
mation and assume charge neutrality, the changes of the
binding energy (per two impurity atoms) due to the
changes of the magnetic moments may be written as

TABLE III. Calculated nth-neighbour interaction energies E„'n' (n = 1,2) of 3d and 4sp impurity pairs (Sc to As) in Cu (in eV). The
ground states for the nearest-neighbor (next-nearest-neighbor) impurity pairs in Cu are antiferromagnetic (ferromagnetic) for Cr and

Mn and ferromagnetic (antiferromagnetic) for Fe and Co. For the other nearest- and next-nearest-neighbor impurity pairs in Cu, the
ground states are nonmagnetic. The ground states of the impurity pairs in Ni are ferromagnetic for all the impurity pairs of the
nearest-neighbor as well as the next-nearest neighbor. For Cr to Co impurities in Cu, the interaction energies of the excited states are
also shown in parentheses; the excited states for the nearest-neighbor (next-nearest-neighbor) impurity pairs are ferromagnetic (anti-

ferromagnetic) for Cr and Mn and antiferromagnetic (ferromagnetic) for Fe and Co. Negative values mean attractive, positive ones

repulsive interaction.

Impurity Sc V Cr Mn Fe
Host Cu

Co Ni CU Zn Ga Ge As

Eint
1

Eint
2

0.80

—0.05

0.28

—0.04

—0.23

0.07

—0.25
(0.12)

—0.04
(0.03)

—0.10
(0.07)

—0.04
(0.03)

—0.21
( —0.05)

0.03
(0.04)

—0.12
( —0.04)

0.03
(0.04)

0.01

0.01

0.07 0.38 0.39 0.39

0.00 0.02 0.06 0.02

Eint
I

Eint
2

0.90
—0.02

0.81
—0.10

0.45
—0.15

0.01
—0.15

Host Ni
0.22 0.13
0.01 —0.01

0.00
0.00

—0.02 0.09 0.35 0.66 0.69
0.00 0.01 0.01 0.02 0.02
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AE, = ——I(M+AM) —M I,J
(4.1)

where J and M are the exchange integral and magnetic
moment for the single impurity; AM is a change of the
magnetic moment due to pairing of two impurities. If we
use the KKR results for the magnetic moments, the mag-
netic part of the interaction acts repulsively for the Cr
and Mn pairs and attractively for the Co pairs. For the
Fe pairs, it will be weak since the magnetic moment is
practically unchanged, as seen in Fig. 5. If J is assumed
to be -0.6 eV, AE, is 0.39, 0.33, 0.08, and —0.15 eV
for Cr, Mn, Fe, and Co, corresponding to the KKR re-
sults of 0.24, 0.31, —0.01, and —0.06 eV. The differences
of the simple model calculations with the KKR results
may be attributed to the changes of the kinetic energies
due to the changes of the wave functions, being also
caused by pairing of two impurities.

B. Impurity-impurity interactions
in a transition metal Ni

1.0)I
0.8

Ql 0.6
C

0.4
C

0.2
Q
C
a 0.0I

—0.2

I I I I I I I I I I I

eighbo

0 /
'W

I

2nd neighbor
M ——~

I I I I I I I I I I I I I

Sc Ti V Cr MnFe CONi Cu ZnGa Ge As

FICx. 7. Interaction energies between two identical impurities
of the 3d or 4' impurities in Ni. The large solid circles () in-

dicate the interaction energies for the nearest-neighbor sites,
and the small solid circles () refer to the next-nearest-neighbor
sites. All the impurity pairs have ferromagnetic configurations;
the impurity moment couples ferromagnetically to the host mo-

ment from Mn to Co and otherwise antiferromagnetically to the
host moment.

Figure 7 and Table III show the calculated interaction
energies of the impurity pairs Sc to As in Ni. It is also
true that the observed fundamental characteristic
features of the phase diagrams, as listed in Table II, can
be almost explained by the nearest-neighbor interaction
of the impurity pairs: The attractive interaction leads to
segregation, the repulsive one to a solid solution (see Secs.
III and V). We note from the comparison between Figs.
4 and 7 that the characteristic features of the nearest-
neighbor interaction energies of the 3d and 4sp impurity
pairs in Ni are similar to those of the 4d and 5sp impurity
pairs in Pd, although there are considerable differences in
details: (1) the weak repulsion for Mn and Fe in Ni com-
pared with the weak attraction for Tc, Ru, and Rh in Pd
and (2) the considerable reduction of the repulsive in-
teractions for the early 3d and 4sp impurities in Ni, com-

pared with the early 4d and 5sp impurities in Pd. The
first difference can be explained by considering the de-
crease of the impurity moments due to pairing: The mo-
ments for Mn, Fe, and Co change from 2.90, 2.68, and
1.71 to 2.80, 2.62, and 1.69; the impurity pairs prefer the
ferromagnetic configurations and couple ferromagnetical-
ly to the host moment. We also note that the changes of
the moments of the host Ni atoms adjacent to the impuri-
ties are very small. As a result, we may expect that the
changes of the impurity moments due to pairing act
repulsively for Mn, Fe, and Co, as discussed for Cr and
Mn in Cu. In contrast to this, the reduction of the repul-
sive interaction of the early 3d impurities in Ni is
presumably due to the weaker hybridisation of the 3d or-
bitals compared with the 4d ones, which decreases the
bond strength between the host atom and the impurity.
Magnetic effects presumably do not play a role here.

V. INTERACTION ENERGIES
AND PHASE DIAGRAM

The present approach to the impurity-impurity in-
teractions in Cu, Ni, Ag, and Pd has yielded ab initio
predictions which can be used for calculating alloy prop-
erties such as ordering and segregation and, in principle,
also phase diagrams. In order to determine equilibrium
configurations at finite temperatures, we relate the impur-
ity pair energies E& and E2 to the effective pair interac-
tions E = —4J of the Ising model

H= —g'J, s, s

with the occupation variable s; =+1 if either atom 3 or
8 is at site i and g' avoids double counting. Since the

impurity pair energies have been obtained for the dilute
limit and the variation of these energies with composition
is a priori not known, and since, moreover, only the in-
teractions of the first and second neighbors are calculat-
ed, the predictive power of the present results concerning
alloy properties might be limited and it is interesting to
see how well one is doing.

The following discussions will compare the present cal-
culations with experimental data. First, Table II summa-
rizes the ordering and decomposition properties as ob-
tained from the phase diagrams of the host-impurity al-
loys being considered here. Second, Fig. 8 shows which
ordered alloy phases may be expected to form on the fcc
lattice (even if the fcc phase does not remain stable with
alloying, one might predict the metastable fcc phases, for
instance, Gruinier-Preston zones). Third, the solid solu-
bilities of the impurities are related to the impurity in-
teractions (see Table II). If, for instance, E, or E2 is neg-
ative, the solubility is typica11y small and analytically
determined, while, if both E, and E2 are positive, the
solubility should be larger even at lower temperatures (as
calculated by Monte Carlo simulations). Finally, we dis-
cuss the impurity interactions in view of the results for
concentrated alloys investigated by diffuse-scattering
measurements and KKR-CPA-GPM (a combination of
generalized perturbation method with the Korringa-
Kohn-Rostoker multiple-scattering formulation of the
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FIG. 8. D&stribution of the
ordered structures as a function
of E, and E2. One clustering
family and three types of order-
ing families appear if the in-
teractions are taken into account
up to the second neighbor: (1)
(000), decomposition; (2)
(100), Cu, Au structure (L1,);
(3) ( 1 —'0), Al, Ti structure
(D022); and (4) ( —' —' —' ), CuPt
structure (L 1&). The calculated
impurity-impurity interactions
in Cu, Ni, Ag, and Pd are shown
for comparison with the experi-
mentally observed structures.

coherent-potential approximation) calculations.
Since the nearest-neighbor interaction is rather dom-

inating, its sign already determines whether ordered com-
pounds should be formed or a miscibility gap should be
observed experimentally, discussed in Secs. III and IV.
The results obtained are in remarkable agreement with
the experimental phase diagrams (see Table II). Further-
more, large values of E, are confirmed by the ordered
structures, which are stable up to the melting point.
Since there is a rather good general agreement, we dis-
cuss only the very few discrepancies. In the case of
AgZr, the calculated interactions are not suKciently
strong to explain the stability of the ordered phases, indi-
cating that probably further long-range interactions exist.
At first sight the observed ordering tendency of Mn im-
purities in Cu seems to contradict the calculations. How-
ever, if the energies of the ferromagnetic and antiferro-
magnetic Mn configurations are considered (see Table
III) and the magnetic contribution to the chemical order-
ing is fully taken into account (see discussion of CuCo
further below), ordering is indeed to be expected. No
phase diagram is available for AgTc, where we would
predict a miscibility gap.

Second, we discuss the particular possible ordered
structures which could be formed in the more concentrat-
ed fcc-based alloys. Therefore even the typically small
second-neighbor interactions are of importance. Of
course, the interactions to further neighbors, being not
calculated in the present work, may be important as
well. ' Considering the phase stabilities of ordered struc-
tures based on first- and second-neighbor interactions,
four types ordering families for the fcc alloys can be dis-
tinguished. The absolute minima of the interaction po-
tential E(h) are located at the four high-symmetry points
in the reciprocal space of the fcc lattice. Therefore one
expects, in the case of an ordering wave vector h, (1)
h=(000), simple phase decomposition; (2) h= (100),
Cu3Au structure (L12); (3) h=(1 —,'0), A13Ti structure
(DO22); and (4) h = ( —,

'
—,
'

—,
' ), CuPt structure (L 1,).

The distribution of the ordered structures as a function
of E, and E2 is represented in Fig. 8. The alloys of the
(000) region do indeed show phase decomposition, as
expected. Peculiarly, almost all results for these alloys
have a positive (repulsive) Ez We bri.etly note that this
will influence the manner of phase separation: From
Monte Carlo simulations, we found that the (100) inter-
faces tend to Aatten during the process of decomposition.

The distinction into the three different ordering fami-
lies turns out to be less successful. Predominantly, this is
caused by ordering on other basic lattices than the as-
sumed fcc structure. Therefore a prediction of such in-
coherent phase transformations is not possible on the
basis of the present data alone. As an example, alloys
which are expected to belong to the ordering family
( 100) show often a different behavior; Sc and Ti impuri-
ties in Cu and Ni reveal a very strong ordering tendency,
but form ordered structures on a hcp rather than on the
fcc lattice. " Two further candidates for a Cu3Au struc-
ture are Cr and V impurities in Ni. However, these al-
oy nlake the DO22 structur As discussed later, ex-

perimental data on the interaction energies indicate the
importance of further-neighbor interactions (see Table
IV). Only the alloys Ni3Fe really form the Cu3Au struc-
ture as suggested in Fig. 8." Alloys with E, and E2
positive are expected to order in the DO22 structure.
However, in particular, for large values of E, and E2 the
alloys form an ordered structure but not anymore on the
basic fcc lattice. This can be understood in view of the
frustration effects due to positive E, and E2. Changing
the the basic lattice structure —typically to hcp —may
then lead to energetically more favored ordered struc-
tures. The DO22 structure seems to be only likely for
small interaction energies. Concerning ( —,

'
—,
'

—,
' ) ordering

family, our results indicate only the two possible candi-
dates AgRh and PdTc. However, no certain experimen-
tal information about PdTc is available, and AgRh ap-
pears to be insoluble (although this could stem from the
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TABLE IV. Interaction energies determined from diffuse-scattering experiments by use of the in-
verse Monte Carlo method (in eV). For Ni3Fe, only the ferromagnetic configurations are taken into ac-
count to analyze the experimental results (see text).

Ni3V' Pd3V' Ni, Fe Nip 89Crp
bNip 59Cup 4l CuZn"

El
E~

0.124
—0.058
—0.022

0.012

0.180
—0.006

0.023
0.026

0.052
—0.022

0.000
0.000

0.052
—0.021
—0.003

0.026

—0.024
0.011
0.000
0.000

cz =0.311
0.037

—0.013
—0.003

0.000

cz =0.224
0.047

—0.003

'Reference 33.
Reference 40.

'Reference 30.
Reference 37.

insolubility in the molten alloys). ''
Third, we discuss measured solid solubilities of impuri-

ties which may serve as a stringent test of the calculated
interaction energies. Remaining differences should indi-
cate'the necessity of extending the present interaction
model; for instance, it may imply that further than
second-neighbor interactions are required for quantita-
tive agreement and also that the contributions to the en-
ergies due to the lattice distortions, being neglected in the
present calculations, are important. It is worthwhile to
note that there are qualitative differences in the solubili-
ties related to the above-mentioned different cases of or-
dering. Assuming an approximation for the dilute limit,
the boundary of solubility x is determined by
x =exp[(6E, +3E2)/kii T] for the simple phase decom-
position (000), while for the Cu3Au structure ( 100) the
boundary is given by x =exp(3Ez/kz T).

Such analytic approximations fail to describe the solu-
bility boundary for alloys belonging to the ( 1 —,'0) region;
regarding the distribution of results in Fig. 8, this con-
cerns a major part of the results. Even at T=O there is a
large solubility, due to the merely repulsive character of
the impurity interactions. From Monte Carlo simula-
tions by one of us, the solubility at T=O has been calcu-
lated to x =0.0836 for this case, where both E& and E2
are positive. If E2=0, this describes the boundary be-
tween (100) and ( I —,'0); the Monte Carlo result of the
solubility boundary at T=O is even larger: x =0.111.
Therefore the signs of the interaction energies E, and E2
distinguish not only the possible ordered ground states
(see Fig. 8), but furthermore also the characteristics of
the impurity solubilities. The comparison between the
measured solubilities and such quantitative predictions is
given in Table II (although the numerical values are not
listed) and yields a favorable agreement.

Quantatitive comparisons seem to be successful only
for the solubilities of the segregating alloys, where the
dominating interaction Ei( (0) is also playing a role.
Calculated and experimental values agree well in the
same order of magnitude. This seems to be a modest
agreement, at least at first sight. However, since x de-
pends exponentially upon the E s, this is a quite satisfac-
tory result. Deviations expressed in terms of the interac-
tion energies, presumably to further neighbors, are typi-

cally not larger than 0.02 eV. One exceptionally good re-
sult for Co impurities in Cu will now be described in fur-
ther detail, since it also illustrates the inAuence of magne-
tism. We note first that they are not the energies of the
nonmagnetic configurations —highest excited state—
which determine the effective chemical interactions and
therefore the solubility boundary. Rather, from the in-
teraction energies EF and E~ corresponding to the fer-
romagnetic (ground state) and antiferromagnetic (lowest
excited state) configurations of a Co-Co pair, respectively,
one obtains the chemical interaction
E,h [ =

( Ez +E~ ) /2] and the magnetic exchange interac-
tion E, ( =E„EF): —E,» = —0.0802 eV,
Eh 2 =00329 eV, E,g, =00777 eV, and
E, 2= —0.01025 eV. Then, using these parameters, a
Monte Carlo simulation has yielded an almost perfect
agreement with accurate measured solubilities; one can
estimate the possible contribution from E3 to be as small
as 0.003 eV.

The situation turns out to be rather complicated if
both the host and impurity elements are magnetic, for in-
stance, in the case of Fe or Cr impurities in Ni; although,
in principle, a Monte Carlo calculation for the finite-
temperature properties is feasible, it requires the follow-
ing condition and calculations: (1) The moments must be
stable against rotations, and (2) the exchange energies be-
tween all pairings of moments belonging to the host and
impurity elements must be calculated.

Last, we discuss the impurity interactions obtained
from diffuse-scattering measurements and KKR-CPA-
GPM calculations. We have only a few examples of al-
loys, where the interaction energies have been determined
from diffuse-scattering data which can be used for direct
comparisons (see Table IV). There are large discrepan-
cies between the calculated interactions of V impurities in
Ni (E, =0.45 eV and E2 = —0. 15 eV for c&=0.25; see
Table III) and the values deduced from scattering experi-
ments on disordered Ni3V [E, =0.124 eV and
E2= —0.058 eV for c~=0.25 (Ref. 33)] as well as be-
tween those of V impurities in Pd [Ei =0.48 eV and
E2 =0.07 eV for ci, =0 (Ref. 35)] and the values deduced
from scattering experiments on disordered Pd3V
(Ei =0. 180 eV and Ez = —0.006 eV for c&=0.25), which
cannot be explained by error bars of any of the methods;
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it should be noted that the calculated results are the in-
teraction energies for the dilute limit, while the experi-
mental results correspond to the concentrated alloys of
c&=0.25. Therefore a strong concentration dependence
for the interactions might be inferred. This may be seen
in the KKR-CPA-GPM results for the PdV alloy; while
the results in the 25%%uo V region agree well with the exper-
imental ones, for smaller concentrations the interaction
energies increase and are boldly extrapolated to the dilute
limit values of E, = —0.4 eV and E2= -0. 1 eV, which
are in good agreement with the present calculations (0.48
and 0.07 eV).

By similar comparison for the interaction energies for
the CuZn alloy, one obtains a fairly good agreement be-
tween the diffuse-scattering experiments [E& =0.047 eV
and E, = —0.003 eV for cz„=0.224, E, =0.037 eV and
E2= —0.013 eV for cz„=0.311 (Ref. 37)], the KKR-
CPA-GPM calculations [E,=0.06 eV and E~ = —0.014
eV for cz„=O—0.5 (Refs. 38 and 39)], and ours calcula-
tions (E& =0.07 eV and E2=0.00 eV for cz„=O; see
Table III), within deviations of 0.03 eV. According to
the KKR-CPA-GPM calculations, there is no significant
concentration dependence up to cz„=0.5. This trend is
clearly supported by the agreement of our calculations
for a dilute limit with the experimental results for the
concentrated alloys (cz„=O.224 and 0.311).

For NiCu, the diffuse-scattering data yield very small
interaction energies (E& = —0.024 eV and E2 =0.011 eV
for cz„=O.41), as also expected from the phase diagrams
showing a continuous solubility and consistent with the
present calculations for the dilute limit (E, = —0.02 eV
and E2=0.00 eV for Cu impurities and E, =0.01 eV and
E2 =0.01 eV for Ni impurities). For NiCr, the
differences between our results (E, =0.01 eV and
E2 = —0. 15 eV for c&„=0;see Table III) and those of the
diffuse-scattering experiments (E, =0.052 eV and
E2= —0.021 eV for c&„=0.11) are larger. However, it is
not surprising because the magnetic properties of Ni are
strongly reduced with the increasing Cr content; there-
fore, the ground-state energies of Cr impurity pairs in Ni
cannot be expected to describe the effective interactions
in the concentration alloys.

VI. SUMMARY AND CONCLUSION

The aim of this paper was to present accurate data for
the nearest- and next-nearest-neighbor interactions of im-
purity pairs in Cu, Ni, Ag, and Pd and to elucidate the
physical mechanisms responsible for the interaction. In
order to minimize the effect of lattice relaxations, not in-
cluded in the present calculations, we considered only
combinations of hosts and impurities from the same row
of the periodic table. We applied density-functional
theory in the local-density approximation and solved the
Kohn-Sham equations by using the KKR G-reen's-
function method for impurity calculations.

The strong attraction of 4d impurities in Ag is due to
the covalent interaction between the 4d orbitals, while
the repulsion of 5sp-5sp pairs can be explained by the
electrostaic interaction between the excess charges of the
impurities; this is a similar mechanism as discussed for
the vacancy-solute interactions in Ag. For Pd, the at-
tractive interaction is very weak in the middle of the 4d
series because the energy loss due to the breakup of the d
bonds between the host and impurity atoms cannot be
overcome by the energy gain due to the formation of d-d
bonds between the two 4d impurities. The stronger
repulsion for 5sp-5sp pairs in Pd than in Ag can be ex-
plained by the formation of strong 4d-Ssp bonds being
broken up by aggregation. The fundamental microscopic
mechanisms of the interactions of the 3d and 4' impuri-
ty pairs in Cu and Ni are almost the same as those of the
interactions of the 4d and 5sp impurity pairs in Ag and
Pd, except for the cases of strongly magnetic impurities.
It has been shown that, for the impurity pairs (Cr to Co)
in Cu as well as for the late 3d impurity pairs in Ni, the
magnetic contribution to the impurity-impurity interac-
tions can be explained by the changes of the impurity mo-
ments on pairing. In contrast to these, for the early 3d
impurity pairs in Ni, the weaker hybridization of the 3d
orbitals reduces the repulsive interaction.

In practically all cases considered, we find that the
first-nearest neighbor interaction dominates the alloy be-
havior: An attractive nearest-neighbor interaction of the
pair leads to segregation, a repulsive interaction to order-
ing. This simple rule is in good agreement with phase-
diagram information. However, otherwise a comparison
with experiments is very difficult. For ordering alloys the
ordered structures as predicted by our calculations are
often not found because other structures, e.g. , those
based on the hcp instead of fcc, are more stable. Estima-
tions for solid solubilities of impurities are somewhat
more successful, especially for CuCo. For CuZn we ob-
tain good agreement with diffuse-scattering measure-
ments and KKR-CPA-GPM calculations, while for NiV
and PdV the comparison points to an unusual large con-
centration dependence of the interaction.
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