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Observation of the interfacial-field-induced weak antilocalization
in InAs quantum structures
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We have studied low-temperature magnetoconductance and observed weak antilocalization in an
A1Sb/InAs/AlSb quantum-well structure. The spin-orbital field deduced from the antilocalization data
is found to be insensitive to photoinduced changes in the carrier density, suggesting that the interfacial-
field-induced rather than the crystal-field-induced spin splitting is the predominant cause of the spin-
orbital scattering. We also find a significant enhancement of spin-orbital scattering in ZnTe/InAs/A1Sb
structures which can be explained by the structural asymmetry, thereby confirming the dominant role of
the interfacial field.

Weak localization comes from the constructive in-
terference of two time-reversed paths of a conduction
electron in a disordered system and results in the quan-
tum reduction of conductance. However, in the presence
of strong spin dephasing, i.e., the electron changing spin
direction during conduction, the two time-reversed paths,
experiencing reversed spin-dephasing processes, give rise
to destructive interference and enhance the conductance
instead; this is referred to as weak antilocalization. ' Since
an external magnetic field destroys the spatial phase
coherence of the two paths, one observes positive (nega-
tive) magnetoconductance at low fields as the signature of
the weak localization (antilocalization). Antilocalization
has been extensively studied in metal films. It is under-
stood that the spin-orbital scattering from impurities,
especially heavy impurities, causes the spin dephasing in
these systems. Antilocalization in semiconductor two-
dimensional electron gases (2DEG) has also been ob-
served. ' Kawaguchi, Takayanagi, and Kawaji observed
antilocalization behavior in In As metal-oxide-
semiconductor inversion layers; yet the mechanism was
not well understood. Recently Dresselhaus et al. re-
ported the observation of antilocalization in GaAs inver-
sion layers and attributed the spin dephasing to the ran-
domized spin precession processes which were first de-
scribed by D'yakanov and Perel' (DP), and further
identified the cause as the crystal-field-induced spin split-
ting.

There are two major sources of the electric fields that
cause the spin splitting. One is the crystal field due to the
inversion asymmetry of the zinc-blende structure which
we will refer to as the I term; the other is the confining
electric field of the quantum structure, known as the
Rashba term (the R term). In this paper, we report the
observation of pronounced antilocalization behavior
in the A1Sb/In As/A1Sb quantum well and
ZnTe/InAs/A1Sb quantum structures. Our results can
be understood in terms of the Dp mechanism. However,
the observed enhancement of spin dephasing by structur-
al asymmetry, along with the carrier density dependence
studies suggests that in our structures it is the interfacial
Rashba field rather than the crystal field that causes the
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spin dephasing.
The nonintentionally doped A1Sb/InAs/A1Sb and

ZnTe/InAs/AlSb structures were grown by molecular-
beam epitaxy. The Zn Te/InAs/AlSb structures are
developed to implement field-effect transistors and the de-
tailed growth information is given in a separate publica-
tion, ' while the A1Sb/InAs/A1Sb structure is similar to
those described in the literature. " We have investigated
three samples (samples A —C) for spin-orbital scattering,
of which samples A and C have the A1Sb/InAs/A1Sb and
ZnTe/InAs/A1Sb structures, respectively. Sample B also
has a ZnTe/InAs/A1Sb configuration; however, two A1Sb
monolayers are incorporated at the ZnTe/InAs interface,
making the structure intermediate between
ZnTe/InAs/A1Sb and A1Sb/InAs/A1Sb structures. The
thicknesses of the InAs layers in samples A —C were mea-
sured to be 150, 125, and 150 A, respectively, by
transmission electron microscopy. A 1.0-mm-long and
0.15-mm-wide Hall bar was photolithographically defined
and etched for each sample. Contacts to the 2DEG's
were implemented by depositing indium dots on the film
surface with a hot (370'C) solder tip. Low-temperature
resistance was measured in a He cryostat by using a
Linear Research LR4000 AC lock-in bridge operated at
17 Hz. Excitation was kept low to avoid heating effects.
Magnetoresistance up to 8 T and Hall measurements
were performed and single-frequency Shubunikov —de
Haas (SdH) oscillations were observed in all the samples.
We also observed quantum Hall effect in samples A and
B.

Low-field negative magnetoconductance of sample A
at 4.2 K is shown in Fig. 1. The experimental data are fit
with the 2D weak localization magnetoconductance for-
mula
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0.4 the motional narrowing in electron-spin resonance, ' giv-
ing a spin-dephasing rate

0.2 r,, ' = ( AE, )r, /4'' (2)
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Here ( b,E, ) is the Fermi-surface average of AE, and r„
is inversely proportional to ~, due to the randomization.

Theoretical calculations show that the I term is much
larger than the R term in wide-band-gap material quan-
tum structures, such as GaAs inversion layers. The cal-
culations also predict that the R term increases much fas-
ter than the I term as the band gap becomes smaller, and
therefore the R term is expected to be more significant in
narrow-band-gap materials. ' One way to distinguish the
two terms is to study their different forms of carrier den-
sity dependence. Due to the different physical origins of
the electric fields, the spin splitting of the two terms de-
pends on the wave vector k differently. AE, of the I term
has k dependence, while that of the R term has linear k
dependence. ' ' Using Eq. (2) and the definition of H„,
we find the quadratic dependence of spin-orbital field H„
on carrier density N, for the I term,

FIG. I. Magnetoconductance of sample A at 4.2 K. The
solid curves are the fit of the experimental data to Eq. (1).
Goo=e /2+%=1. 23X10

H„=gX,
while H, is independent of N, for the R term,

(4)

Here Ag is the quantum correction to conductance, and
+ is the digamma function, the effective fields are defined
by H) =H, +H„+H„H2 =H, + —,H„+—', H„H3 =H;
+2H„and H =Pi/4De~, D being the diffusivity, given
by —,'Uzw„w 's being the characteristic transport times,
and the a's correspond to elastic (e), inelastic (i), spin-
orbital (so), or spin-spin (s). Antilocalization occurs when
spin dephasing is strong, i.e., ~„&~;. Here we follow the
usual notations of weak localization theories by using ~„,
even though the spin-dephasing processes in our samples
do not originate from impurity related spin-orbital
scattering. In the simulations, we assume no magnetic
impurities in the system, therefore H, =0. ~, and w„are
the only two parameters in the curve fitting. Simulations
show that the negative magnetoconductance curve satu-
rates at -4H„, when ~„&&~,.

Unlike the well-known spin-orbital scattering in metal
films, where the spin-orbital coupling is associated with
the electric field of an impurity, ' the DP spin-dephasing
mechanism is a%1iated with the dipole field due to inver-
sion asymmetry (the I term) or the interfacial field (the R
term). Analogous to spin-orbital interaction, the electric
field transforms into an effective magnetic field in the
moving frame of the conduction electron and causes the
spin splitting AE, in the conduction band. At the same
time, this magnetic field, directed perpendicular to the
motion, causes the spin to precess around the field direc-
tion with frequency Q=AE, /2A'. In the presence of elas-
tic scattering, when ~, ' & 0, the electron scatters before
it reaches an eigenstate of the system. Each scattering
event changes the direction of the effective magnetic field
which depends on the electron wave vector and causes
the electron to precess around a new direction, thus ran-
domizing the precession process. ' This is analogous to

Here (E, ) is the expectation value of the electric field

perpendicular to the film surface, while q and y are con-
stants independent of carrier density.

We used red light-emitting diodes (LED's) (A, =655 nm)
to change the 2DEG carrier density in sample A. To en-
sure more uniform illumination, the LED's were wrapped
with filter paper. Negative photoconductivities were ob-
served, " and both the Hall measurement and the change
of SdH oscillation frequency showed the decrease of the
carrier density under illumination. In the experiment, we
were able to change the density by -20%. The density
dependence of H„ is shown in Fig. 2, where the dashed
and solid lines are predictions of Eqs. (3) and (4), respec-
tively. The fact that the data do not follow the quadratic
dependence (dashed line) clearly excludes the predomi-
nance of the I term. Meanwhile the data show that H„
are essentially independent of carrier density. This fits
well with the prediction of the R term, if one assumes
that (E, ) does not change significantly under the pho-
toinduced carrier density change within the experimental
range.

As stated in Eq. (4), the spin-orbital field is proportion-
al to the square of the expectation value of the interfacial
field (E, ), which is commonly zero for a bound state,
causing the interfacial-field-induced spin-orbital scatter-
ing to vanish. However, it is pointed out by Lommer,
Malcher, and Rossler' that (E, ) is nonzero in hetero-
structures, where different material layers have different
effective masses. In addition to nonuniform mass,
structural asymmetry is also essential to have nonzero
(E, ). In a perfectly symmetric well, (E, ) is identically
zero. On the other hand, (E, ) is enhanced by introduc-
ing asymmetry into the structure.

Starting from a 1D Schrodinger equation in the case
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symmetry and vanishes in (c).
Following the symmetry arguments above, we expect

enhancements of spin-orbital scattering in samples B and
C, which have the ZnTe/InAs/A1Sb structures. Figures
4(a) and 4(b) show the magnetoconductance of samples 8
and C at 4.2 K, respectively. The negative magnetocon-
ductance curves of samples A —C are similar in shape,
but each curve has a different magnetic-Geld scale. The
spin-orbital scattering enhancement from sample A to C
is very significant, while sample B, being intermediate in
terms of structural asymmetry, has the intermediate
spin-orbital scattering strength. Transport parameters of
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FIG. 2. Spin-orbital field H„vs 2DEG carrier density N, .
The dashed line is the prediction of Eq. (3), taking the leftmost
data point as the reference. The Oat solid line, taking the aver-

age value of all the data points, is drawn according to Eq. (7).
The error bar depicts the average error tolerance of all the data
points in fitting the antilocalization curves, as shown in Fig. 1.
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Obviously, (E, ) becomes zero when efFective mass is

constant. It is instructive to apply Eq. (6) to some simple
structures, as shown in Fig. 3. It is easy to see that (E, )
is nonzero in (a) and (b), while (E, ) is suppressed by
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FIG. 3. Three simple 1D heterostructure quantum-well mod-

els to illustrate the asymmetry effect on (E, ). (E, )%0 in

asymmetric structure (a) and (h), while (E, ) =0 in symmetric
structure (c). m 1&m2&m3.

FIG. 4. Magnetoconductance of (a) sample B and (b) sample
C at 4.2 K. The solid curves are the fit of the experimental data
to Eq. (1). Notice that the field scales on (a) and (b) are
different.
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TABLE I. Transport parameters of samples A —C at 4.2 K. Values of carrier density N„mobility p,
and elastic scattering time w, are directly measured from experiment. Spin-dephasing time ~„ is de-

duced from curve fitting, and values of spin-orbital field H„and spin-splitting energy AE, are thereby
calculated.

Sample

A

B
C

Structure

A1Sb/In As/A1Sb
Zn Te/(A1Sb)/InAs/AlSb

Zn Te/InAs/A1Sb

Mobility
(cm /Vs)

2.77 X 10
1.27 X 10
4.27 X10'

Density
(10' cm )

2.37
2.74
3.91

+e SO

(ps) (ps)

0.630 1.75
0.360 1.65
0.129 0.32

0„
(G)

2.4
5.98

68

(az,'&
(meV )

1.57
2.92

42

the three samples are summarized in Table I for compar-
ison.

Due to the different effective masses of ZnTe, InAs,
and A1Sb materials, the ZnTe/InAs/A1Sb configuration
has the asymmetry illustrated in Fig. 3(a). The
AlSb/InAs/A1Sb configuration has the same barrier ma-
terial at both sides of the well; however, the quantum well
has a nonAat well bottom due to nonuniform charging
effect, and therefore can be modeled as Fig. 3(b). Using
these simple models we estimate that the mean value of
the field (E, ) is 1.5 X 10 V/m for sample A and
1.9X 10 for sample C. For comparison, the experimen-
tal values are found to be 2. 60X10 V/m for sample A
and 1.19X10 V/m for sample C, according to Eq. (4) in
which the constant y can be determined by following the
procedures described in Ref. 15. The simple models esti-
mate (E, ) at the right order of magnitude and demon-
strate the correct asymmetry trend as well. Since (E, ) is
largely determined by asymmetry, it is not surprising to
see that 20% reduction in carrier density does not change
(E, ) significantly in the carrier density dependence

study. We simulate the band diagram of sample 2 by
solving the Poisson equation numerically, ' and find that
20% change in carrier density does little in changing the
quantum-well profile.

In conclusion, weak antilocalization behavior is ob-
served in both A1Sb/InAs/A1Sb and ZnTe/InAs/A1Sb
quantum structures. We have studied the carrier density
dependence and observed the significant enhancement of
spin dephasing by asymmetry. Our studies suggest the
predominance of the asymmetric interfacial Rashba field
in InAs quantum structures.
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