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The characteristics of a multilayer stepped surface structure relevant to the growth of thin films has
been described in the reciprocal space based on the dynamic scaling description of the interface growth.
It is shown that the angular intensity distribution of a diffraction beam, in general, contains a § function
at the central peak position and a diffuse intensity which is a sum of an infinite number of special func-
tions with different widths. At the vicinity of the in-phase diffraction condition, the & intensity is the
dominant component in the angular profile, which shows a steady decay as a function of the growth
time. In contrast, at the near out-of-phase diffraction condition, the angular profiles become purely
diffusive and time invariant. This time-invariant behavior reflects the dynamic scaling characteristics of
thin-film growth. The applications of the theory to techniques such as x-ray diffraction, electron
diffraction, and light scattering are discussed. It is shown that the growth exponents associated with the
growth parameters such as the surface width can be easily obtained from the measured diffraction inten-

sity using these diffraction techniques.

I. INTRODUCTION

Recently, there has been a dramatic increase of
theoretical research activities in the area of surface
growth dynamics.'”3 Growth processes are inherently
nonequilibrium processes. A systematic statistical ap-
proach to the nonequilibrium problem has not been
developed thus far and therefore it cannot be used to de-
scribe the growth process. However, theorists recently
have shown that a dynamic scaling approach is very
fruitful in describing the growth dynamics. In dynamic
scaling, the morphology of a growing interface is pro-
posed to have a self-affine form. The interface width
which describes the surface height fluctuation is scaled

asl—3

w(L,t)y=L%f

L ] (1a)
LZ

where z =a /3 and L is the finite size of the system. The
scaling function f (x) is given by

xB for x <«<1

fx)= {const for x >>1. (1b)

For L?>>t, the interface width grows with time in a form
of power law, w ~t#, while for L?<<t, w~L%, showing
that the interface morphology has a stationary self-affine
form. The exponent 3 describes the growth rate of the
interface width. The exponent @ (0=<a =1) is a measure
of the surface roughness. Within the dynamical scaling
approach, different growth models, such as the random
growth model,*”® Eden model,” ® ballistic deposi-
tion,'®!! Kardar, Parisi, and Zhang model,'? and the re-
stricted solid-on-solid model,’* would give different
values of the growth exponents. Recent studies also con-
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centrated on the growth models simulate
molecular-beam-epitaxy (MBE) processes.

Experiments designed to clarify issues in growth dy-
namics have been very scarce. There was an indirect ap-
proach reported recently in a crystalline interface etched
by ion bombardments (instead of growth).!® Static multi-
layer rough interfaces have been studied extensively. The
most recent studies include the determination of the
roughness correlations in multilayer films for x-ray mir-
rors!® and the characterization of fractal properties of
polycrystals, amorphous, or porous media.?*?! However,
experimental tests of recently developed dynamical mod-
els using technologically important growth techniques
such as MBE and metal-organic chemical-vapor deposi-
tion have not been reported. A successful experiment re-
quires a characterization technique (or techniques) to
measure the relevant growth parameters during growth.
Both direct imaging techniques (such as scanning tunnel-
ing microscopy and scanning electron microscopy) and
diffraction techniques [such as low-energy  electron
diffraction (LEED) and x-ray diffraction] can be used for
this purpose. We shall discuss only diffraction tech-
niques.

Although kinematic diffraction theories from
numerous model surfaces containing stepped structures
have been developed in the past, rigorously speaking,
most of them are not suitable for a description of scaling
behavior in growth dynamics involving a large number of
atomic layers. Diffraction from surfaces containing unre-
stricted numbers of atomic layers®* and from surfaces un-
dergoing roughening transitions?>»2* have a diverging sur-
face width as the size of the surface becomes large. In
the growth problem, the surface is normally assumed to
contain a finite level of steps (except for the case where
the growth takes place above the roughening transition
temperature).

Diffraction theories for a small number of atomic lay-
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ers have also been developed.zs_28 However, these
theories were developed to describe the details of the step
structures, including the terrace width distributions of
each layer. Beyond two or three layers, they become very
cumbersome and unrealistic. Recently, attempts>®*
have been made to correlate the surface width of a finite
layer system to the angular distribution of the diffraction
intensity. It has been suggested that the surface width
can be obtained by measuring the energy-dependent peak
intensity or diffuse intensity at the vicinity of the central
Bragg reflections near the in-phase condition in an
electron-diffraction experiment. However, this model
does not provide a method for measuring the generic
scaling properties during growth, including the exponent
a.
So far, the only diffraction theory capable of dealing
with the growth problem is a continuous interface model
proposed by Sinha et al.’! Based on the assumption of
the continuous surface structure, this model is designed
to describe disordered systems such as amorphous solids
and liquids. For a crystalline interface, it is only applic-
able in the case of ‘“small-k,” diffraction: k¢ <<,
where ¢ denotes the vertical lattice spacing and k, is the
component of momentum transfer normal to the surface
(k =2m /Ay, Ag=diffraction wavelength). The discrete
atomic structure of an interface can be safely ignored in
small-k, diffraction experiments, using, for example, light
scattering, neutron scattering, or grazing angle x-ray
diffraction. However, as we pointed out previously,’? a
diffraction experiment performed at the small-k, condi-
tion is not sufficient for the study of dynamic scaling be-
havior during growth. As will be discussed in detail in
this paper, some important scaling properties can only
manifest themselves in the “larger-k,” regime, k ¢ ~,
corresponding to the so-called out-of-phase diffraction
condition. At the near out-of-phase condition, since the
diffraction involves the destructive interference between
different atomic layers in a surface, the discrete atomic
structure of the interface cannot be ignored. Therefore, a
full understanding of the dynamic growth phenomena
from the point of view of diffraction requires necessarily
an investigation starting from a generic discrete atomic
structure with diffraction conditions covering both the
in-phase and out-of-phase regimes.

In this paper, we will present a general approach to the
aforementioned diffraction problem from stepped sur-
faces during growth for any value of k c. A Brief Re-
port®? focusing on the time-invariant behavior of dynam-
ic growth has been published. In this paper, a detailed
discussion has been devoted to both the time-dependent
and time-invariant parts of the diffraction characteristics
during growth in the different k ¢ regimes. Section II
gives a brief description of the dynamic scaling features
for both the height-height correlation function and the
pair-correlation (height difference correlation) function.
In Sec. III, diffraction from the growth front is discussed
in detail. We first discuss general diffraction characteris-
tics in the dynamic growth problem, and then focus on
the details of the time-invariant and the time-dependent
parts of the diffraction profiles, respectively. Section IV
is a summary of this paper.
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II. CORRELATION FUNCTIONS
IN SURFACE GROWTH FRONT

A diffraction technique measures the surface correla-
tion functions which statistically describe the surface
morphology. Among these correlation functions, the
most important ones are the height-height correlation
function and the pair-correlation function (or the height
difference correlation function).

A. Equal-time height-height correlation function

The equal-time height-height correlation function is
defined as the mean square of the height difference mea-
sured simultaneously between two surface atomic posi-
tions separated by a lateral distance r,

G(r,t)={[h(r,t)—h (0,1)]?), 2)

where an atomic position in a surface is represented by
(r,z). The vertical coordinate (along the normal)
z =h (r,t) measures the surface atomic column height at
the growth time ¢.

The dynamic scaling theory predicts that the surface
morphology during growth undergoes both roughening
and coarsening evolutions.! ~3 (We will not be concerned
with the finite-size effect in this paper, because a realistic
system should be sufficiently large, L >>¢!/%2) Two corre-
lation lengths along the vertical and lateral directions are
assigned to describe the roughening and coarsening pro-
cesses, respectively. The vertical correlation length is
defined as the root-mean-surface height fluctuation
w(t)=V([h(r,t)—(h)]*), which measures the inter-
face width shown in Eq. (1). The lateral correlation
length £(2), the distance over which surface fluctuations
spread, characterizes the coarsening size at the growth
time ¢. Similar to w(?), £(¢) also evolves with time in a
form of a power law, £(¢)~t!/?=¢P/2,

Over a distance much larger than the lateral correla-
tion length, the surface height fluctuations should not be
correlated. The height-height correlation function, there-
fore, has a long-range asymptotic form

G(r,t)~2[w()]* (r>>§&). (3)

Equation (3) follows from the identity,
([h(r,))=h(0,)?)=([h(r,t)—{h)]?)
+{[h(0,5)—(h)]?)
—2{[h(r,t)—(h)]
X[h(0,6)—<h)]),

and ([A (r,0)—(h)?)=([h(0,0)—(h)*)=[w ()]~

On the other hand, the height-height correlation func-
tion has a short-range asymptotic form according to dy-
namic scaling,

G(r,t)~r?® [r<<&(t)~t'7]. (4)

This is consistent with Eq. (1) if we set L =vr.

The self-affine description of a growing interface,
shown in Eq. (1), requires that any related correlation
function has the form of the generalized homogeneous
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function. For the height-height correlation function, this
yields

G (Ar,A*"Pt)=A%G(1,1). (5)

That is, if one rescales the surface by a factor of A in the
lateral direction, in order to observe the similarity be-
tween the original and the rescaled surface, one has to
not only rescale the surface by a factor of A in the verti-
cal direction, but also rescale the time by a factor of A%/#
corresponding to the time ¢’ =A%"%t.

In Eq. (5), let A=t"/% One obtains a scaling equa-
tion,

G(r,t)=1%G

r
7| ] )

In order to be consistent with both the scaling relation,
Eq. (6), and the asymptotic expressions, Egs. (3) and (4),
the equal-time height-height correlation function for a
growing interface must have a form of

_r

&(1)

with the scaling function,

r
tﬁ/a )1 ]

G(r,t)=2[w(t)]’g , (7a)

4

r
— | x
&(t) l
given by

x2® for x << 1
glx)= 1 for x >>1. (7o)

A phenomenological scaling function, which has been
used in the continuous surface model, was given by>!
glx)=1—e = (8)

Equation (7) addresses several important issues in a dy-
namic growth process.

(i) The scale-dependent surface roughness. The surface
is rough on the short-range scale r <<£(t¢), but looks
smooth on the long-range scale r >>£(¢). The growing
surface thus involves a large number of atomic layers but
still has a finite interface width. The interface during
growth is smoother than the equilibrium rough surface at
T = Ty, but is rougher than the equilibrium flat surface at
T <Tg, where Ty is the equilibrium roughening transi-
tion temperature.

(ii) The stationary state and the steady growth. On the
short-range scale, Eq. (7) becomes

2a 2a
Grn=2w? |- | =2|< |, ©)
§ 11
where 7=£w ~!/? is a time-invariant quantity, which in

the case of a crystalline interface is interpreted as the
average terrace size.3> During the dynamic growth, the
distributions of the local terraces and steps are stationary
but the global surface roughness still evolves in time.
This very interesting property, shown in Fig. 1(a), has
been discussed in a previous publication.*?
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FIG. 1. Schematics of the surface correlation functions of a
growing interface. (a) The equal-time height-height correlation
function shown in Eq. (7), where the roughness exponent is
a=0.8 and the average terrace size is 7=7.0 (in units of the lat-
tice constant). The different values of w are the interface widths
at different growth times. The relation between w and & is
n=£&w ~1/%), Note that in the small-r regime, the correlation is
time invariant. (b) and (c) The corresponding pair-correlation
functions with discrete Gaussian approximation given by Eq.
(12) at ¢=1 and ¢=0. 17, respectively.
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(iii) Fractal and the “discrete lattice effect.” From Egs.
(4) and (7), a “D =3—a” fractal® might be expected to
exist in the local regime,>?° r <<r,, where r, satisfies

(h(r,t)=h(0,0]Y~VG(r.,0)=r,,

ie, r,~n~ %179 However, a crystalline surface, in

general, is not a fractal on the atomic scale even though
Eq. (5) demonstrates a self-affine behavior. In the absence
of surface overhangs, the average domain size is 7> 1 (in
units of the lateral atomic spacing). The fractal regime
r <<r, <1 is seemingly cut off by the lattice constant be-
cause the scaling behavior, Eq. (5), does not exist within
an atomic spacing. This discrete lattice effect has a
significant impact on scaling behavior in the diffraction
measurements, which will be discussed later.

B. Pair-correlation function
(height difference correlation function)

Usually, in a diffraction experiment, one may not be
able to directly measure the height-height correlation
function. Instead, one can obtain the pair-correlation
function through the Fourier transformation of the mea-
sured diffraction intensity. The diffraction structure fac-
tor S(kj,k,,t), which is directly proportional to the
diffraction intensity, represents the Fourier transform of
the pair-correlation function,

S(ky,ky,1)= fdzr exp(ik-r)
X (exp{ik c[h(r,)—h(0,)]}), (10)

where k| and k, are the wave vectors parallel and perpen-
dicular to the surface, respectively. The pair-correlation
function is defined as

C(r,¢,0)=C(exp{i¢[h(r,t)—h(0,0)]}), (11)
where the phase ¢ =k ¢ determines the diffraction condi-
tions. For ¢=2nw (n =0,%1,%2,...), constructive in-

terference occurs in the diffraction, which corresponds to
the in-phase diffraction conditions. In contrast,
¢=(2n — 1) corresponds to the out-of-phase conditions
at which the destructive interference dominates the
diffraction. In order to calculate C(r,¢), one needs to
know the statistical distribution function p(Ah) for the
relative surface height Ah =h(r,t)—h (0,t), where p(Ah)
depends on the surface morphology. A simple approxi-
mation is to assume that p(Ak) obeys a Gaussian distri-
bution. In contrast to the continuous surface model
where a continuous Gaussian distribution is assumed,’! a
discrete version of the Gaussian distribution function has
to be used for a crystalline surface in which,
Ah=0,%1,£2,... (in units of ¢). Using the discrete
Gaussian approximations, Villain, Grempel, and Lapu-
joulade®® have obtained an explicit form for the pair-
correlation function which intrinsically connects to the

height-height correlation of G (r,¢),
m =+ o0 ’
2 e —(1/2)G(r,t)(¢—2mm )

=-—o00

C(r,p,t)~"

m=+

o0
> e*(l/Z)G(r,t)(Zﬂ-m)z

m = —o
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The important aspects of Eq. (12) are discussed as fol-
lows.

(i) Periodic oscillation. Due to the periodic and
discrete structure of a crystalline surface, Eq. (12) gives
the relations C(r,¢,1)=C(r,¢+2n1r,t) and C(r,2nm,t)
=1. These are consistent with the definition, Eq. (11).
Such relations cannot be obtained from the continuous
surface model in which the pair correlation has been de-
rived to give a form,’!

Cc(r,¢,t)=e’“/2)4’20("”. (13)

(ii) Lowest-order approximation. Equation (12) can be
approximately represented by its lowest-order term,

Co(r,¢',t)=e‘“/2)[¢]26(r,z>’ 14

where [¢] means ¢ modulo 27 such that —7<[¢]=m.
At the small-k, diffraction condition |¢| <<, Eq. (14)
agrees with Eq. (13) for the continuous surface model.
Equation (14) can hold for most cases but fails to provide
a reasonable approximation at the near out-of-phase con-
ditions. For comparison, we plot both C,(r,¢,?) and
C(r,¢,t) versus r in Fig. 2 at various phase conditions.
The difference between C(r,¢,t) and C(r,¢,t) is negligi-
bly small at the near in-phase condition, as shown in Fig.
2(a) where ¢ =0.17. At ¢$=0.57, shown in Fig. 2(b), the
deviation Cy(r,¢,t) from C(r,¢,t) appears only in the
small-r scale, but Cy(r,¢,?) is still a good approximation
because the diffraction contribution from the small-r re-
gime is much smaller than that from the larger-r regimes.
However, at the out-of-phase condition (¢=1r), there are
very significant deviations, as shown in Fig. 2(c). In fact,
the difference between Cy(r,¢,?) and C(r,d,t) results en-
tirely from the discrete lattice effect. At the near in-
phase conditions, which are similar to the small-k, cases,
discrete lattice structure can be ignored, and likewise the
deviation of Cy(r,¢,t) from C(r,d,t). In contrast, at the
near out-of-phase conditions, destructive interference
from the discrete lattice comes into play so that
Cy(r,¢,t), the lowest-order term, is not a good approxi-
mation to C(r,¢,t). For example, if ¢ ~, both terms
e ~(I/DFG(51) 404 o —(1/2)27—$)*G(x,0) give the same contri-
bution in Eq. (12). The approximation Cy(r,¢,¢), which
only contains the term e (1729650 gurely underesti-
mates the value of C(r,d,?).

(iii) Scaling features for different phase conditions. Dy-
namic scaling features are clearly shown in the evolution
of the pair correlation C(r,¢,t) as a function of time.
Figures 1(b) and 1(c) are plots of C(r,¢,t) for different
values of w(¢). The former is for ¢ =, the out-of-phase
diffraction condition and the latter for ¢ =0. 11, the near
in-phase condition. With the increase of w (¢) with time,
shown in Fig. 1(b), C(r,¢=1,t) quickly converges into a
unique and time-independent function. This function is
confined in a short-range regime which corresponds to
the time-invariant part of the height-height correlation
[Fig. 1(a)]. In contrast, at the near in-phase condition
shown in Fig. 1(c), C(r,¢=0.1m,t) shows a steady
change with time and does not converge as in the out-of-
phase case. Thus, the near in-phase pair correlation is
most sensitive to the time-dependent global behavior of
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the growing interface while the near out-of-phase pair
correlation is most sensitive to the time-invariant local
properties. Going from the in-phase to the out-of-phase
conditions, the pair-correlation function exhibits different
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FIG. 2. Comparison between the rigorous pair-correlation
function, Eq. (12), and its lowest-order approximation, Eq. (14),
at various diffraction phase conditions: (a) ¢=0.1w, (b)
¢=0.5m, (c) p=1. See Sec. II B.
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scaling features. This very important result allows one to
separate the time-invariant part from the time-dependent
part in a diffraction experiment, so that scaling properties
can be readily measured and interpreted.

(iv) Scaling symmetry-breaking caused by the discrete
lattice effect. As shown in case (iii) in Sec. IT A, the self-
affine scaling relation does not apply to the atomic-scale
regime r ~1. This discrete lattice effect has a significant
consequence on the pair-correlation function. In the con-
tinuous surface model, Eq. (13) is a self-affine scale-
invariant function. From Eq. (5),

C,(Ar, A%, A%/Bt)=C,(r,,1).

Such a scale-invariant property for the pair correlation
results from the fact that the structure factor given by
Eq. (10) has to be a generalized homogeneous function
scaled as

S (A7 'k, A%, AP =228 (k) k|, ).

However, from Eq. (12), the self-affine scale-invariant re-
lation usually does not hold for a crystalline interface,
i.e.,

C(Ar, A" %, A%Pt)#C (1, ¢,1).

But for the small-k | diffraction condition,
C(r,¢,t)=C,(1,¢,t) [see case (ii) in Sec. [IB]. The self-
affine scale-invariant relation can only exist in the small-
k, regime which corresponds to a large scale in real
space. On the contrary, for the large-k, regime which
corresponds to a small scale in real space, the self-affine
relation is destroyed by the atom-scale structure, as dis-
cussed in case (iii) in Sec. II A. It is the discrete lattice
effect that leads to the failure of the self-affine scale-
invariant description for the pair-correlation function.
Such a symmetry-breaking effect reminds us that one has
to be cautious when examining the dynamic scaling rela-
tions in a diffraction experiment.

III. DIFFRACTION STRUCTURE FACTOR
FROM GROWTH FRONT

The diffraction structure factor, Eq. (10), can be calcu-
lated by utilizing the generic correlation function (12)
combined with Eq. (7).

A. General properties of the diffraction structure factor

Equation (12) can be rewritten as C(r,9,t)
= A (¢,t)+AC(r,¢,t) with
A(p,t)=C(r— ,¢,t) ,
(15)

AC(r,¢9,t)=C(r,0,t)—C(r— ,¢,1).

The diffraction structure factor, Eq. (14), turns out to be
a sum of a central 8 peak and a broad diffuse component,

S(ky,ky,0)=(2m)* 4 ($,)8(k)) +Sgig(k, k1),  (16)
where the diffuse structure factor is

Sain(kpky,0)= [ dr exp(ik, 1)AC(r,$,1). 17
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A further simplification occurs when the diffraction con-
dition is not close to “out of phase” so that C(r,¢,t) can
be replaced by its lowest-order term, Eq. (14) [see case (ii)
of Sec. II B]. The approximation leads to

Stk k,0)=(2m)%e ~ BT O ek ) +S 40k k1, 1),

(18)

Sair(ky, k), 1) = Zwe*ﬂfowrd,{eﬂ[1~g(r/§>]_l}
e —Q - Q_n o L "
2me n§1 ol fo rdr £ H

XJolkyr),  (19)

XJolkyr)

l—g

where J,(x) denotes the zeroth-order Bessel function, Q
is given by Q=[¢1*[w(¢)]? and it is a critical quantity
for determining the scaling properties in a diffraction ex-
perxment The last step in Eq. (19) is obtained by expand-
ing e M178(/8)] 45 a Taylor series.

Equations (16) and (18) show the correspondence be-
tween the line shape of a diffraction beam intensity and
the surface morphology of a growing interface: a sharp
central § peak appears when the surface looks smooth on
the long-range scale while a broad diffuse line shape
shows up if the surface is rough on the short-range scale.

In Eq. (18), the amplitude of the & peak is proportional
to the Debye-Waller—like factor e —[41[w(0]* which not
only decays exponentially as w(z) grows, but also oscil-
lates between in-phase and out-of-phase diffraction condi-
tions. Figures 3(a) and 3(b) show the plots of the exact
express:on A(¢,t) and its lowest-order approximation

e Pl at two interface widths, respectively, as the
phase varied from in-phase to out-of-phase conditions.
For comparison, we also plot in Fig. 3(c) the nonoscillato-
ry Debye-Waller factor e ~¢1w()] , corresponding to the
case of the continuous surface model. The difference be-
tween A(¢,1) and e "[V1wOP ig gionificant at the near
out-of-phase conditions, as shown Fig. 3(a) where w (¢) is
small. However, such a difference can be ignored for a
realistically larger mterface width, because for w(z)>1,
both 4 ($,1) and e ~BP 0O yanich quickly at [¢]~, as
shown in Fig. 3(b). The vanishing of the § intensity indi-
cates that the diffraction line shape at the vicinity of the
out-of-phase condition is purely diffusive as w(¢)>1. In
contrast to the case of a continuous surface [Fig. 3(c)],
Figs. 3(a) and 3(b) exhibit an oscillatory behavior of the
diffraction from a multilayer step surface: A (¢,t?) and

e "W reach the maximum (=1) at the in-phase
condmons due to constructive interference, and then ex-
ponentially decay to minimum values at the out-of-phase
conditions as a result of destructive interference of the
diffraction from the multilayer step surface.

The form of the diffuse structure factor can be further
understood from a simple example. Inserting Eq. (8) into
Eq. (19), one has
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[(a) and (b)] but not in the case (c) of a continuous surface.
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San(kpk 1) =2mg% "¢

- " 1 —1/2a
X 21 oy mFﬂ(ngn ), (20)
<
where
Fa(x)=f0°°y dy e VT (xy). @1

For a=0.5, Eq. (20) turns out to be a sum of the two-
dimensional (2D) Lorentzian functions,

1
o
[1+(ky&n ~ 1272

F]/z(kngn _1)

with different widths §_'n, n=1,2,.... A similar ex-
pression (a=0.5) for the 1D (d =1+1) case has been ob-
tained by Savage et al.!® based on the continuous surface
model,*" where the function F, ,(k én ~!) was replaced
by the 1D Lorentzian function 1/[1+(k &n~")*].

Interestingly, one may recall a similar situation in a
model called the restricted Markovian chain, studied by
Lent and Cohen.?’> This 1D Markovian surface is as-
sumed to be confined within N atomic layers. The corre-
sponding diffraction structure factor can be derived
analytically as a central 8 peak plus a diffuse profile
which consists of 1D Lorentzians 1/[1+(k,/w, )*] with
different widths w,. The number of the 1D Lorentzian
components is N —1, as limited by the restricted atomic
layers N.

In Eq. (20), the coefficient (Q"/n!)(1/n*®) of the F,

|

© _2a & (”—'1)"Z
Sain(ky, k1) =2mE? fo ydye ™ 2:0—(’"—')2

2

where we expand the Bessel function
o ( —1 )m 2m
Jo(x )= 2

m=0 (m ')2

x
2

For the case of ) >>1, a useful asymptotic identity can be
obtained (the rigorous proof is shown in the Appendix),
_Q had Qn

e —hn

—(1-1‘-m)/a~Q—(1+m)/a
~ n!
n=1

(Q>>1).

Then, Eq. (22) simplifies  to  Syg(k,k,?)
~2m([$)~ /Y F, k1]~ /o), with n=gw /),
Also, for [¢]*[w(2)]*>>>1, the & peak in Eq. (18) is negli-
gibly small, as shown in Fig. 3(b). Therefore, the
diffraction structure factor becomes purely “diffusive”
and time independent if Q=[¢1*[w (£)]*>>1,

S(k”,kl, t)zSdiﬂ'(kH’kl’ t)
z27([¢]—(1/a)n)2Fa(k” |[¢]|—(l/a)n)
Q>>1). (23

kisy
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function will quickly vanish as n > Q=[¢]*[w(¢)]%. The
number of 2D Lorentzians which gives a significant con-
tribution to the diffuse structure factor is actually limited
by w(z). Therefore, a growing surface with d =2+1 and
a=0.5 is suggested to be a ‘“2D-restricted Markovian
surface,” and gives a diffuse structure factor consisting of
2D Lorentzian functions of a limited number determined
by the interface width.

As we have pointed out in the last section, the general
scaling relation in a diffraction measurement is broken by
the discrete lattice effect. Only in the small-k, diffraction
conditions where |¢| << can Egs. (17) and (19) show ap-
proximately a scaling relation

S (Ak, A% [, A~ Pty =~ A2S (K, k1)

However, such a symmetry-breaking effect does not ob-
struct one from extracting the real-space dynamic scaling
information in a diffraction experiment. The detailed
methods, including the analysis of both time-invariant
and time-dependent structure factors, will be presented
next.

B. Time-invariant structure factor

The discussion starts from the lowest-order approxima-
tion, Egs. (18) and (19), which can be calculated when a
specific scaling function g (x) is chosen. Given the phe-
nomenological form of Eq. (8), Eq. (19) gives us Eq. (20)
which, for the present purpose, can be rewritten as

e—ﬂ 2 __nn(l+m)/a , (22)

Here a and 7 describe the time-invariant short-range be-
havior.

As shown in Fig. 1(a), the r-space height-height corre-
lation is time invariant in the short-range regime
r <<§(t). Accordingly, we have shown that the
diffraction structure factor can also be time independent
at certain k,-space regimes. Such a time-invariant
diffraction behavior occurs under the condition  >>1 at
which the time-dependent central & peak quickly drops to
zero while the remaining diffuse component is purely a
contribution from short-range scattering. This fact can
also be understood from Fig. 1(b). One may define, in the
reciprocal space of k |, the time-invariant zones where the
diffraction is dominated only by the short-range behavior
as characterized by a and 7. These zones are centered at
the out-of-phase conditions ¢ —(2r — 1)7r with the ranges
determined by the equation Q=[¢]*[w (2)]*>>1.

Although the above conclusions are obtained by intro-
ducing the phenomenological scaling function (8), it was
shown rigorously in our earlier publication®? that Eq.
(23) is correct and ‘“‘universal” for any form of g(x)
defined by Eq. (7b). The reason is simple: in the time-
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invariant region, the diffraction structure factor can only
detect the short-range behavior. For the short-range re-
gime x =r /£ << 1, the scaling function g (x) has a univer-
sal form as shown in Eq. (9). The differences between
different forms of g(x) appear only in the longer dis-
tances x >1 or r >£. For Q>>1, the diffraction is not
sensitive at all to such a regime.

Equation (23) indicates that for ) >> 1, the diffuse com-
ponent shown in Eq. (20), which is a sum of the infinite
number of F, functions, has converged into a single F,
function with a different argument. A similar situation
occurs in the case of the restricted 1D Markovian sur-
face?® corresponding to d =1+1 and a=0.5, as dis-
cussed in Sec. IIT A. One recalls that a 1D random-step
surface model, as studied by Lu and Lagally?? (the LL
model), involves an infinite number of atomic layers and
leads to a diffraction structure factor containing only one
Lorentzian function. This random-step model (LL mod-
el) is actually a special case of the restricted 1D Markovi-
an chain studied by Lent and Cohen?’ (the LC model),
with the number of the atomic layers N >>1. As the sur-
face becomes rougher and rougher so that the number of
the atomic layers N becomes significantly large, the
diffuse structure factor which contains a large number
(=N —1) of 1D Lorentzians (LC model) will finally con-
verge into a single 1D Lorenztian-type of function with a
different width, as given by the LL model.

In the random-step surface model, the line shape of the
structure factor has a full width at half maximum
(FWHM) which oscillates between the in-phase and the
out-of-phase conditions.??> A similar oscillatory behavior
can also be found from Eq. (23) for the FWHM as

1/a
2X,, I y , (24)

where the constant X, satisfies F,(X,)=0.5F,(0). Fur-
thermore, in the LL model, the FWHM is shown to be
inversely proportional to the lateral average terrace size
at the vicinity of [¢]~m. The 1 in Eq. (24) should have a
similar meaning and is proportional to the average ter-
race size at the growing surface.

So far, our specific structure factor calculation is based
on the lowest-order approximation. Equations (18) and
(19), however, do not apply to the vicinity of the out-of-
phase conditions. The rigorous result, which does not
have an analytical form, can be calculated numerically
using Egs. (16), (17), and (15). Figures 4(a) and 4(b) are
plots of the diffraction structure factor using both
rigorous and approximate calculations, respectively, at
[#]1~0.957 and at [¢]~0.57. The deviation of the ap-
proximation from the rigorous calculation is significant
at the near out-of-phase condition [Fig. 4(a)], but is negli-
gibly small at [¢]~0.57 [Fig. 4(b)]. The modification
due to the discrete lattice effect can be seen in the plot of
FWHM versus ¢ shown in Fig. 5. The cusp shape, which
is predicted by Eq. (24) at [¢]~m, actually becomes
rounded according to the rigorous calculation. We must
point out that such a modification due to the discrete lat-
tice effect should not change the basic conclusions ob-
tained so far. For example, if Q>>1, A4(¢,?)
=C(r— «,¢,t)—0, as shown in Eq. (16), which means
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that the diffraction structure factor becomes diffusive.
The diffuse structure factor of Eq. (17) should be
rigorously time invariant, because at >>1, it is only
determined by the short-range height-height correlation,
Eq. (9). Inserting Eq. (9) into Eq. (17), one can easily
prove that at 1 >>1, the general diffraction structure fac-
tor, Eq. (16), has a form

S(ky k1) ~Sgq(kp,ky,)=H(k;m,6) (@>>1),

where H(x,¢) is a periodic function with respect to ¢,
H(x,¢)=H (x,¢+2m). Thus, the time-invariant parame-
ter 7) can still be interpreted as the average terrace size
because FWHM ~ 1 /1.

Experimentally, the exponent a and the average ter-
race size 7 can be measured from the diffraction line
shape as a function of the diffraction phase condition ¢ in
the time-invariant zones. The step density can be ob-
tained from the FWHM of the measured line shapes. As
mentioned in our previous paper, if the approximate solu-
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FIG. 4. Normalized line shapes of the diffraction structure
factor using rigorous and approximate calculations. (a) Near
out-of-phase condition ¢=0.957, (b) $=0.57. The difference
between the two calculations is more significant in (a).
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tion, Eq. (23), is used, the exponent a could be measured
either from the log-log plot of intensity versus |[¢]] ac-
cording to the power-law relation S(0,k,)«|[¢]] 2/,
shown in Eq. (23), or from the log-log plot of FWHM
versus [¢] according to the power law
FWHM « [[¢]]'/%, from Eq. (24). We must emphasize
that the methods of extracting a from the log-log plots
may not be valid in a realistic situation because the
discrete lattice effect always modifies the simple power-
law relations described by Egs. (23) and (24). As shown
in Fig. 5, the modification due to the discrete lattice effect
leads to the complete failure of the power-law description
for a=0.8 [Fig. 5(a)] while at «=0.3, only in a small
phase regime can such a power-law relation be preserved
[Fig. 5(b)]. Therefore, a more reliable method should be
based on the rigorous Egs. (16), (17) and (15), and one
can employ a numerical fitting method to analyze the ex-
perimental data. The rigorous relation of FWHM versus
¢ for several different values of a are plotted in Fig. 6,
which can serve as standard curves for extracting the
value of a.
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FIG. 5. Comparison of FWHM vs ¢ for rigorous and approx-
imate calculations for (a) =0.3 and (b) a=0.8.

Normalized FWHM

0.0 e
0.5 0.6 0.7 0.8 0.9 1.0
Phase (units of n radians)

—r— 1

FIG. 6. Normalized FWHM vs diffraction phase ¢ for vari-
ous values of the roughness exponents « at fixed 7 and w.

C. Time-dependent structure factor

In the regime Q=[¢]*[w(¢)]* <1, the diffraction struc-
ture factor is sensitive to the global (long-range) surface
properties such as the time-dependent evolution of the
growing interface. In contrast to the condition Q>>1,
which defines the time-invariant zone with a diffraction
structure factor only sensitive to the short-range
behavior, the condition ) <<1 can define a time-
dependent zone with a structure factor which is quite
sensitive to the long-range behavior. The condition
=[¢]w(t)]*<<1 is equivalent to the near in-phase
diffraction condition [¢]~O0, or ¢ ~2nm, among which a
simple case is the small-k, diffraction condition
¢=k c~0. Diffraction at the near in-phase condition
has been well studied by many authors, e.g., light scatter-
ing by Church, Jenkinson,and Zavada, 34 X-ray or neutron
scattering by Sinha et al.3! and by Savage et al.,'° and
LEED scattering by Henzler and co-workers.?*3® These
static diffraction results at small k, will serve as refer-
ences in our present study of the interface growth prob-
lem.

Under the condition ) <<1, the diffraction structure
factor can be further approximated as

S(ky,k;,1)=(2m)%e " *8(k;)
+2me ~0QE fo“’ x dx [1—g(x)Wolk Ex) ,
(25a)

where the infinite order of summation in Eq. (19) is re-
duced to its first order with respect to . The diffuse
structure factor

San(ky k), 1) =2me “ﬂnngo“’ x dx [1—g (x) ok Ex)
(25b)

depends on the specific form of the scaling function g (x)
in contrast to the case of the time-invariant zone.
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Different scaling functions could behave differently in the
crossover regime x ~1, i.e.,, r ~§(¢), even though they
have identical asymptotic forms in either short-range or
long-range behavior as shown in Eq. (7b). If the phenom-
enological scaling functions, Eq. (8), is used, Eq. (25b) is
simply proportional to a single F, function,

Saig(ky k1) =~2me ~MQEF (k| §) .

In fact, diffuse scattering at the near in-phase condition is
much more sensitive to the crossover regime during
growth. In contrast, in Eq. (25a), the &-peak component
is only sensitive to the long-range (r — ) behavior and
therefore is still independent of the form of g(x). This
component is given by

Sa(ky,ky, 1) =(2m)%e ~WFIe 05k, ) . (25¢)

Equation (25) also indicates that at the near in-phase
condition, both the 8 peak and the diffuse component are
time dependent since they are functions of the interface
width w(¢) and the lateral correlation length £(z). w(¢)
and £(2), as well as the exponents a and z =a/f3, can be
measured by the following methods.

(i) The 8-peak intensity at the near in-phase conditions.
In contrast to the near out-of-phase conditions where the
diffraction structure factor is purely diffusive, at the near
in-phase conditions the diffuse intensity is quite weak and

J

[, Suglk k0= [d?k, [ d*r exp(ik,-T)AC(r,$,1)

H.-N. YANG, T.-M. LU, AND G.-C. WANG 47

the & peak becomes a predominant component. In Eq.
(25c), the & intensity is proportional to a Debye-
Waller-like factor, e ~[¢Tw 2, cf. the cases discussed by
Wollschliger, Falta, and Henzler’® and by Savage et al.!®
One can obtain the interface width w(¢) from the slope of
the plot of the measured log-scale 6-peak intensity versus

(6T,

In[S5(k, =0,k ,t)]~ —[¢$]*w?+ const . (26a)

Since w(¢)<t?, one can also measure the exponent 3
from the time-dependent peak intensity during growth,
In[S5(k;=0,k,,2)] < — [#1°t%, according to Eq. (26a).

(ii) Diffuse structure factor at the near in-phase condi-
tions. From Eq. (25), the interface width w(¢) can also be
obtained from the ratio of the integrated diffuse intensity
to the integrated & intensity,

Ja*k,Saa(k,k 1)
Jd*kSs(k,ky,1)

=[¢]Pw?, (26b)

where the integration of the 8§ peak is obtained from Eq.

(25¢),
[ d%, S5k by, )=(2m’%e " *=(2m)* (@ <<1)

and the integration of the diffuse component, Eq. (17), is
given by

=27)AC(r=0,¢4,1)=2m)*1—e H=27)2Q (A<<1),

where we have used the identity fdzkHexp(ik”~r)
=(27)%8(r) and

AC(r=0,¢,t)=C(r=0,¢,t) —C(r— o0,¢,t)

=1—e ™ ® for Q<<1.

The line shape of the diffuse structure factor, Eq. (25b),
has a FWHM inversely proportional to the lateral corre-
lation length,

2Yg

, 26
£(1) (26¢)

where the constant Yg satisfies H(Yg)=0.5H (0), with
the defined function, H(y)=fg°x dx[1—g(x)]Jo(yx),
which only depends on the scaling function g (x). The la-
teral correlation length is thus experimentally measur-
able. Also because §(t)°<t1/ ?, one can measure the ex-
ponent z from the time-dependent FWHM during
growth, i.e, FWHM <™ 1/z.

One may note that the FWHM does not vary with the

phase ¢ at the near in-phase condition. This behavior is
in contrast to that in the time-invariant zone where
FWHM « |[¢]|!/®, as shown in Eq. (24). Thus, the
FWHM of the diffuse line shape is phase dependent and
time independent at the near out-of-phase conditions, but
is phase independent and time dependent at the near in-
phase conditions.

(iii) Light scattering, LEED, and x-ray diffraction.
Scattering of visible light uses a wavelength of the order
of 10°A. This means a phase condition of
¢=k,c~c/rg~10"3<<1 corresponds to a small-k,
diffraction. In a light-scattering experiment, the angle-
resolved optical scattering spectrum is given by>*

dl

70 =4k*cos0,cos’0, RW (k) ,

1
1; s
where I’s are the optical intensity and the 0’s are the an-
gles of the light beams with respect to the surface-normal
direction. The subscripts i and s denote the incident and
scattering directions, respectively. R is a quantity related
to the optical reflectivity of a surface. In a angle-resolved
optical scattering spectrum, the information of the sur-

face roughness is contained in the optical power spectral
density W (k) defined as
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2

_l.. 2, kT
Y. fd re h(r)

)

2, iklr—r’)
o [ [ e

X(h(r)h(r'))
< [ d%pe™ P (h(ph(0),

where A is the area illuminated by the incident light
beam and the average height is chosen to be {4 (r)) =0.
For the dynamic growth problem, the correlation func-
tion

(h(r)h(0))=w?—1([h(r)—h(0)]*)

1—g

r
€
as shown in Eq. (7). The optical power spectral density
turns out to be

k) <w?e? [ 7 x dx [1-g () Wo(k)x)

which is proportional to the near in-phase diffuse struc-
ture factor given by Eq. (25b).

The comparison between light scattering and LEED
has been discussed well by Pietsch, Henzler, and Hahn in
an instructive way as shown in Fig. 1 of Ref. 29. Diffuse
light scattering is more suitable for a rough surface which
has a lateral correlation length comparable to the optical
wavelength £~A,~10° A. The light-scattering tech-
nique has a very narrow kj-space resolution,
|kl <<2m/Ay~1072 A™'. One can obtain the detailed
fine structures of the difftuse line shape with
FWHM~1/£~1073 A7 as &~Ay according to Eq.
(26c). Neither x-ray nor LEED diffraction techniques
can easily measure such a narrow diffuse profile even with
their ultimate k -space resolution, |k |~10" AT
However, the light-scattering technique has a dlsadvan-
tage that its adjustable range in the k space is very limit-
ed. Since |k, |, S27/Ao~10"2 A7 e, é=kc
~1073 <<, the time-invariant zone of a growing inter-
face cannot be approached using this technique. Also,
due to the very hmlted k, space scanning range,
|k} I max <27 /Ag~107% A7, light scattering is unable to
measure the entire proﬁle of a broader diffuse line shape
if FWHM > 27 /A, corresponding to & <A,. Therefore,
for a rough surface with its lateral correlation length
shorter than the optical wavelength £ <A, the simple
evaluation methods, as shown in case (ii) of Sec. III C are,
in general, not valid for a diffuse light-scattering experi-
ment. Of course, one can still evaluate the peak intensity
of the diffuse line shape, which is proportional to w2&?
according to Eq. (25b), but the information is more in-
volved since w and £ cannot be easily separated. For situ-
ations such as these, it is more appropriate to use x-ray or
LEED techniques which provide a much larger k-space
scanning range because |k |y~ 1 A~

IV. SUMMARY

Starting from the general scaling hypothesis for the dy-
namic growth problem, we utilize a generic but stabilized
(nondivergent) height-height correlation function to de-
scribe the growth front. The contribution of the discrete
lattice effect is effectively included using the discrete
Gaussian approximation. The diffraction intensity is cal-
culated rigorously in the d =2+1 dimension. We show
that the dynamic scaling behavior during growth can be
examined by measuring the diffraction line shapes for in-
phase and out-of-phase diffraction conditions. The pre-
dicted functional forms for the line shape, such as Egs.
(23) and (25), can be readily tested in a diffraction experi-
ment. The growth exponents a and 8 which are relevant
to the growth parameters can be deduced from the
diffraction intensity in a number of different ways, either
within one technique or with a combination of diffraction
techniques. The results are expected to be very useful for
experimental diffraction studies of the dynamic scaling
behavior in complex nonequilibrium problems.

APPENDIX: PROOF OF THE ASYMPTOTIC EQUATION
We show

o] Qn

—, h !

g(Q,y)=e @ n">Q7" as Q—>o0 . (A1)
n

The case of the integral ¥y was proved in our earlier

publication.?? This result can be extended to the nonin-

tegral case.
g (Q,7) has a relation,

QQZ

n=1

n—l

g(Q,y)=

20 +e )Y (A2)

Using the identity,
1 _ 1

(n+1)r+! n7“<1+1/n)“‘

- —v)
2’ s k)n

—(k+y+1) , (A3)

we reexpress Eq. (A2) as

S I(=y)
0+ Yy ————
kzo '(—y—k)

o Qn

g(Q,y)=

X e*ﬂ n*(k+‘y+1)

—e7%0+0 3 %Z_Lg(n,k +y+1),
k=0

(A4)

where the last step is obtained using the definition of
g (Q,y). If Q tends to infinity, Eq. (A4) has a solution,

F(Q)
Qf

g(Q,0)= (AS)
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where F () is the function of ) and satisfies

e 20

¢ % L0 (A6)
F(Q)Q™7

as 1— o .

To prove that (AS) is an asymptotic solution, we insert
(A5) into the right-hand side (RHS) of Eq. (A4) and let

Q— o,
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F(Q)Q _ F(Q)
(1+Q)r*! Qr

RHS of Eq. (Ad)=e¢ ®Q+

=g (Q,y)
=LHS of Eq.(A4) ,

where we have used Eqgs. (A3) and (A6). It is easy to
determine the function F({):

e Qn

F(Q)=g(ﬂ,0)=e““ =1—e 251 as Q> .

Therefore, we have proven G (Q,y)=Q7 7.
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