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Improved wave function for strongly correlated electronic systems
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A scheme of optimization of a trial wave function in the variational Monte Carlo calculation is
developed. It provides a more precise description of the ground state for strongly correlated electronic
systems with highly improved trial wave function. A general type of variational wave function con-
structed from a linear combination of Slater determinants multiplied by Jastrow correlation factors is
proposed. They can explicitly contain low-energy fluctuations and long-range correlations. Using this
optimization method, we examine the properties of these wave functions by applying them to a one-
dimensional Hubbard model for which the exact solution is available for comparison. It is found that
these wave functions prove to be substantial improvements compared to the conventional Jastrow-type
wave functions.

I. INTRODUCTION

The discovery of high-T, copper-oxide superconduc-
tors has renewed the interest in strongly correlated elec-
tronic systems of low dimensions. ' The Hubbard model
is one of the simplest models for such strongly correlated
systems. Although much effort has been devoted to eluci-
dating this basic problem by using both analytical and
numerical techniques, our understanding is still
insufficient.

The variational Monte Carlo (VMC) method is one of
the most powerful and transparent approaches for under-
standing strongly correlated electronic systems. It over-
comes the limitation of having to deal with only small-
size lattices. In addition, it is quite successful in describ-
ing the nature of the correlated systems and provides a
deeper insight because of its explicit form of the wave
function.

Most VMC studies for strongly correlated electrons
have been limited to the Gutzwiller wave function, which
takes into account only the on-site correlation. ' Re-
cently, Yokoyama and Shiba have pointed out the need
to go beyond the Ciutzwiller function and made improve-
ments to estimate some physical quantities using a
Jastrow-type wave function for the Hubbard model. It
was also shown by several authors that the Jastrow-type
wave function has the potential to describe the ground-
state properties of a t-J model over the entire phase dia-
gram. These wave functions, however, contain only a
few variational parameters and are insufficient to under-
stand completely the ground state of strongly correlated
systems. Thus, the need to construct better wave func-
tions has been increasing recently.

The conventional procedure for minimizing variational
energy, which requires direct evaluation of energies at
each mesh point in a variational parameter space, does
not allow one to increase the number of parameters and
limits improvement of the trial wave function. Therefore,

it is very important to develop a method suitable for mul-
tiparameter optimization. In this paper, we use Powell's
optimization algorithm combined with the fixed sam-
pling in VMC calculations and succeed in extending vari-
ational space. This method makes it possible to obtain a
more precise description of the ground state of strongly
correlated electronic systems.

Another purpose of this paper is to show that, in addi-
tion to the improvement in the Jastrow-type correlation
factor, low-energy fluctuations play an important role in
investigating the ground state of strongly interacting
electrons. For this, we propose a new class of variational
wave functions that consist of a linear combination of
Slater determinants multiplied by Jastrow-type correla-
tion factors. They can explicitly contain low-energy Auc-
tuations such as particle-hole excitations and long-range
intersite correlations.

Using this optimization method in VMC calculations,
we test the validity of these new wave functions by apply-
ing them to the one-dimensional (1D) Hubbard model,
for which comparisons of evaluated physical quantities
can be made with those by exact solutions or other trial
functions. It is shown that these wave functions are supe-
rior to other trial functions proposed, particularly for the
half-filled band.

This paper is organized as follows. In Sec. II, the gen-
eral formulation of the optimization procedure is de-
scribed in detail, and our trial functions are introduced in
Sec. III. Section IV provides the results of computations
of physical quantities for the 1D Hubbard model. Sec-
tion V is devoted to a summary and discussions on relat-
ed problems.

II. FORMULATION

We use the VMC technique to study the ground-state
properties of the strongly correlated electronic systems.
The variational principle guarantees that it provides an
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upper bound for the estimate of ground-state energy of a
physical system. Its principal advantage lies in the
presumption that the lower the variational estimate of
the ground-state energy, the better the wave function,
and that reasonable correlations can be introduced direct-
ly into the trial functions using physical considerations.

In the VMC method, the expectation values of physical
quantities are calculated on the basis of the Metropolis al-
gorithm and the form of trial wave function gT is adjust-
ed so as to arrive at the energy minimum by varying all
parameters in gT. One alternative for optimizing gr is to
minimize the variance of the variational energy' ' "
( PT l

(H Ez )
—

l PT ) /( gT l fT ) . Minimization of the
variance, however, does not always mean the energy
minimum and is ambiguous in determining reference en-
ergy E~, which strongly influences the optimization sta-
bility. For these reasons we adopt the optimization cri-
terion in which the variational energy is minimized
within the statistical error.

For a system with Hamiltonian H, the variational ener-

gy as a functional of gT is given by

E[~'] (~ l~ )

f [HfT(R)/QT(R)]w(R)lac(R)l dR

mR &R 2dR

where

and R denotes the coordinates of N, electrons. An arbi-
trary function 1tc is introduced in Eq. (1) for later con-
venience of computation. In VMC calculations, the in-
tegrals over R are replaced by the importance sampling
and then Eq. (1) is written as

HgT
E[QT]—g w g W

Ifc)

where the sums are taken over a finite set of coordinates
of electrons sampled with the probability distribution

The weight function w is the relative probability
of choosing an electron configuration and exactly com-
pensates the difference between QT and gc in the limit of
an infinite number of samples.

To have the energy minimum we must optimize the pa-
rameters contained in ittT, and we employ the fixed-
sample method, " where the same distribution function

and the same random walk are used during the op-
timization process to avoid ensemble dependence. This
absence of stochastic uncertainty makes it possible to use
more e%cient search techniques in finding the minimum.

We proceed with the optimization of parameters by
successive iterations. This is a practical improvement
over the conjugate-gradient method by Powell in the nu-
merical computation. It consists of a sequence of minimi-
zations of E along a conjugate set of directions u's in a
variational parameter space. Its essence is as follows,
where the dimension of the variational parameter space is
N.

We start with a set Co of suitably valued parameters in
a trial function gT, and put gc=1tT(R;Co), so that
w = l1(T/1tcl =1 at first. The conjugate set of directions
u; is initially set as unit vectors e;. Then for i = 1, . . . , N
we put

C"'=C"-"+X.ui i

where C' ' is initially set as Co, with QT(R;C") and

gc(R;Co) we obtain the temporary minimum of energy
by adjusting A, ; at each step. Note that the parameters in

Pc are unchanged, and now

Next, u; is replaced by u, +, for i =1, . . . , X —1 while

u& is replaced by C' ' —C' ', the average direction moved
after trying all N possible directions. Then we adjust A, &
in C' +"=C' '+ A,&uz to obtain the new temporary
minimum of E, and C' ' is replaced by C' +"but the pa-
rameters in Pc are still unchanged.

Repeating the process above until all parameters con-
verge, we arrive at the best of parameters C'*'. The role
of function w is monitoring to check if the change of fT
from the initial form Pc becomes too large. If the change
goes beyond the criterion at C' ', the optimization pro-
cedure must restart with lt T(R;C" ) and fc(R;C'" )

again.
With the repeated cycles of successive minimizations,

E converges rapidly to the minimum. Notice that the
choice of successive directions does not need explicit
computation of the gradient of E with respect to C in
contrast to Newton's method.

Once the fully optimized wave function Pr(R;C'') is
obtained, it is used in evaluating the physical quantities
with another VMC run.

III. TRIAL WAVE FUNCTION

In this section, we present a new class of variational
wave functions for strongly interacting lattice fermions.
A single Slater determinant composed of single-particle
states multiplied by the Jastrow-type two-body correla-
tion factor is fairly common in the variational theory.
The Gutzwiller wave function, which is a prototype of
the trial function of this type, has been extensively used
for strongly correlated systems. ' ' ' However, it is un-
satisfactory on many points, since it involves only the
on-site correlation, and various attempts to extend the
variational parameter space have been made. For the
Hubbard model, Yokoyama and Shiba introduced the
attractive correlation between empty and doubly occu-
pied sites in the half-filled case, and a Jastrow-type inter-
site correlation in the non-half-filled case, to be multi-
plied respectively by the Gutzwiller function. For the t-J
model, repulsive or attractive Jastrow-type correlations
with a Gutzwiller projector are proposed by several au-
thors. In addition, spin-spin, as well as spin-fermion,
correlations are included in Jastrow-type functions for
other strongly correlated models. '

However, these trial wave functions can reproduce
only a fraction of the true ground-state energy. The pri-
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q(k)

(3a)

(3b)

mary deficiency of the single Slater determinant expres-
sion is the inadequate treatment of the low-energy Auc-
tuations. We include them in our wave function in more
general ways. For this purpose, we begin with a linear
combination of Slater determinants, each of which corre-
sponds to an n-particle excited state (n =0, 1,2, . . . ),

I++ h "ct,c,+g h", 'c„,c„,c„c,+ . .

pied sites has an important effect in this case. ' We in-
clude it in the correlation factor in long-range form:

F~ =+ [ 1 —
[ 1 ri( r—d, ) ]d, e ],

[V]

(6)

where d, =n, tn, .
&, e =(1 n—t)(1 n—~), and [ij] denotes

a d-e pair. When r) takes the same value for all rd, (dis-
tance between the empty and doubly occupied sites), Ftt
reduces to the Gutzwiller projector. For large U/t, it is
expected that the weight of the state having doubly occu-
pied sites decays rapidly with rd, . Thus, the function g is
approximated as

where go is an uncorrelated Slater determinant composed
of single-particle states, P'"' corresponds to each term in

Eq. (3a), and Greek indices denote either wave vector or
lattice site, depending on the method of representation.

represents the configuration interaction in either
momentum space or real space. In the latter case, mul-
tisite correlation in off-diagonal form, which needs rear-
rangement of particle configurations in both hopping and
interacting processes, can be easily introduced.

If the sums in Eq. (3) are taken over all possible
configurations, the expansion is complete in a given Hil-
bert space. The exact solution would be obtained by di-
agonalizing (P'" M~g'"') in this case. However, this is
not practical except for very small lattice sizes. In prac-
tice, the expansion is truncated, and an approximate
wave function can be obtained. After some selections
from the terms in Eq. (3) and classifying them into diago-
nal and off-diagonal terms, we arrive at the following trial
wave function as a subset of P:

1+h g Fc; c FP~,
1Jo

(4)

where c (ct ) annihilates (creates) an electron with spin
tr on the jth lattice site, f~ denotes a filled Fermi sea, and
the coefBcient h is determined variationally. A correla-
tion factor of diagonal form, F, is introduced into g, in
order to take into account site-dependent correlations in
c; cJ 1(~ as well as in g~. Particle-hole excitations are ex-
plicitly contained in f, . With this wave function, we can
explicitly express the successive hopping of electrons.

We examine this wave function by applying it to the
1D Hubbard model, which is not only one of the simplest
models for strongly correlated electrons, but also a candi-
date for a realistic model of superconducting copper ox-
ides. The Hamiltonian is given as

H= t g (c; c —+H. c. )+. Ug n;&n;&,
(ij &o

where the notation is a standard one. In the following,
we take the lattice constant as the unit of distance. In or-
der to simplify our calculations, we restrict the transfers
of electrons in P, to the nearest neighbor in accordance
with the Hamiltonian (5).

Next, we consider the correlation factor for the half-
filled case (i.e., n, =N, /N, =1, N, is the total number of
sites) where the Mott-Hubbard-type metal-insulator tran-
sition' is an important problem. It is pointed out that
attractive correlation between empty and doubly occu-

if rd, =1

a/rd, otherwise .

We note that only the nearest-neighbor correlation be-
tween the empty and doubly occupied sites was con-
sidered in the previous VMC studies. '

Equations (4), (6), and (7) constitute our trial wave
function for the half-filled Hubbard model:

Fg= / g [1—[1—g(r;, )]n;.nf ],
ij oo'

(9)

where r; =
~ r; rJ ~

is the dist—ance between the ith and jth
sites, and we assume the form of function g(r, . ) to be

if r, =I (l =0, . . . , 6)

exp( —y/r, ) if r,, ~7 .&(r )= ' (10)

Thus, the degree of freedom in variational parameter
space is fairly large compared to that in Ref. 4. Equa-
tions (4), (9), and (10) constitute our trial wave function
for the less-than-half-filled Hubbard model as

1+h g Fgc; cJ FgQF,
(ij &o

in which nine variational parameters are contained, i.e.,
h, go, . . . , g6, and y. When g is restricted to the on-site
correlation go only, then Fg reduces to the Gutzwiller
projector. Note that when $0=0 we deal with the sub-

space without a doubly occupied site for the Hubbard
model with U= oo. We take the quarter filling (n, =

—,')
as a typical example of a less-than-half-filled system.

1+h g F~c, c F~P~ .
(Ij &o

As a result, we have five variational parameters, i.e., h,
r)~, gq, a, and P. They are optimized by the method stat-
ed in Sec. II.

The second case is the less-than-half-filled system
(n, ( 1), where the problem of the stability of the
Tomonaga-Luttinger Fermi liquid state' ' is very im-
portant in the strong-coupling regime. In the presence of
many empty sites, a crucial defect in the previous studies
is the lack of precise description of the long-range inter-
site correlation. We take the following long-range corre-
lation factor of Jastrow type:
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IV. RESULTS

We present the results of our VMC calculations where
comparisons with those by exact solutions and other trial
wave functions are made. We consider the 1D Hubbard
chain with 50 sites for the half-filled band, and with 60
sites for the quarter-filled band under the periodic bound-
ary condition. In these cases, no degeneracy occurs in

The variational parameters are determined by the
optimization procedure stated in Sec. II. Once the fully
optimized wave function is obtained, we use it to evaluate
the total energy, spin-, and charge-correlation functions
in Fourier-transformed form,

0-

—0.5

16

1 ik ( r,. —r . )S(k)= g e ' ' ((n;& n;

—t)(n ~t
—njt)),

s ij

(12)

C(k)= pe ' ' I((n;&+n;&)(n tJ+n &~))
ij

—(n;&+n;& )(n t+n )tI, (13)

and the momentum-distribution function

n(k)= —,
' ge ' ' (etc, ) . (14)

A. Half-filled band

We start with the results of the total energy per site, E,
in the half-filled case. In Fig. 1, the total energy for gH is
plotted as a function of U/t, and is compared with those
for the Gutzwiller function PG and the exact solution for
the infinite systems by Bethe ansatz. ' The present value

We employ the Monte Carlo algorithm in which a new
configuration is generated by the motion of a single parti-
cle and/or by the interchange of two particles with oppo-
site spin. We collect typically 2X 10 samples for the op-
timization of the variational parameters and
3 X (10 —10 ) samples for the evaluation of the observ-
ables. To keep the statistical independence of these sam-
ples, we take long enough thermalization and sampling
intervals to achieve a reasonable acceptance ratio.

The optimization of the variational parameters was
well accomplished with convergence rapid enough to
handle a large parameter space. The optimal values of
variational parameters show the following general behav-
iors: For the half-filled band, i) in Eq. (7) decays rapidly
with rd, and g, decreases with increasing U/t, as expect-
ed. As an example, the minimum energy is realized for
i), -0.5, i)z-0.4, a-0.6, and P-0.4 for U/t=4. For
n, =

—,', g in Eq. (10) gradually increases toward unity with

r,, and the on-site correlation go decreases with increasing
U/t. This suggests that the correlation by the prefactor
F& is repulsive in the quarter-filled case. For example,
the optimal values of go-0. 3 and g(r; )with r, . &1 are"
between 0.7 and 1 for U/r =4. In both cases, the optimal
value of h monotonically increases with U/t, leading to
the virtual process causing the exchange coupling by the
successive hopping of electrons. In the following, we
present the results of the physical quantities evaluated
with the optimized wave functions.

U/r

FIG. 1. Total energy per site of the 1D half-filled Hubbard
model as a function of U/t, evaluated by VMC calculations
with PH (filled circles). A comparison is made with those by gG
(open circles) and the exact solution (Ref. 21) from the Bethe an-

satz for the infinite systems (solid line).

of variational energy is greatly improved, particularly for
a large value of U/t, and is fairly close to the exact one.
The agreement is within -6%. Notice that a sizable
lowering of the energy is achieved compared to the
Gutzwiller function in the whole U/r region. For a large
U/t regime, the energy of gG departs appreciably from
that by the exact solution, in contrast to gH. In fact, the
perturbation expansion from the strong-coupling limit
shows that the exact energy behaves as E ~ t /U whil—e

leads to F. ~ —t /I U ln( U/t)] for U/t ~ oo, as
shown by the analytic calculation. The Gutzwiller
wave function includes only the on-site correlation, in
which the weights of electron configurations are not
effectively classified by their mobility or rd„ i.e., all
configurations with a given number of doubly occupied
sites have the same weight in the subspace. On the other
hand, a large fraction of the true ground-state energy is
recovered by our trial wave function gH, in which the
particle-hole excitation, together with the long-range
correlation between empty and doubly occupied sites, is
properly included.

Next, we show the results of spin- and charge-
correlation functions in Fig. 2 for some values of U/t.
The charge fiuctuation C(k) tends to be suppressed by
the correlation effect as shown in comparison with
U/t=0. On the other hand, the spin-correlation func-
tion S(k) is considerably enhanced at k =ir, indicating
well-known long-range antiferromagnetic correlation.
The U/t ~ ~ limit of the half-filled Hubbard model cor-
responds to the S=

—,
' antiferromagnetic Heisenberg mod-

el for which the exact result" of S(k) is available for
small system sizes (N, =26). The present result of S(k)
for U/t = 16 is fairly close to the exact one, as shown in

Fig. 2.
Let us now discuss the result of the momentum-

distribution function. The inclusion of only the nearest-
neighbor correlation between empty and doubly occupied
sites into gG leads to an insufficient description of n (k)
for small U/t. In this case, n (k) has an apparent jump at
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tegration technique. Moreover, the perturbation calcu-
lation for the half-filled Hubbard model in the strong-
coupling limit gives the explicit form

4—
4S(t) ( n(k)= —+ cosk+O[(t/U) ] .1 4t ln2 3

2 U
(15)

C(t) (
2—

0— oooooooooooo
I I

0 0.5 1

FIG. 2. Spin- and charge-correlation functions S(k) and
C(k) for the half-filled case at U/t =0 (broken line), 4 (trian-
gles), and 16 (circles). Filled symbols represent 4S(k), while
open ones represent C(k). Note 4S(k) is equal to C(k) when
U/t=0. The exact result of 4S(k) for the 1D and S=—'

Heisenberg model (Ref. 24) is also shown (solid line).

The VMC result for U/t =16 agrees well with Eq. (15),
as shown in Fig. 3. Therefore, gH represents an insulat-

ing state in the strong-coupling regime.
For U/t =4, we have also calculated n (k) using the

wave function PH =FHgF, which includes only the corre-
lation between empty and doubly occupied sites, i.e.,
h =0 in ltH. The result is shown by the open triangles in

Fig. 3. Comparison with the result for 1tH with the op-
timal value of h —1 (closed triangles) shows that the
particle-hole excitation has a crucial effect in the im-
provement of n (k). However, the question remains as to
whether or not the discontinuity at k =kF for small U/t
vanishes in the limit of an infinite number of lattice sites.
The introduction of long-range transfers of electrons in

ltH may be necessary, although we have restricted the
transfers to the nearest neighbor.

B. Less-than-half-filled band

the Fermi surface leading to metallic behavior. This will
not be true in our model. At half filling, an insulating
state is expected for which n (k) has no discontinuity at
k+. The present result shows a reasonable improvement,
as shown in Fig. 3. An insulating behavior expected for
the half-filled band is recovered for large U/t: It seems
that n (k) is a smoothly decreasing function and the data
near kF are well fitted with a linear function. These are
consistent with the result by the boundary condition in-

This subsection shows the result for the less-than-half-
filled case evaluated with the fully optimized trial func-
tion in the form of Eq. (11). We consider the quarter-
filled (n, =

—,') Hubbard model with X, =60 as a typical

example of a less-than-half-filled system.
At first we show the dependence of the total energy on

U/t together with the result of it G and the Bethe ansatz
solution in Fig. 4. By setting go=0, the U= eo Hub-

bard model is easily realized in the subspace where the
double occupation of a site is forbidden. The ground-
state energy is considerably improved as compared to l(G
in the whole U/t region. The difference in energy be-
tween the VMC result with g& and the exact one is less

~5J~
~g

0.5- —0.6-

0-
0 0.5

U/t=16
~g

U/t=8

U/t=4
—0.8

I

16

exact
o ego
~ g o

I

OO

FIG. 3. Momentum-distribution function n(k) in the half-
filled case evaluated by VMC calculations with AH is shown for
U/t =4 (filled triangles), 8 (filled squares), and 16 (filled circles),
in comparison with the result of perturbational t/U expansion
(Ref. 26) for U/t =16 (solid line). We also show the result of
n (k) for U/t =4 evaluated by VMC calculations with

fH =FH PF, i.e., h =0 in @H (open triangles).

U/t

FIG. 4. Total energy per site using lt& as a function of U/t
for the quarter-filled Hubbard chain (filled circles). They are
compared with those by ltG (open circles), and the exact solu-

tion for infinite systems (Ref. 27) (solid line). At U/t = Oo, the
value of exact solution —2sin(n, m)/~ with n, =

~
is represent-

ed by a triangle.
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~ p/g= oo ~ ~,
4S(g) ~ U/t =16 & ~

& U/t=4 ~ + e
kgxgm

N ~ Nsi:
ga

oo
gggHH

bh UDa~
aors~

go
aP o P/&=oo

+' ~ pH~ C(g& & U/t=16
agg & Ult=4

g~U
0—

I I

0

- 0.5-

0.5
k/&

FICi. 5. Spin- and charge-correlation functions S{k) and
C ( k) for the quarter-filled case. The selected values of U/t are
0 (broken line), 4 (triangles), 16 (squares), and ~ {circles).

than -4% while for gG the difference is less than
—10%. This may be understood as follows. The com-
petition between the on-site repulsive interaction and the
kinetic term should tend to keep electrons apart. There-
fore, the projection weights for spin configurations such
as

~

. +0—0. ), ~

. + —000+ . ), etc. , must be
di6'erentiated. This situation is correctly described in our
trial function with h and g but lacking in gG.

In Fig. 5, spin- and charge-correlation functions are
shown. The spin-correlation function S(k) exhibits a
sharp cusp at k =2kF, indicating that spin correlations at
2k~ are dominant at long-length scales, while C(k) is ful-

ly suppressed. As U/t decreases, this cusp is suppressed.
At U/t = oo, an exact calculation of S(k) and n (k) has
been carried out based on the Bethe ansatz wave function
for small system sizes. The overall behavior of our
S(k) is similar to the exact one for U/t = oo.

Finally, we discuss the momentum-distribution func-
tion. The ground state of the Hubbard model, as well as
the t-J model, belongs to a general class of interacting
Fermi systems known as Tornonaga-Luttin ger
liquids, ' ' while ordinary metals are well described by
the Landau theory of Fermi liquids. In the Tomonaga-
Luttinger liquids, the momentum-distribution function
exhibits a power-law singularity near kz in contrast to a
discontinuity for ordinary metals.

Figure 6 shows our result of n (k) for several values of
U/t. One notices a strong singularity at k =k~ and a
weak singularity at k =3k&. For U/t= ~, the overall
behavior of n (k) is similar to the exact one except for
k =kF. It seems that there is a finite discontinuity at the
Fermi surface, and the Tomonaga-Luttinger behavior ex-
pected for the ground state is not recovered. There may
be room for further improvement of the wave function
for the partially filled band; an improved choice of pa-
rameters g(r) with long-range nature must to be made in
order to accurately describe low-energy properties.

I

I

I

I

Lk Lkkkkk'
I

lt+yp~
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I~ ~ ~ ~ ~~~~ ~
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I
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I
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I
I

0.5-

0-
I

0 kp
I

7t /2

~ U/t=4
+ U/t=8
~ Ul/t =16
~ U/t= oo

~ ~
EH4.::::

I I

3kF

FIG. 6. Momentum-distribution functions for U/t =4 (trian-
gles), 8 (diamonds), 16 (squares), and ~ (circles) in the quarter-
filled case. The exact result (Ref. 24) by Bethe ansatz for
U/t = ~ is also shown (solid line).

V. SUMMARY AND DISCUSSION

In this paper we have developed an optimization
method for VMC calculations. With this method, it has
become possible to utilize wave functions with a large
number of variational parameters. The method men-
tioned here can be used to obtain a more precise descrip-
tion of the ground state for strongly correlated electronic
systems with wave functions superior to those with only a
few parameters used in previous VMC calculations.

We have proposed a new type of variational wave func-
tion, which is constructed of a linear combination of
Slater determinants multiplied by Jastrow-type correla-
tion factors. They can explicitly contain low-energy Auc-
tuations such as particle-hole excitations. We have exam-
ined these wave functions by applying them to the 1D
Hubbard model.

For the half-filled band, we have introduced the long-
range attractive correlation between empty and doubly
occupied sites into the variational wave function. The re-
sults of total energy, correlation functions, and
momentum-distribution functions for large U/t show
good agreement with results achieved through exact solu-
tions.

For the less-than-half-filled case, we have employed the
trial wave function in which Jastrow-type long-range in-
tersite correlation is multiplied by a linear combination of
Slater determinants. With this wave function, the energy
and correlation functions are close to the exact one ob-
tained by Bethe ansatz. The behavior of n(k) near kz
remains a problem.

In order to investigate the metal-insulator transition or
power-law singularity in more detail, we need a systemat-
ic analysis of the singularity of n (k) near the Fermi sur-
face in the thermodynamic limit. However, it is diScult
to completely determine the singularity of n (k) at k~,
since numerical calculations are carried out for finite-size
systems. The finite-size corrections for the thermo-
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dynamic limit, such as the boundary-condition integra-
tion technique, may be useful for extracting essential in-
formation from numerical studies of finite clusters. In
addition, our results are within the limits of the trial
wave function, which includes various assumptions. Fur-
ther refinements of the trial functions seem to be re-
quired, especially for the non-half-filled band. When oth-
er correlation eA'ects that recover the true low-energy be-
havior of the charge excitations are involved, further im-
provement is expected to achieve correct Luttinger-liquid
behavior. In fact, for t-J and U= ~ Hubbard models, a
particular form of long-range correlations in the Jastrow
factor has been shown to lead to the characteristic behav-
ior of Tomonaga-Luttinger liquids. ' '

An application of the present method with some
modifications to the t-J model is also interesting because
of the close connection with high-T, superconductors.
Fortunately, the present optimization procedure for the
multiparameter system is Aexible enough to extend the
variational parameter space for any system. These are
left for future research.
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