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Two independent techniques are used to obtain the background function for the x-ray-absorption
fine structure (XAFS) of pure Pb at energies that are normally inaccessible because they are in the
edge. The results of the two techniques are shown to give the same x(k) above a threshold energy
in the absorption edge, where the background is 70% of the edge step. The reliability of the XAFS
starting at unprecedentedly low k values (1.5 A~ above the Fermi energy) allows sensitive tests
of several details of theoretical XAFS calculations. Electron-hole-excitation losses in addition to
the plasmon-pole loss term are shown to be important, and the Hedin-Lundqvist many-body self-
energy is found to be superior to that of Dirac-Hara for pure Pb. One of the presented methods of
background removal can be employed for general XAFS analysis, and is easily automated.

I. INTRODUCTION

In order to get structural information from x-ray-
absorption fine-structure (XAFS) data,! it is first nec-
essary to separate the XAFS, x, from the measured ab-
sorption, u(E), according to

B(E) — 1o (E)
x(B) = B8, (1)
where po(E) is the absorption of an “isolated” atom.
This is the absorption from an atom embedded in the
electronic environment of the condensed system, but
without backscattering from the near neighbors, and is,
in general, different from the atom in a vacuum.? This
absorption of the isolated embedded atom is not usu-
ally known, and is assumed to be a much more smoothly
varying function of energy away from the absorption edge
than is the XAFS. The separation of u(E) consists of
three steps:® (1) Pre-edge background removal, in which
most of the energy dependence of the absorption other
than that from the absorption edge of interest is elimi-
nated, (2) normalization to the edge jump, and (3) post-
edge background removal, in which a smoothly varying
background function which approximates the absorption
from the isolated embedded atom, po(E), is subtracted
from p(F) to give x(E). While the first two steps are im-
portant, they are also usually straightforward and trou-
ble free. Pre-edge background removal will be done in
the standard way, and without further comment. Nor-
malization will be discussed briefly below.

Extracting the post-edge background function, po(E),
is the most critical step of background removal, as this
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function can affect the final conclusions for the structural
information. In particular, when the variations of the
background function are comparable to the XAFS itself,
the separation of the background and XAFS becomes
poorly defined. Since the atomic absorption varies sub-
stantially near the absorption edge, the standard practice
in XAFS analysis has been to ignore everything below an
energy typically 30 eV above the Fermi energy, Er. This
can be a severe limitation on the range of useful data,
especially for highly disordered systems, for which the
XAFS signal drops into the noise within a hundred eV
from the edge.

In this paper a general method for extracting the post-
edge background from experimental data, even within
the absorption edge, is presented. It is more objective
and reliable than previous methods and is easily auto-
mated. The new method is applied to pure Pb, and a
comparison is made between the results from this method
and a measured background, obtained by an independent
technique? that finds points on the true background func-
tion. The results for the two backgrounds are shown to
be essentially the same in those cases for which the mea-
sured background technique is valid. The agreement of
the two independent results, even within the absorption
edge, allows for a critical evaluation of theoretical calcu-
lations in this previously untested region, where the ap-
proximations used in the calculations are most suspect.

II. REVIEW OF POST-EDGE BACKGROUND
METHODS

Because the absorption of an isolated embedded atom
is not generally known to sufficient accuracy, and be-
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cause the measured absorption can include significant, if
smooth, deviations from the true absorption, the post-
edge background function must be approximated. The
usual practice has been to approximate the background
function by a piecewise polynomial, or spline. Splines are
used because they are easily calculated and can be made
sufficiently flexible for nearly all situations. The flexi-
bility of the spline is controlled by the number of knots,
points along the spline at which two polynomials pieces
join, and at which some discontinuity in derivatives is
allowed. By using splines, the problem of how best to
approximate the background is reduced to a problem of
what conditions, such as polynomial order and knot lo-
cation, to put on the spline.

The standard method for spline background
approximation® is to use cubic splines, which are fourth-
order polynomials with knots which have one degree of
freedom each. For such cubic splines, the value of the
spline and its first two derivatives are required to be con-
tinuous at the knots, while the third derivative is allowed
to be discontinuous. The cubic spline is usually chosen so
as to give a least-squares fit to the full absorption data,
#(E). In order to prevent the cubic spline from following
the absorption spectra too closely, thereby erasing the
XAFS, it is constrained to have a small number of knots.
Typically between 2 and 7 knots are used. While this
type of background approximation is generally successful
for Extended XAFS analysis, it suffers from problems due
to subjectivity in the selection of knot locations. More
importantly, this method often becomes unreliable near
the absorption edge, where the background varies rapidly.

An important improvement to this method of choosing
a fairly stiff spline which gives the least-squares fit to the
full absorption data was made by Cook and Sayers,® who
recognized that the background corresponds to the low-
R components of X(R), the Fourier transform of x(k)
resulting from the background subtraction. They pro-
posed that a good background removal would eliminate
all low-R components of ¥(R) that would distort the
XAFS information, but preserve all XAFS information
with sufficiently high R. The method they used to ac-
complish this was to start with the background function
as the absorption data, and smooth this background us-
ing cubic splines through all data points until the second
derivative of the background was small compared to that
of the absorption data. The smoothing was then contin-
ued until the low-R magnitude of ¥(R) was sufficiently
smaller than the first peak magnitude of x¥(R). The new
background method we will introduce in the next section
comes from a refinement of the proposed criteria of Cook
and Sayers for a good background removal, and uses a
more straightforward technique.

Recently, a method of experimentally determining the
background in the near-edge region has been demon-
strated. This method relies on the assumption that,
while the XAFS is temperature dependent, the back-
ground is not. By measuring u(FE) at various temper-
atures for pure Pb between 10 and 600 K, Stern et
al.* found points where the spectra of different temper-
atures crossed one another. These “data crossings” gave
points on the background curve itself for the near-edge
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region, and the usual polynomial spline could then be
constrained to go through these points on the known
background curve. By allowing this constrained spline to
best fit the absorption data, the isolated embedded atom
absorption, uo(E), and therefore the XAFS, were quite
accurately determined starting at about 8 eV above the
Fermi energy, Er (in this paper, all energies and k values
will be referenced to Er), a substantial improvement on
the lower limit of energy for useful x(k).

Although the data-crossing method is quite reliable for
Pb at high temperatures, it fails when the near-edge ab-
sorption has significant contributions from more than one
shell or from multiple scattering. This failure, unfor-
tunately, disqualifies the data-crossing method for most
XAFS problems of interest. The technique works in Pb
because of the low Einstein temperature (g = 66 K) so
that higher shells have large Debye-Waller factors and
do not contribute to the near-edge XAFS at room tem-
perature and above. The low Einstein temperature also
implies that the thermal disorder for the first shell varies
significantly at low k between room temperature and the
melting temperature, allowing the data crossings to be
discernible. The data-crossing technique requires XAFS
measurements over a temperature range for which higher
shells are negligible and the first shell Debye-Waller fac-
tor changes significantly. Even when possible, the num-
ber of different experimental measurements necessary for
this method implies time-consuming data collection and
analysis in many cases of interest for which they are oth-
erwise unnecessary. A simpler, more general approach of
obtaining a reliable background is desirable.

I1II. BACKGROUND-REMOVAL METHOD

The background-removal method presented in this pa-
per stresses the information content of the XAFS. Be-
cause the goal of most XAFS analyses is to get structural
information about the system (through the partial pair
correlation function), the background function can be de-
fined as that part of measured absorption that does not
contain any structural information. This definition, sim-
ilar to that of Cook and Sayers,® suggests an approach to
its removal. Since the partial pair-correlation function is
small below the first-neighbor distance, the XAFS signal
must be small at low R. A correctly subtracted back-
ground function will therefore result in only small signals
in the low-R part of ¥(R). The remaining low-R compo-
nents of ¥(R) will be dominated by leakage from the first
shell. Although low-frequency structure in the atomic
absorption due to resonant scattering from the electronic
states within the central atom have been suggested® and
observed,® these are not part of the structural informa-
tion sought after in most XAFS experiments. These non-
structural contributions to the total absorption are con-
sidered to be part of the background, and the new ap-
proach will separate them from the XAFS, and may give
a useful way to study these electronic states.

The method we suggest is to subtract a spline that best
eliminates the nonstructural, low-R, portion of X(R).
Since the criterion for the background is best expressed
in R space, the background spline is allowed to vary un-
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til the resulting ¥(R) is optimized at low R. We will
discuss the meaning of this optimization more precisely
below, but it amounts to minimizing those parts of ¥(R)
at low R that do not result from leakage of the first
shell. The spline used to approximate the background
is a fourth-order polynomial spline with knots that are
equally spaced in & space, and at which one degree of free-
dom in the spline is allowed. No points on the absorption
curve are assumed to be points on the background curve
in this method. Specifically, the spline does not neces-
sarily intercept the absorption curve at the knots; the
ordinates of the spline at the knots are determined by
the low-R fit. Whereas previous methods of background
removal chose a smooth spline to best fit the whole ab-
sorption spectrum, p(E), the method chooses the spline
to best fit only the low-frequency components of u(E).

The optimization of X(R) at low R for the background
subtraction can be done in a two ways. The simplest way
is to minimize the ¥(R) over a low-R range in which the
XAFS is known to be small. While this simple minimiza-
tion is certainly an improvement over fitting the back-
ground spline in k space, it has difficulty when leakage
from the first shell, due to the finite window in the Fourier
transform as well as the & dependence of the backscat-
tering, causes substantial low-R components of X(R). A
better optimization of ¥(R), which will compensate for
this spectral leakage, is to minimize the difference of the
data ¥(R) and a standard X(R) over the low-R region.
The standard x(R) is used to give an estimate of the
leakage into the low-R region from the first shell and can
be derived from either a theoretical calculation or an ex-
perimentally determined x (k) for which the background
is trusted. Optimization with a standard is particularly
useful when the scans will later be compared in some
way (log-ratios, fitting, etc.) because it gives a consis-
tent, reliable background with a smooth transition from
the low-R region into the first shell. Most importantly for
optimization using a standard, the resulting background
is fairly insensitive to the details of the first peak. Since
the standard x(k) is used only to get an approximation
of the leakage from the first shell, and since the leakage
is only a small portion of the first shell, even a crude
estimate of the near-neighbor distance and amplitude of
x will make a reasonably good standard for background
subtraction.

Because the background removal method makes ex-
plicit use of both Fourier conjugate variables k and 2R,
the number and nature of the free variables in the back-
ground spline are now well characterized. Since each knot
is associated with one degree of freedom, the mazimum
number of knots allowed in the spline is given by”

2Ry Ak
T k)

Ninots = (2)
where Ak is the k range of useful data and Rpig is the up-
per limit of the low-R region over which the background
is to be fit. Typically, Rykg will be about half the dis-
tance of the first shell peak. To minimize R components
higher than Ry in the background, the knots are set to
be equally spaced in k space, so that Rpke can be thought
of as the Nyquist frequency, above which no signal can be
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measured. Since Eq. (2) gives an upper limit on Ninots,
and because the number of knots must be an integer, the
actual number of knots used will always be less than or
equal to that given by Eq. (2). To be conservative, we
use one less knot than the integer part of Ninots. (This
reduces Rpkg to an integer multiple of —%+.) Because of
the restrictions now put on the background spline from
the information content of ¥(R), the number and abscis-
sas of the knots are now explicitly determined [while the
ordinates of the knots are determined by minimizing the
difference between data and standard X(R) in the low-R
region] so that much of the subjectivity of the standard
background method is eliminated.

It should be noted here that the standard background
removal method approximates this approach by requiring
a spline with a limited number of knots in order to pre-
vent any significant part of x(k) from being subtracted in
the background removal. Many of the difficulties of the
standard background method stem directly from trying
to fit a function in k space, while the requirements on
the function are best expressed in R space. Typically, in
fact, backgrounds that are determined in this standard
way (i.e., by fitting in k space) are deemed good when the
low-R components of X(R) are small. The new method,
like that of Cook and Sayers,® codifies and automates
this criterion for a good background.

The data-crossing method discussed above, although it
too fits the background in k space, can be seen as a special
case of this approach of associating the structural infor-
mation with x, and the nonstructural information with
the background. Only x, through variations in partial
pair-correlation function, has temperature dependence.
The background consists of everything else and so has
negligible temperature dependence, and so the two can
be separated by comparing the full absorption at different
temperatures.

IV. RESULTS AND COMPARISONS

The new background removal technique is applied to
the XAFS of the Ly edge for pure Pb at 300 K, a system
for which the background was determined to 1.5 A=1 by
the data-crossing method.* The data, which extend to 7.2
A~ were optimized at low R by matching as described
above to a few slightly different theoretical calculations
up to Rukg = 1.5 A. With Ak = 6.7 A~1 (the background
was fit between k = 0.5 A~! and 7.2 A~1), Eq. (2) gives
Ninots = 6.4, while 5 equally spaced knot locations (in-
cluding end points) were actually used in the background
fit. Figure 1 shows the measured Apz(FE) (after pre-edge
background subtraction, but not normalization) and the
Apoz(E) found by fitting the low-R range of x(R) to a
theoretical calculation of the first shell of Pb at 300 K,
and the Apuoz(E) as measured by the data-crossing tech-
nique. The inset shows the energy chosen as the Fermi
energy, where the first derivative has a local maximum,
and the energy of the first data crossing, a conservative
estimate for the energy above which the background from
this method is reliable. Note that the Fermi energy is not
at half the edge step. The width of the total edge step is
about 20 eV, significantly larger than the 8-eV lifetime
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FIG. 1. X-ray absorption spectra for the L1 edge of Pb

at 300 K (dots). The solid line shows the background from
the R-space fitting method, and the dashed line shows the
background from the data-crossing method. The inset shows
the data points used for the Fermi energy, Er, and the first
reliable data crossing, Fi, above which the background for
the data-crossing method is trusted.

broadening,® and 3-eV measurement resolution. This in-
dicates that most of the edge step is not a broadened
Fermi-energy step. A smaller step with a broadening
consistent with the measurement resolution and lifetime
broadening is seen at Er, as shown in Fig. 1. The cho-
sen Fermi energy will be shown below to agree with the
calculated Fermi energy.

Figure 2 shows the k2x(k)’s and ¥(R) resulting from
these background removals. The Fourier transforms were
done from k2%x(k) to %(R) using a Hanning function
window,® with kmin = 1.25 A~1, kmax = 6.25 A~1, and
dk = 1.0 A~ for both the high and low ends of the k
range. The k?x(k)’s from the R-space background re-
moval are seen to be very similar to k%x(k) determined

FIG. 2.
crossing background technique (solid) and the R-space fitting
background technique using two slightly different theoretical
calculations as the standard (dashed and dots).

k*x(k) and %(R) for Pb at 300 K using the data-
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by the data-crossing method above 1.5 A~1, the value of
the first reliable data crossing. The difference can be seen
to be only at low R. It should be emphasized that these
two background removal methods are both more objec-
tive than the standard method of least-squares fitting in
k space and are independent, giving great confidence in
the background for pure Pb above 1.5 A~! where the ab-
sorption is about 70% of the edge jump. Figure 2 shows
the results of the background removal using two differ-
ent standards to optimize the low-R region. The two
standards used were both ab initio calculations based on
the multiple scattering code® FEFF version 5.03, using
slightly different values for the near-neighbor distance R,
overall amplitude S2, and Debye-Waller Factor 2. The
dashed line shows the background using a standard with
R =3.479 A, S2 = 0.875, and 02 = 0.0042 A% . The dots
used a standard with R = 3.51 A, S3 = 1.0, and o2 set to
zero. What is important is that, while the theoretical x’s
are different from one another and from the resulting x’s
extracted from the experimental data, the two extracted
x’s from the R-space fitting method are nearly identical.
It can therefore be concluded that the details of theory,
as long as they are reasonable, do not strongly influence
the extracted background. Finally, since this background
closely matches that given by the data-crossing method,
the R-space fitting method gives the correct background
above 1.5 A~1 without the need for a completely reliable
theory.

As mentioned above, a severe limitation of the data-
crossing technique is the requirement that x (k) be dom-
inated by only the first shell. When more than one
shell contributes significantly to x(k), the data crossings
for scans of different temperatures will depend on the
temperature-dependent change in relative contributions
of the various shells, not the change in the XAFS from
an individual shell. In these cases the data crossings will
not correspond to the background function. This compli-
cation is illustrated in Fig. 3 which shows the measured
Apz(E) at 30 K and the Auoz(E) found by both the
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FIG. 3. The low-energy portion of the x-ray absorption

spectra for Pb at 30 K (dots). The solid line shows the back-
ground from the R-space fitting method, and the dashed line
shows the background from the data-crossing method.
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data-crossing technique and by fitting the low-R region
of X(R) to a theoretical calculation of Pb at 30 K. The
R-space fitting was done with Rpyg = 1.5 A and Ak =
14.5 A=1 (the background was fit between k = 0.5 A~1
and 15.0 A—1). Equation (2) gives Ninots = 13.8, and 12
equally spaced knots were used. Note that near the edge
the 30-K data shows evidence of significant contributions
from higher shells, introducing deviations from a simple
sinusoidal variation expected for a single shell, and that,
in the same region the two background methods differ.
The data-crossing method will fail in this case because of
the higher shells involved. Figure 4 shows the resulting
kx(k) and x(R) for the two methods. The Fourier trans-
forms were done from kx(k) to X(R) using a Hanning
function window,® with kmin = 1.75 A™1, kmax = 13.00
A-1 and dk = 2.0 A~ for both the high and low ends of
the k range. It is clear from Fig. 4 that the data-crossing
background causes large spurious signals at low R which
the low- R fitting background is able to remove. Since the
same fitting criterion and Rpkg (and so the same nominal
k spacing of the knots) were used for both the 30-K and
300-K data, the XAFS for Pb at 30 K from the low-R
fitting background method will be reliable above 1.5 A~1.

The reliability of the XAFS of Pb at such low k in-
vites a comparison of the experimental near-edge XAFS
to theoretical calculations. The 30-K data is used
for this comparison since its x(k) is much less attenu-
ated by thermal effects and thus has a better signal-to-
noise ratio over a larger k range than does the 300-K
data, allowing more accurate determination of the overall
EXAFS parameters, such as energy origin and amplitude
factor, for the theoretical calculation. Using the low-R
fitting background, the experimental x(k) above 1.5 A-1
can be compared to theoretical calculations. Figure 4
shows the kx(k) for the 30-K data, correctly normal-
ized with the full energy-dependent background function.
Since the background drops dramatically at low k, this
normalization procedure has the effect of giving x(k) a
larger amplitude at low k than data normalized to a sin-
gle number. Although a reasonable fit to higher shells

R(R)I (A7)

l(k) (&)

op bt o e 0

FIG. 4. kx(k) and x(R) for Pb data at 30 K using the
data-crossing background technique (solid) and the R-space
fitting background technique (dashed).

NEWVILLE, LIVINS, YACOBY, REHR, AND STERN 47

can be obtained for this system when multiple scattering
are included, the comparisons with theory discussed here
will be limited to the isolated first shell. Figure 5 shows
the isolated experimental first shell with three different
isolated first shell theoretical calculations® using FEFF
version 5.03. The first shell was isolated from the X(R)
shown in Fig. 4 using a Hanning function window,? with
Rumin = 2.60A, Rmax = 3.85 A, dR = 0.8 A.

Figure 5(a) shows the first shell data and a FEFF cal-
culation using the Hedin-Lundqvist!® self-energy, near-
neighbor distance R = 3.479 A, S2 = 0.875, and 0? =
0.0042 A2. The energy origin for the data was chosen as
Ep, shown in Fig. 3. The energy origin for the FEFF cal-
culation was taken to be 4.2 eV above the muffin-tin zero.
(FEFF, using a free-electron model based on its own cal-
culation for the electron density, gives the Fermi energy
to be 6.4 eV above the muffin-tin zero. More sophisti-
cated calculations!! give Ep = 4.2 eV, and so this lower
value was used instead.) An energy shift of AE = —0.5
eV was needed for this theory to best fit the data, well
within the uncertainty of the measured Fermi energy for
the data, indicating that the Fermi energy is correctly
determined for both theory and experiment.

Note that the amplitude of the calculation in Fig. 5(a)
is larger than the experiment for k between 2 and 5 A-1L.
This discrepancy is due to the simplistic approximation
of the plasma loss made in a model self-energy based on
a single plasmon pole. However, a significant amount of
energy loss occurs through electron-hole excitations be-
low the plasma frequency!? which are not included in
the simple approximation. By adding this additional
electron-hole loss term, the calculated amplitude agrees

kx(k) (A7)

FIG. 5. Comparison of experimental data and calcula-
tions using different exchange models for kx(k) of the isolated
first shell XAFS of Pb at 30 K. (a) Experimental data (solid)
and FEFF5.03 using Hedin-Lundqvist exchange, SZ = 0.875,
0% = 0.0042 A%, and AE = —0.5 eV (dashed). (b) Experi-
mental data (solid) and FEFF5.03 using Hedin-Lundqvist ex-
change with additional plasmon-hole loss term due to Quinn,
S2 = 0.875, 0% = 0.0042 A%, and AE = —0.5 eV (dashed). (c)
Experimental data (solid) and FEFF5.03 using Dirac-Hara
exchange, R = 3.479 A, S3 = 0.460, 0> = 0.0038 A%, and
AE = +6.5 eV (dashed).
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much better with the data. Figure 5(b) shows the data
with a FEFF calculation including the additional loss
term calculated using Quinn’s approximation,'? and us-
ing the same parameters as for Fig. 5(a). The fit here is
quite good over the entire data range. The Debye-Waller
factor used for the calculation agrees well with both the
value calculated from 6p and the value? extracted from
the measured temperature dependence of the XAFS.

When the Hedin-Lundqvist exchange is replaced by a
Dirac-Hara exchange!® in the FEFF calculation, the am-
plitude is seen to be much too large (Dirac-Hara is a real
exchange potential and so allows no loss terms), and the
energy origin is quite different than it was for the Hedin-
Lundgqvist exchange. To make FEFF with a Dirac-Hara
model best fit the first shell data, S = 0.460, o2 = 0.0037
A?) and an energy shift of AE = +6.5 eV are required.
The results of this calculation are shown in Fig. 5(c).
The SZ for this calculation is unreasonably small, and
the amplitude matches the data more poorly than the
calculation with the Hedin-Lundqvist exchange. This in-
dicates that the Hedin-Lundqvist exchange is superior to
that of Dirac-Hara for the amplitude calculation, which
is not surprising since no losses are allowed in the Dirac-
Hara potential. The phase appears to match the data as
well as the phase of the calculation with Hedin-Lundqvist
exchange, but a large energy shift is required to do this.
Because the Fermi energy of the data is thought to be
known to within a few eV, this energy shift for Dirac-
Hara seems much too large.

For many systems of interest to XAFS problems, the
Fermi energy is either difficult to determine from the data
or accurate model calculations for the Fermi energy are
unavailable. In these cases the energy origin of the data
relative to that of a model calculation is completely un-
known, and becomes a fit parameter. Since this is of-
ten the case, it is important to note that the Er taken
directly from the FEFF calculations (6.4 eV above the
muffin-tin level) was found to be 2.7 eV too high when
the Hedin-Lundqvist exchange was used, and 4.3 eV too
low when the Dirac-Hara exchange was used. Because the
more sophisticated calculations for Er (4.2 eV above the
muffin-tin) was used, the Hedin-Lundqvist exchange was
found to be only 0.5 €V too high, while the Dirac-Hara
was 6.5 eV too low. It must be emphasized, however,
that the Fermi level of the data falls between those of
the two exchange models using the value for Er directly
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from FEFF, and that, when Ef is a fit parameter, the
phase shifts from both models give reasonable approxi-
mations to the phase shift for Pb data.

V. CONCLUSION

A way to remove the post-edge background for XAFS
that is consistent with the carefully and physically de-
termined background from the data crossings of the
temperature-dependent data, yet is easier and more gen-
eral to use, has been presented and demonstrated. The
method chooses the background which minimizes the dif-
ference of the measured data and a standard (either the-
oretical or experimental) below the first peak in R-space.
The new approach to background removal can be ap-
plied to all systems to give results that are reasonable
and, based on the results for Pb in this paper, reliable.
The technique is especially useful for obtaining near-edge
XAFS, which was previously thought too unreliable due
to large uncertainties in the background function.

Because such reliable XAFS have been obtained in the
low-k region for Pb, tests of and improvements to the-
oretical calculations in this sensitive region were carried
out. It was found that electron-hole losses are significant
at energies up to 100 eV above the edge. The Hedin-
Lundqvist self-energy for the photoelectron was found to
be superior to that of Dirac-Hara for the amplitude for
Pb. Since the Fermi energy of Pb can be identified on
the absorption edge, the Hedin-Lundqvist exchange also
matches the phase shift of the data better than does the
Dirac-Hara potential. If the energy origin of the data is
taken as a completely free parameter, however, the Dirac-
Hara model seems to approximate the phase shift as well
as the Hedin-Lundqvist exchange. The superiority of the
Hedin-Lundqvist exchange model for the amplitude rec-
ommends it for general use. With the additional plasmon
loss term for the amplitude and the correct value for the
energy origin, the FEFF calculations works quite well for

first shell Pb over the XAFS range from 1.5 A~1 to 14.0
A-L
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